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ABSTRACT With the development of industrial Internet and artificial intelligence, data fusion in
cross-domains and cross-layers have become an inevitable trend. Most of the data fusion involved in the
production process of hot rolling are concentrated on the level of sensors, Internet of Things (IoT) and
the Internet; but human data are not well integrated. In order to avoid the human factor from becoming
the bottleneck of the entire production schedule, this paper proposes a ternary data fusion model based on
reinforcement learning algorithm. The related data source from human-cyber-physical space includes: social
network, Internet and IoT. By merging the ternary data, a variety of data (including humans’) can be quickly
calculated to obtain better and faster decisions. In order to achieve automated fusion from ternary data, this
paper proposes a method based on reinforcement learning: firstly, the domain ontology used for associating
ternary data is reduced and tessellated (dimension reduction), and then the reinforcement learning model is
used to form “‘the new ontology”’. Compared with resource-intensive global calculations (which may cost
a few days), the new method can complete the calculations in minutes. This means that the new method
optimizes the data source required for decision-making and improves the efficiency. Finally, the production
scheduling of hot rolled steel is used as an example to verify the feasibility of the proposed method.

INDEX TERMS Human-cyber-physical data fusion, ternary data fusion, cyber-physical system, domain

ontology, reinforcement learning.

I. INTRODUCTION

With the development of industrial internet and big data,
the market has increasingly higher requirements for product
manufacturing, such as higher personalization, faster deliv-
ery time, and lower cost. In order to make better decisions,
a larger range of data fusion has become an inevitable trend.
In the process of hot rolling manufacturing, scheduling is one
of the most important part. The data required for scheduling
cover almost all aspects of manufacturing. This includes man-
agers’ decisions, expert opinions, data of Internet of Things
(IoT), data of information system and external data. The
research in this paper is design a fusion method of the above
data to optimize the scheduling problem.

The goal of data fusion is to effectively integrate
data (information) from multiple sources to support and
optimize decision-making [1]. Data fusion originated in
the military field, but with its continuous development,
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it gradually expanded to many non-military areas such as
commerce and manufacturing. For example, it is applied to
industrial fault detection and identification [2]. With the con-
tinuously increasing of data and the relevant requirements,
there have been related researches on ‘“‘soft and hard” data
fusion [3], [4], which is close to the ternary data fusion in
this article.

Although humans cannot compete with robots or smart
devices with multiple sensors in many ways, humans have
strong abilities in comprehension, perception, reasoning,
and learning. Humans can handle many complex problems
by considering semantic information such as entity rela-
tionships, and then cover the shortage of physical sen-
sors. With the development of information technology,
all kinds of data are increasing crazily on the Internet.
At the same time, new technologies such as big data
and cloud computing have achieved rapid progresses, and
have combined huge number of information systems. Fus-
ing data via the Internet is to enhance perception and
decision-making.
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This article puts forward the concept of human-cyber-
physical ternary data fusion (HCPDF): “human” refers to the
network of social beings, and we believe that the social net-
work is an interconnected network of all humans, not only the
social media such as Facebook. “cyber” refers to the Inter-
net, which connects with various information systems, web
data, etc. “physical” refers to the Internet of Things (IoT),
mainly including a network composed of sensor networks and
edge computing devices. “Ternary data fusion” refers to the
data integration from human-cyber-physical ternary space,
which means the data sources are cross-domain, cross-layer
and cross-space. At present, there is basically no research
on HCPDF. One CPSS laboratory of a famous university
has proposed the concept of data fusion through network
physics and social spatial [5], and it mainly focuses on smart
homes, intelligent networks, transportation systems, medical
services, smart cities and economics. But it has no relevant
research in the manufacturing area. This is closer to the
concept of this article. Whatever, it shows the feasibility and
importance of the research related to human-cyber-physical
ternary data.

Based on the above analysis, this paper proposes a
fusion method for HCPDF. The innovation of this method
is to reduce the dimensionality, and change the domain
ontology into a kind of chessboard in order to run the
calculation of reinforcement learning. That is, the specific
relationship between the ontologies is ignored, and only
the “related” concept is kept. The triple-tuple represent-
ing the ontology becomes two-tuple, and then the domain
ontology, which contains many local ontologies, can be
represented on a kind of chessboard in a two-dimensional
form. This step is to tessellate domain ontology into a
form that facilitates the calculation of reinforcement learning
models.

The rest of this article is organized as follows.
Section 2 introduces classical and famous methods of data
fusion, as well as their advantages and disadvantages.
Section 3 briefly introduces the structure and steps of our
method. Section 4 introduces the case in hot rolling by using
this method. Section 5 is the conclusion and section 6 is the
future work.

Il. REALATED WORK
There have been many studies on data fusion, which can be
classified according to data source, type, feature, etc.

Generally speaking, data fusion mainly refers to the fusion
of multi-sensor data, which includes simple data collection,
data feature fusion and the results fusion from the learning
of various classifiers. The steps of data fusion include data
collection, data preprocessing (cleaning, integration, transfor-
mation and reduction), feature extraction, classification and
evaluation [6].

Recently, the technologies of semantic web, ontol-
ogy and knowledge graph have developed rapidly. The
combination between these technologies and classical
data fusion has become an important trend of HCPDF.
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HCPDF will be brought to a new level. At the same time, data
integration has become the most important prerequisite and
an important foundation for acquiring knowledge. Among
them, the most representative multi-source data fusions are
cyber-physical systems (CPS), cyber-physical-social system
(CPSS), human-in-the-loop and so on.

A. CPS

CPS was first proposed by the National Fund Committee
in 2006 and is considered to be the third wave of world
information technology after computers and the Internet. The
key of data fusion in CPS is to integrate and fuse the data from
cyberspace and physical system through human-computer
interaction. Due to the clear existence of human-computer
interaction, the data fusion of CPS is a kind of cyber-human-
physical. These interactions may become the bottleneck of
the whole data fusion process.

Under the CPS framework, the data fusion in manufac-
turing processes and autonomy of manufacturing systems
have integrated increasingly. Reference [7] proposed that
CPS can better integrate the participation of employees,
and use a scenario-based approach and a multi-dimensional
analysis framework (life cycle, system state and integration
model). Reference [8] used CPS for product designing
with increasing complexity, from single-discipline products
to mechatronics systems to cyber-physical systems; The
new product design processes are combined with cross-
domain/cross-layer data and interdisciplinary knowledge,
and fused together through CPS. Reference [9] further clar-
ified the role of context from user in data fusion; and it
also integrates the target model and problem framework;
and then the reference proposed an adaptive CPS model
driven by the target, in order to meet various uncertain chal-
lenges. In [10], there is a typical maintenance scenario of
manufacturing; the data from handwriting and gesture are
associated with the CPS; the new problem processing model
can be used for feature recognition and data fusion, and
then compares with domain knowledge. Reference [11] also
proposed the immutable distributed data storage based on
blockchain; the multivariate data related to CPS are linked
to ontologies, then proceed the deep data fusion, and finally
they have optimized the cooperation of heterogeneous mobile
robots.

The data of multiple devices and systems in CPS are
dynamically changing. Therefore, the fusion of the data in the
CPS must pay attention to the timeliness of the data, which
is called time-critical. In order to minimize the staleness of
the real-time updates, [12] proposes two greedy scheduling
strategies. Reference [13] propose a CPS software program-
ming framework that supports time-critical. In [14], it is
believed that advanced connectivity (for collecting real-time
data) is very important for digital twin-driven manufacturing
cyber-physical system (MCPS). Time-critical adds the neces-
sity of the ternary data fusion of human-cyber-physical; and
it also reflects from the side that human data may become a
bottleneck in the future.
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B. CPSS AND SCPS

CPSS is based on CPS, and further integrates the data
from social network and human data in virtual space.
In CPSS, human is the most sensitive ‘“‘social sensors’ for
programming, and it is believed this is the trend of future man-
ufacturing intelligence. Reference [15] proposed a high-order
k-means algorithm based on the dropout deep learning model,
which uses multiple autoencoders to perform heterogeneous
data feature fusion for CPSS. Reference [16] built a model
of dynamic social IoT. Human’s data in the social network
and the IoT are fused through three modules: target-based
service constraints, contextual reasoning and semantic data
models. These three modules are used to narrow down the
calculations based on situational awareness and reduce com-
plexity of context. Reference [17] proposed a multivariate
data fusion learning model. By training four classifiers of
naive Bayes, k-nearest neighbor, decision tree and support
vector machine, it can improve the data heterogeneity and
the prediction accuracy of decision-making. Reference [5]
proposed a tensor-based CPSS data fusion method to design
and implement a data fusion framework. However, the uncer-
tainties and dynamic parameters of the data are not taken into
account and have great limitations.

With almost the same concept, socio-cyber-physical sys-
tems (SCPS) is appeared as well. Reference [18] proposed
humans participate in CPS, which is socio-cyber-physical
systems (SCPS), in four ways: role, responsibility, expertise
and intentionality. But there is no clear mathematical model
for SCPS. Reference [19] proposed a multi-agent architecture
of SCPS for Industry 4.0.

C. HUMAN-IN-THE-LOOP

Human-in-the-loop simulates human factors, and fuses the
resulting data with the data in cyberspace and IoT. Although
there is no clear concept of data fusion among human,
cyberspace and IoT, it does emphasize the quantification
of human factors. And the human data are integrated in
the loop. Reference [7] proposed that in the manufacturing
environment, human can monitor and adjust settings, which
becomes a source of knowledge and capabilities; human can
diagnose conditions, make decisions and several other activi-
ties that affect manufacturing performance. Human generally
provides additional degrees of freedom for the CPS. In [20],
in order to avoid human from making mistakes and simplify
management, a self-managed CPS is proposed; human fac-
tors are further simulated in a mixed environment of CPS.
Reference [21] proposed an architecture that seamlessly inte-
grates factory workers in an industrial cyber physical produc-
tion environment. The idea is to use semantic web to fuse
data, and analyze the data in real time for anomaly detection.
Reference [22] proposed to integrate the human factor into
the CPS autonomous cycle in the field of industrial product
design, and defined a conceptual framework to character-
ize the cooperation between human and autonomous CPS.
Reference [23] proposed that the data of the sensor net-
work now pass through the cyberspace, and then integrate,
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feedback and make decisions based on the quantified human
data and rules.

Obviously, from CPS to CPSS and human-in-the-loop,
the data of human are gradually standardized and tightly
integrated. But this kind of data integration is mostly a con-
ceptual framework, which needs to be further calculated using
algorithm models.

D. DATA FUTION OF SEMANTICS AND ONTOLOGY
The concept of semantic information fusion was first
proposed by Friedlander and Phoha and applied to target
classification. After continuous improvement, it is gradually
formed that the data are expressed in the form of ontology,
and then the heterogeneous data are inferred at the semantic
layer. That is, the original data are first abstracted into seman-
tic information, and then it is used to fuse related attribute
information, run reasoning and finally get to decisions.
Reference [24] proposed a solution called crowdsourced
semantic fusion (CSF). This solution first makes full use
of the collective wisdom of social users, then introduces
crowdsourced computing into semantic fusion. Reference [2]
introduced a kind of data fusion based on experience, condi-
tions and rules with fuzzy semantic reasoning. Reference [25]
proposed to use domain ontology to further standardize and
organize data fusion, but it does not make it clear for how
to add human data into domain ontology. Reference [26]
proposed a method of convert Automation ML (international
standards) into ontologies in industrial fields. In [27], a new
model of data fusion combined with deep learning, con-
volutional neural network (CNN) and a Naive Bayes was
proposed. CNN is used for crack detection, while the Naive
Bayes decision making discards false positives effectively.
Reference [28] proposed an improved reinforcement learning
algorithm, which added human action to boost performance.
In [29], a multi-layer ontology was built for information
fusion, which is a top-down method for data fusion.

Regarding human data, it mainly focuses on decision quan-
tification, intention mining, sentiment analysis and behavior
recognition. So far, many references do not mention how to
add human data to the ontology. But, it is good to know [30]
designed a new approach for data fusion (including human
data) of ontologies using the cellular machine.

Therefore, the fusion of ternary data through ontology is
the basic idea of this article.

E. MACHINE LEARNING FOR DATA FUTION
As a technology with strong capabilities in data calculation
and classification, it is widely used in various data fusion. For
example, [31] reviewed the practical use of machine learning
for data fusion, including signal-level data fusion, feature-
level data fusion and decision-level data fusion. From the
model structure, background and technical advantages, the
reference reviewed domestic and foreign related literatures.
Among many machine learning algorithms, this study
believes that reinforcement learning is an algorithm that is
more suitable for ternary data fusion.
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Reinforcement learning (RL) is one of the paradigms and
methodologies of machine learning. It is used to describe
and solve the problem that agents use learning strategies
to get maximum returns or achieve specific goals via the
interaction with the environment. In recent years, reinforce-
ment learning has been used to find paths in knowledge
graph [32], which is the upper level of domain ontologies.
It is also used in entity and relationship searching in building
ontology [33]. Reference [34] proposed a method based on
reinforcement learning and semantic fusion, which was used
to give suggestions for decision-making. In [35], the frame-
work based on reinforcement learning and human-in-the-
loop is proposed for driving Decision-Maker optimization.
Reference [36] combined ontology and reinforcement learn-
ing for zero-shot classification. In [37], ontology-based,
multi-agent reinforcement learning methodology was pro-
posed for the optimal scheduling of a manufacturing system.
Combining the technology of blockchain and deep reinforce-
ment learning, Liu proposed a blockchain-enabled efficient
data collection and secure sharing scheme to create a reliable
and safe environment [38]. For the research of top-down with
reinforcement learning, [39] came up with a multi-granularity
RL models, which can speed up the learning process and
adapt to the dynamic environments.

These all indicate that reinforcement learning has been
gradually used in ontology-related calculations. However,
the relevant research is not in-depth, and furthermore the
current reinforcement learning has not yet made any progress
in ternary data fusion.

F. OTHER ALGORITHMS

Among the other data fusion algorithms, the typical ones
are: the fusion method based on Bayesian, Dempster/Shafer
(D-S) evidence theory, fuzzy theory, and tensor fusion meth-
ods. Their pros and cons are shown in Table 1.

The main idea of the Bayesian-based method is to combine
the observed data with the prior probability to calculate, so as
to get the inference results. Reference [40] proposed a fuzzy
multi-entity Bayesian network. It expressed data through
ontology, and then achieved the purpose of data fusion and
reasoning. The fusion method based on D-S evidence theory
uses an interval estimation instead of point estimation to
describe uncertain information. So, it has more flexibility.
In [41], D-S evidence theory is applied to ““soft and hard”
data fusion, and [42] proposed an enhanced belief divergence
measurement method to solve the problem of high conflict in
D-S theory. The fusion method based on fuzzy theory is used
to deal with some undefined problems, so that data fusion
can be modeled in a loose way. Then it solves the conflict
between information and decision-making. Reference [43]
proposed a data fusion algorithm based on fuzzy set theory
and D-S evidence theory. This method solves the problem of
multi-dimensional data fusion at the decision layer, which is
difficult to deal with in current data fusion methods.

Tensors are also widely used in data fusion due to their
powerful capabilities in data representation. Reference [5]
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TABLE 1. Comparison of data fusion methods.

Fusion Advantage Disadvantage

algorithm

Bayesian Deal with data The priori probability is hard
fusion in to get accurately, and the result
uncertain of reasoning is relatively poor.
situations

D-S evidence Infer and analyze  The independence of evidence

theory incomplete and source is about to explosion.
uncertain The basic probability
information distribution is difficult to
effectively obtain.

Fuzzy theory Handle fuzzy Data reduction mainly depends
problems and on the division of discrete
perform fuzzy intervals.
reasoning well

Tensor Effectively Data sheet quantization and

handle multi- tensor calculation methods are

source immature, and semantic
heterogeneous information may lose.

data

proposed a multi-step transition fusion model and a cyber-
physical-social transition tensor (CPST2) model to solve the
problem of spatial data processing.

G. APPLICATIONS OR SYSTEMS OF TERNARY DATA
FUSION

Although the system or application of ternary data fusion
has not been popularized yet, some forward-looking systems
or applications have initially been qualified for ternary data
fusion.

Reference [13] proposed a SWITCH workbench for indus-
trial time-critical applications, which have highly time-
critical requirements for their performance. In [14], [44],
a digital twin-based cyber-physical production system was
designed for smart manufacturing shop floor and smart ware-
house. Interconnection and interoperability of a physical shop
floor and corresponding cybershop floor was built based on
digital twin technologies. Reference [45] proposed prototype
for industrial automation. There was a self-organization of
human in Cyber-Physical Systems. In [46], human activity
recognition was involved in CPS based smart warehouse for
industry 4.0. Reference [47] designed ODIS (ontology-driven
information system), which combined sensor data and natural
language. In [48], a smart lean automation engine supported
by CPS technologies was designed. A set of comprehensive
architecture and standards of technologies were presented to
achieve the target.

There applications or systems integrate more and
more data from human, information systems and IoT.
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Their processes may not run 100% automatically, but human
factors are largely combined.

Ill. ALGORITHM OF REINFORCEMENT LEARNING WITH
TESSELLATED DOMAIN ONTOLOGY

Since reinforcement learning algorithms need to evaluate
different policies, this research first starts with the chessboard
of domain ontology, transforms domain ontology into a two-
dimensional model, which is suitable for the calculations
of reinforcement learning. Then, reinforcement learning can
calculate based on domain ontology.

A. TATGET ONTOLOGY

The ““target ontology” described in this article is rarely men-
tioned in other literature. Target ontology is based on a certain
goal or demand, dynamically fuse, organize and integrate
related data (direct data, relationship and local ontology),
and finally form a new ontology. If this new ontology is
recognized and used repeatedly by the demand side, it may
be transformed into a knowledge graph or its subgraph; if the
new ontology is not useful, it may be abandoned.

The concept of target ontology comes from dynamic ontol-
ogy. Reference [49] indicated the patterns of ontologies for
dynamic interactions between devices. Therefore, dynamic
ontology was designed. In [50], dynamic ontology was pro-
posed manage large number of concepts which human beings
couldn’t achieve alone. Reference [51] proposed a goal-
driven dynamic ontology for business process. This kind of
dynamic ontology was to solve the frequent changes of work-
ing environment and tasks. It contained four parts: business
process ontology, goal ontology, business rule ontology and
decision-making ontology. Unfortunately, this reference is
lack of math model as well.

B. OVERALL FRAMEWORK

Firstly, this algorithm collects the data from ternary space
of human, cyberspace and IoT. And then it gradually deep-
ens and expands through the hierarchy of decision goals
or requirements. This hierarchy may contain multiple sub-
goals or some decision factors for the goal. The hierarchi-
cal structure of decision-making starts from the goal and
expands from top to bottom. Finally, through the algorithm
of reinforcement learning, the ternary data are fused. The
demand for ternary data is generated by a specific target, and
starts from the top-level of the domain ontology and expands
down to the bottom-level, which is local ontologies and its
attribute values. In the manufacturing industry, the attribute
values of local ontologies are often qualitative or quantitative
data, such as the matrix of decision-making or preference
(human), structured data (connected via internet) in ERP and
other information systems or web data, and data collected
by sensors (IoT). Therefore, through the domain ontology,
all the data in the domain are associated, and through the
standardized association of the domain, the ternary data of
human, cyberspace and IoT are fused together. The overall
algorithm framework is shown in Fig. 1.
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In Fig. 1, the whole process starts from the decision goal
on the top left area. Multiple sub-goals are decomposed based
on the hierarchy of decision goal. And each sub-goal will
correspond to multiple data sources; each data source belongs
to the attributes of ternary data human-cyber-physical.

Then the progress goes to the right area. HCPDF is step
by step from the domain ontology. The relations inside
the domain ontology are transformed and reduced to two-
dimension. Then right-angle nodes are added between the
connected ontology (original nodes) of different levels. After
that the domain ontology is transformed into a tessellated
pattern with reward matrix, which is convenient for the cal-
culation of reinforcement learning.

After the calculation of the reinforcement learning model,
anew and goal-oriented ontology is finally obtained, which is
fused with the ternary data from human, cyberspace and IoT.
Next, each part of the overall framework will be explained in
detail.

C. TRANSFORMING THE DOMAIN ONTOLOGY IN 2D

As we all know, although there are many kinds of representa-
tion methods for ontology, the most popular one is the triple
model. The characteristic of the triple is that it is suitable for
performing the relevant graph calculation quickly.

Domain ontologies are often constructed systematically
from top to bottom. The actual situation is that each level
of ontology may have an indefinite number of sub-level
ontologies. Fig. 2 is a domain ontology diagram expressed
in terms of triples. It is based on the scheduling of hot rolling
(steel manufacturing).

After removing the detailed description of the relationship,
the domain ontology becomes a two-dimensional model,
which is called “the basic diagram of domain ontology”
(hereinafter referred to as “‘basic graph’). So, the basic dia-
gram is shown in Fig. 3.

D. TRANSFORMING THE BASIC GRAPH INTO A
“CHESSBOARD"”

In the aforementioned basic diagram, the angle between the
two edges connecting the same node (that is, the relationships
between the local ontologies) is arbitrary, which is not con-
ducive to the calculation of the reinforcement learning. There-
fore, the basic diagram needs to be further improved. In the
standard reinforcement learning, there are four strategies of
up, down, left and right for each node. Based on this idea,
new nodes, which produces right angle between the original
connected nodes, have been added. That is, let the previous
basic graph become a “right angle line diagram’ composed
of only horizontal and vertical lines. It is shown in Fig. 4.

In Fig. 4, two local ontologies in the original domain
correspond to nodes A and B. C is the added auxiliary point,
and segment AB corresponds to the relationship between
A and B in the initial state. After joining the right-angle
point C, AC_L BC.

In this way, all the relationships (connections) between
the local ontologies can be converted into two mutually
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FIGURE 1. The overall framework of the algorithm of reinforcement learning with tessellated domain ontology.

perpendicular segments. Thus, right-angle nodes facilitate the
strategic calculation of the reinforcement learning. After con-
verting the basic graph, the right-angle line graph of domain
ontology (hereinafter referred to as ‘‘ right angle graph’)
comes out. It is shown in Fig. 5.

E. THE MATRIX OF THE REWARD VALUE OF THE
REINFORCEMENT LEARNING MODEL

With the right-angle line graph, the operation of the rein-
forcement learning model is still lack of the matrix of the
reward value. The relevant data, which are needed by the
decision goal, correspond to the attribute value in the domain
ontology. Since this correlation is a kind of relative value,
they are expressed as integer between “—10” and “10”.
Specifically, the nodes at different levels and the right-angle
nodes are defined as a positive integer of “1-10"’, while the
available path points are defined as “0”. And the reward
value of other areas without original nodes, right-angle
nodes and path is defined as “—10. The simulation of the
reward value matrix for Fig. 5 is shown in Fig. 6 for a
small part, and in Fig. 7 for the reward matrix of domain
ontology.

The reward value comes from the correlation coefficient
between the detail data and the target. The detail will be
mentioned later in Table 2. As for the reward value of
right-angle nodes, it needs to be adjusted carefully. Because it
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will improve the calculation, which means it can help reduce
the number of calculation steps from millions to hundreds of
thousands or even less.

F. REINFORCEMENT LEARNING ALGORITHM AND
PSEUDOCODE

Reinforcement learning is a field of machine learning. The
main principle is that after performing an action via an
agent, the reward of the environment is obtained through
observation. The goal of reinforcement learning is to con-
tinuously maximize the reward. This paper uses the Bellman
equation to calculate the optimal strategy for reinforcement
learning.

IV. THE FORMULA FOR BELLMAN EQUATION
OF Q FUNCTION IS AS FOLLOWS

0"y =Y Py [Ry 4y Y 07 (d)] ()

where,

“m” stands for policy,

“V” represents the state value function,
“Q” stands for action value function,

“P” stands for state transition probability,
“R> stands for reward,

“s”* stands for state, and

“a” stands for action.

a
ss’
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FIGURE 2. The diagram of domain ontology for steel hot rolling scheduling.

The related pseudocode for Q function (1) is as follows:
self.q_table.ix[state, action] + = self.alpha *
(next_state_reward + self.gamma *
next_state_g_values.max() - self.q_table.ix[state, action])
Four policies of up, down, left and right are stood as u, d, [
and r. The corresponding pseudocode is as follows:
def get_next_state(self, state, action):
#udlrn = —6,+6, —1, +1,0
if action == ‘u’ and state I/ self MAZE_C = 0:
next_state = state - self MAZE_C
elif action == ’'d’ and state // selfMAZE C =
self MAZE R — I:
next_state = state + self. MAZE_C
elif action == ‘I’ and state % self MAZE_C != 0.
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next_state = state — 1
elif action == ‘r’ and state % selfMAZE C !=
self MAZE_C — I:
next_state = state + 1
else:
next_state = state
return next_state
In order to facilitate the calculation, it is necessary to set
the coordinates of the starting point and the ending point (for
example, take the top-level node as the starting point and the
four corners of the “chessboard” as the ending point). And
in order to prevent the agent of reinforcement learning from
going around too much meaninglessly, it is needed to set a
pioneering ratio (such as 20%), that is, the policies in Q-table
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FIGURE 3. Basic graph of domain ontology.
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FIGURE 4. Local ontology diagram with right angle added (right angle
line diagram).

is adopted in 80% of cases, but there is a 20% probability
that the agent is randomly selected an action to have a try.
In addition, for the purpose of preventing the agent from
missing important “passing points”, this model limits the
minimum value of the cumulative discounted return (reward),
such as 45 or even higher. That is, the total value of the
cumulative discounted return of the model must be greater
than 45, otherwise it is not considered to find a suitable result.
But the calculation steps increase rapidly when the number
of this constraint is larger. After more than 10,000 steps of
training (due to the existence of random values, sometimes
tens of thousands of steps, and more complex cases requiring
even millions or more), the optimal cumulative discounted
return (reward) can be found.

V. CASE STUDY
The production scheduling of hot rolling for steel is taken
as an example to verify specific cases. The most important
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FIGURE 6. Local reward matrix.

problem faced by hot rolling scheduling is often the contra-
diction between expectations from customers and the lim-
itation from manufacturing process. The customers always
require lower cost, higher efficiency and better service, while
the manufacturer wants to raise the sales price and produce
the product easily.

Almost all these conflict ideas finally meet each other in
the stage of scheduling. Then the business managers could
have endless meetings to communicate. Well, someone may
consider the information systems to help with this case.
Unfortunately, this kind of contradiction is difficult to deal
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FIGURE 7. Reward matrix of domain ontology.

with via current ERP or scheduling software. Because there
is too much human communication to complete a production
schedule. As it is said in the beginning of this article, human
data become the bottleneck of decision making.

The case here stems from the actual operation of a large
Chinese company. One four-level of domain ontology is
established as shown in Fig. 2.

Our goal is scheduling for hot-rolling. In order to accom-
plish this goal, we must consider four child nodes, which
are order information, production operation information, con-
straints and scheduling results. They are the second level of
nodes. Among them, the production operation information is
divided into production anomalies, raw material supply, logs
and alarms, equipment real-time data, which are the third
level of nodes. The real-time data of the equipment include
temperature, pressure, gas flow, speed, which are the fourth
level of nodes. The way to extend the structure of other nodes
is the same.

VOLUME 8, 2020

Ordinary scheduling job can be solved by traditional soft-
ware and methods. But if the encountered problems required
discussion among managers, there is no way to replace this
decision-making meeting with any software. One customer of
an automobile industry, requires the steel factory to improve
the traditional product A. While improving the product per-
formance, the costs are reduced and the delivery time is short-
ened. Starting from this case, the domain ontology of HCPDF
and their correlation coefficients are established as Table 2.
There are 64 rows of data. Due to the space limitations, only
a part of them are shown here. The useful or selected local
ontologies are in bold in Table 2, and also shown in Fig. 8.

After the calculation of the model in this paper, the tar-
get ontology is finally established by linking with selected
local ontologies, whose attributes are the necessary the data
for decision-making. As shown in Fig. 8, the main goal is
the hot-rolling production. To achieve this goal, the follow-
ing three ontologies are considered ‘‘production operation
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TABLE 2. Correlation coefficients of new requirements to ternary data from the domain ontology.

Ternary data attribute

Level 1 Level 2 ontology Level 3 ontology Correlation
Target tol d d d - fficient
ontology node node node human cyber physical coefficien
cogging mill N 2
balanced load o )
scheduling finishing mill N 2
results .. energy 5
optimize consumption
utilization pollutant emission N 4
. material demand
production material supply and inventory v 10
?peratml} real-time device ~ temperature v 8
information
data pressure N 9
process In furnace time v 6
constraint sequence of N 7
rolling
storage product 5
stock restriction type
Hot rolling constraint prod.uct 1nven't0ry 4
production condition heating capacity of N 5
scheduling reheating furnace
capacity T:r(r)llilr?agr capacity of N 4
constraint of L
equipment production line N 5
q product variety
per unit output of N 5
each variety
target .
specification width N 2
) order status v 2
progress tracking
export place RN 4
f)r;ier . special technique v 6
information
emergency order v 4
special tract
requirements contract v 4
modification
requirement N 4
change
TABLE 3. Comparison of the effects of different algorithms.
Method comparison Advantage Disadvantage Interpretability i;‘;srs-domam and cross
Suitable for the fusion of
ontology and Unable to calculate
Ontology relationship at the level environmental feedback Yes No
of natural language
Can handle massive Prone to fitting problems
Machine learning amounts of data and dimensional No No
disasters
New method in this article Can handle massive Initial modeling takes
reinforcement learning + amounts of data and g Yes Yes
g

time

ontology) interpretability

information”, “order information’’, and ‘‘constraints condi-
tion” . In the children of ‘““production operation information”,
the model selects “real-time equipment data” and ‘“‘raw
material supply”. In the children of ‘“‘real-time equipment
data”, the model selects “‘temperature” and ‘‘pressure’.
“Raw material demand and inventory” is the sublevel of
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“raw material supply”’, and the rest of the selection could be
found in Fig. 8.

One thing to note is that, special technique and its
father ontology are the new requirement, so it is hard
to get a direct answer from normal information systems
(e.g., ERP).
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FIGURE 8. Target ontology.

Then the related managers and the experts had a discussion,
which was transformed into data attributes of the ontology
“special technique” . This is also the reason that the model of
reinforcement learning selects this ontology.

In order to compare the effects of different algorithms in
this case, their advantages and disadvantages are listed in
Table 3. And the abilities of interpretability and fusing
cross-domain and cross-layer data are quite innovative and
remarkable for real business use.

VI. CONCLUSION

This paper proposes an algorithm for ternary data fusion. It is
based on domain ontology which has certain associations.
The domain ontology is transformed into basic graph, and
then transformed to chessboard graph by adding right angle
nodes, and then the matrix of correlation coefficients between
the new requirements (goal) and ternary data is put into the
chessboard. And then, a reinforcement learning model is
applied on this simulated and specific goal. Finally, a new
data ontology is generated for decision-making. Experiments
show that this method can properly integrate the data from
human, cyberspace and IoT. It combines the knowledge and
experience of experts and managers, the data in traditional
information system, and the data from sensors. Ternary data
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rolling
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In fumace
time

related to the requirement are automatically and intelligently
integrated. So that human’s decision-making, behavior and
other data are no longer the bottleneck of the production
process. This algorithm provides a strong guarantee for the
optimal decision-making. This method combines domain
ontology and reinforcement learning, overthrows the unex-
plainable nature of machine learning, and provides new ideas
for scheduling and other practical problems in the manufac-
turing process.

FUTURE WORK

Due to the limited time, it is too late to finish debugging the
reinforcement learning model with multi-agents. I believe this
will greatly shorten the calculation time of the reinforcement
learning model. In addition, the follow-up research work
may modify the values in Q-table to improve the calculation
efficiency and accuracy.
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