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ABSTRACT Aspect-based sentiment analysis aims at identifying the sentiment polarity of specific aspect in
the sentence. Previous work has realized the importance of the information interaction between aspect term
and context. However, most existing information interaction methods are coarse-grained, which results in a
certain loss of information. In addition, most methods ignore the role of position information in identifying
the sentiment polarity of the aspect. To better address the two problems, we propose a novel approach, called
hierarchical gated deep memory network with position-aware. Our approach has two characteristics: 1) it has
fine-grained information interaction attention mechanism which models the word-level interaction between
aspect and context. The sentence-to-aspect attention is used to capture the most indicative sentiment words in
context. And the aspect-to-sentence attention is used to capture the most important word in the aspect term.
2) The position information is embedded as a feature in the sentence representation. Finally, we conduct
sentiment classification comparative experiment on laptop and restaurant datasets. The experimental results
show that our model achieves state-of-the-art performance on aspect-based sentiment analysis.

INDEX TERMS Natural language processing, aspect-based sentiment analysis, attention mechanism,

position-aware, memory network.

I. INTRODUCTION

Sentiment analysis is also known as opinion mining. It is an
important branch of natural language processing [1]. It can
be found applications in carious and companies, large and
small, which include the analysis of emotions and as part of
their mission [2]. An Aspect-based sentiment analysis is a
fine-grained task in sentiment analysis which aims to identify
the polarity of aspects in their context. For example, given
the mentioned aspect words: “food” and “‘service”, and the
sentence is “Great food but the service is terrible.”. For
aspect word “food”, the sentiment polarity is positive, but
for aspect word ““service”, the sentiment polarity is negative.
Aspect-based sentiment analysis has attracted much atten-
tion from researches in recent years because it can provide
complete and in-depth results [3].

In the early days, aspect-based sentiment analysis is solved
by constructing classifiers with traditional machine learning
methods [4]. Typical example is the feature-based Support
Vector Machine (SVM) proposed by Kiritchenko et al.[5].
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However, such kind of contact feature engineering work is
labor-intensive and model generalization performance is not
very well. As we all know, deep learning has the advan-
tage of automatically extracting text features [6]. Therefore,
the application of neural network to deal with aspect-based
sentiment analysis has become a hot topic in recent years
[7]. As previous work point out that 40% of sentiment clas-
sification errors are caused by not considering targets in
sentiment classification [8]. So recent works focused on uti-
lizing the interaction between target and context to capture
the most indicative sentiment words in them. Tang et al.
propose TDLSTM model [9]. The model divides the sen-
tence into two parts with aspect and use two long short-term
network (LSTM) to model the hidden state of the two parts.
The two parts are then combined to produce a target-specific
representation which is fed into the softmax function for
sentiment classification. Wang et al. propose ATAELSTM
model [10]. The model embeds aspect term into each context
word and then generates aspect-special sentence representa-
tions through LSTM and attention mechanism. Tang et al.
propose deep memory network (DMN) [11]. The model uses
a content-based attention mechanism to model the results
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of the information interaction between target and context.
Thus the generated sentence representation contains more
information related to the target. Chen et al. propose recurrent
attention network on memory (RAM) [12]. RAM uses recur-
rent attention mechanism to build the relationship between
context and target words, and update the memory unit through
gate recurrent unit (GRU). Ma et al. propose Interactive atten-
tion network (IAN) [13]. TAN uses two LSTM to calculate
the hidden state of the context and the target, respectively.
And then use interactive attention mechanism to generate
aspect-based context representation and context-based target
representation respectively. Finally, the target representation
and context representation are concatenated as a vector for
a classifier. Tay et al. propose AF-LSTM [14]. AF-LSTM
uses circular convolution and circular correlation to conduct
word level fine-grained modeling of context and aspect terms.
Then the target information is embedded into the sentence
representation through the information fusion operation.
Huang et al. propose Attention-over-Attention (AOA) [15]
model. AOA model captures word-level interactions between
aspect terms and context through two fine-grained attention
mechanisms, enabling the generated sentence representation
to automatically focus on the parts of the sentence that are
most relevant to the expression of aspect terms. Li et al
propose Multi-Granularity Alignment Network (MGAN) for
ABSA task, which aims to leverage knowledge learned from
a rich-resource domain of the coarse-grained aspect category
task, to improve the learning in a low-resource target domain
of the fine-grained aspect term task [16].

However, the previous studies have almost neglected the
role of position information between context and target when
identify the sentiment polarity of the target. For example,
consider the sentence “The price is reasonable although the
service is poor” . For the aspect “price”, “reasonable’ plays
a more important role than the other words when identifying
sentiment polarity about “price”. In a similar way, “poor”
plays a more important role than the other words when iden-
tifying sentiment polarity about “service”. In this case, if we
encode the contextual position information about the target
when inferring sentiment polarity, it will greatly improve the
accuracy of the sentiment classification. Thus, we introduce
position embedding in the word embedding layer of our
model and further generate the position-aware word vector.
That is to say, we consider not only semantic information but
also position information when inferring sentiment polarity
of target.

Based on analysis above, we first propose a fine-grained
information interaction attention mechanism which models
the word-level interaction between aspect and context, then
we embed position information of the context relative to the
target as a feature in sentence representation. In addition,
we use BiLSTM [17] to calculate the hidden state of the sen-
tence and aspect term, and update the memory unit through
the GRU network. Based on these, we propose a novel deep
memory network called hierarchical gated deep memory
network with position-aware.
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Il. THE PROPOSED APPROACH
In this section, we introduce the proposed model called
hierarchical gated deep memory network with position-aware
for aspect-based sentiment analysis. The overall architecture
of our model is shown in Figure 1.

In Figure 1, suppose that a sentence consists of n words

s = {w;}_,, and an aspect term consists of m words
a={wf }j:"ﬁ_l . The objective of our model is to predict the

sentiment polarity of the sentence over the aspect. As shown
in Figure 1, our model primarily includes three modules:
encoder module, memory update module and output module.
In this section, we will detail the internals of each module.

A. POSITION-AWARE WORD EMBEDDING LAYER

The word embedding layer has two parts: the word embed-
ding and position embedding. Suppose L e R*IVI s
an embedded lookup matrix generated by an unsupervised
method such as Glove [18] or Word2Vec [19], where d is
the dimension of word embedding and V is the size of word
vocabulary. After the embedded lookup operation, the word
vector sequences of sentence v = {vi,Vv2,...,V,} and the
word vector sequence of aspect terms v = {v‘l’, vg, Ve
are obtained respectively. The position embedding operation
of the context with respect to aspect term is as follow. If a
word appears in an aspect term, its positional index is marked
as 0, while positional index of other word is represented as the
relative distance from the current aspect term. The relative
offset between contextual words and target is defined by the
follow equation:

li—jsl, 1<Js
posi =1 0, Js <1 <je (D
li —jel, i>je

where j; is the index of the first word of aspect term, j, is the
index of the last word of aspect term. pos; is relative offset
between the i-th word of the sentence and the current aspect
term. Then the position embedding vector of the word is
obtained by looking randomly initialized position embedding
lookup matrix P € R%»*N . Where dp is the dimension of
position embedding and N is length of the sentence, position
embedding vector is noted as p = {p;}_,. Finally, the posi-
tion embedding vector and the word vector are connected to
get the word vector based on position-aware. It is noted as
x;i = [vi; pi]-We then run two independent Bi-LSTM layer
to get the hidden state representation of the aspect term and
the hidden state representation of the context, respectively.
Context hidden state consists of forward hidden state #; € R%
and backward hidden state i; € R%. The hidden state of
aspect term is similar to the hidden state of sentence.

B. INFORMATION INTERACTION LAYER

The word embedding layer has two parts: sentence-to-aspect
attention mechanism and information fusion operation. For
the former part, we can obtain the different attention weights
of the words in aspect term based on context. For the later
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FIGURE 1. The architecture of our model.

part, we fuse aspect information into the context so that the
generated sentence representation contains more information
related to the target.

Sentence-to-aspect attention: we make use of an average
representation of the context to obtain better representation
of aspect terms. Firstly, the average value of hidden state of
sentence is obtained by average pooling. Then, we define a
correlation function f through the aspect term hidden state
and the average value of sentence’s hidden state. The correla-
tion function is used as a weight that denotes the importance
of a word in aspect term. Then, with the correlation function
as the input, every word’s attention weight in the aspect term
is calculated by the softmax function. Finally, the fine-grained
representation of aspect term is obtained by weighted sum of
hidden states of aspect words. The process can be formulated
as follows:

h = pooling([h1, ha, . .., hy)) 2)
f(h, h) = tanh(W; - K - h + by) 3)
o — exp(f (ht, b)) @

L exp(f () )
=y al )

where, W; is the weight matrix and b; is the bias. ' is the
semantic vector that represents the input aspect term.
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Information Fusion: How to focus on the parts of the
sentence that are more relevant to a given target of sentiment
expression. Many previous models choose to embed the target
information directly into the word vector or hidden state
sequence of the sentence, such as ATAELSTM [10], RAM
[12], AF-LSTM [14], and HAPN [20]. The experimental
results also prove that this method of embedding target infor-
mation can enrich the semantic expression of sentences. The
process of information fusion is as follows:

m; = [hi; hi O r'] (6)
where [;] represents vector connection, © represents
Hadamard product. m; is the final output of the model encoder
module, called external memory M = {my, mo, ..., my,}.

C. MEMORY UPDATE MODULE
The module consists of several computation layers. Each
layer contains an aspect-to-sentence attention mechanism
and a recurrent gated memory update mechanism. Attention
mechanism computes the semantic encoding of external
memory and memory update mechanism obtains the final
representation of the sentence for a given aspect.
Aspect-to-sentence attention: as shown in Figure 2, the
inputs to the attention mechanism includes external memory
M = {m1, my, ..., m,} and upper memory unit ¢;_; and the
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FIGURE 2. Effects of computation layers.

attention representation of the aspect term. The calculation
process is similar to that of calculating the attention repre-
sentation of the aspect term. The calculation process is as
follows:

B! = tanh(W{ L [m;, er_y, r'l) + bt ™
L exp(B)

' Z]”: 1 eXp(/ng )
gt = Z?:l a;mi ©

where, WAL, b!L are the weight matrix and bias, respectively.
z;‘L is the current information attended from external memory
M = {m;}}_,(AL is acronym of attention layer).

Recurrent gated memory update mechanism: in this
paper, GRU network is used as the gate mechanism of deep
memory network to control the update of memory unit at
each computing layer. This process is mainly accomplished
by using two gates of GRU, namely the update gate and the
reset gate. The purpose of the reset gate is to control how
much irrelevant information is discarded from the hidden
state at the previous time. The update gate determines how
much information is entered into the current time memory
unit between the previous time memory unit and the current
time candidate memory unit. There are two main advan-
tages: 1) correctly extract the information related to target
sentiment expression from its external memory; 2) appropri-
ately produces input information for sentiment classification.
The process of updating current layer memory unit e¢; is
as follows:

®)

r=oW, 2t + User_y) (10)
2= oW + Uses—) (1D
&1 = tanh(W, 21t + Wy(r © e1-1)) (12)
ee=0-200¢_1+20¢ (13)

where, W,, W, W,, W, € RT*4 U, U, € RI*H and H
is the hidden dimension of GRU. The initial memory unit
is zero vector. It can be seen from the above formula: the
update of the current layer memory unit is closely related to
the previous layer memory unit and the attention represen-
tation of the external memory. Finally, the memory unit ¢; is
passed to the next computation layer and calculated according
Formulas 10-13 until the last computation layer is completed.
The output memory unit ej,; at this time is the final sentence
representation.
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D. MEMORY UPDATE MODULE

After N-time update on the memory unit, the final memory
unit ey, serves as the feature and is fed into a perceptron
and softmax function to predict the distribution probability
of the emotional polarity of a given target. And take the
maximum probability as the predicted sentiment category.
The calculation process is as follows:

p= Wpelast + bp (14)
€X i
Zj:l exp(p;)

where C is the number of sentiment category. y; denotes the
probability of predicting the i-th sentiment category.

The model is trained by minimizing the cross entropy plus
an L2 regularization term:

. . 2
L==3" " vlogd+ 110l (16)

where D is the total number of training data ){ represents the
true probability that j-th sample belongs to the i-th sentiment
category and y' represents the prediction probability that the
Jj-th sample belongs to the i-th sentiment category. A is the
coefficient of L2 regularization term and 6 is all param-
eters to be trained in our model. In this paper, adaptive
moment estimation (Adam) [21] is used to optimize the
model. We also adopt dropout strategy [22] and early stopping
to ease overfitting.

lIl. EXPERIMENTS

A. EXPERIMENT SETTING

We conduct experiments on two datasets. The two datasets
are from SemEval-2015 task [23], one is the laptop datasets
and another is the restaurant datasets. The datasets consists of
only the training set and the test set. It’s worth noting that the
original datasets contains a total of four emotion categories
{conflict, neutral, positive, negative}, conflict means that a
certain aspect of a sentence, and the sentence sentiment can
express both positive and negative. Due to too little sample
data of this category, data imbalance will occur. Therefore,
in the stage of data preprocess, we remove the sentences
labeled as conflict in the datasets. The statistical distribution
of laptop and restaurant datasets after preprocessing is shown
in Table 1.

The evaluation metric is accuracy and macro-f1, which are
similar to Ma’s paper [24].

In our work, the dimension of word embedding vectors and
hidden state vector are 300. We use the pretrained Glove to
initialize the word embedding. For out-of-vocabulary words
[25] and weight matrices are randomly initialized by a uni-
form distribution U (-0.1, 0.1). The initial value of all bias
are zero. All parameters in the model are randomly initial-
ized by uniform distribution U (-0.1, 0.1). Learning rate and
L2 regularization are set as -0.001. Dropout rate is set to 0.5.In
addition, the max epoch and batch size are set to 25. The
computation layers of the model are set to 3(Restaurant) and
4(Laptop), respectively.
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TABLE 1. Units for magnetic properties.

Datasets Positive Neutral Negative
Restaurant-Train 2164 637 807
Restaurant-Test 728 196 196
Laptop-Train 994 464 870
Laptop-Test 341 169 128

B. COMPARED METHODS
We compare our model with the following methods:

1) Majority: assign the majority sentiment polarity of the
training dataset to each instance of the test dataset.

2) LSTM [9]: the model is used to calculate the hidden
state of the sentence, and the last hidden state is taken as
the expression of the sentence, which is taken into input by a
softmax function for sentiment classification.

3) TDLSTM [9]: the model employs two direction LSTM
networks to abstract the information before and after the
target. Then, the vector average is used to splicing the hid-
den state of the last step LSTM network output as the final
expression of the sentence about the aspect.

4) ATAELSTM [10]: the model first embeds aspect infor-
mation into each of the word vectors, then employs LSTM
network to calculate the hidden state of sentence, and finally
employs attention mechanism to calculate the semantic
representation of the sentence.

5) DMN [11]: the model explicitly captures the importance
of each context word about a given aspect through multi-
ple computation layers, each computation layers is a neural
attention model over an external memory.

6) IAN [13]: the model learns interaction between aspect
and context through coarse-grained attention mechanisms.

7) RAM [12]: the structure of the model is similar to DMN.
The difference is that the model first calculates the exter-
nal memory through BILSTM, and then recurrent attention
mechanism is used to nonlinear update the memory unit.

8) PosATT-LSTM [26]: the model not only takes into
account the importance of each context word about aspect but
also takes into account the importance of position information
between the aspect and context.

9) AOA [15]: the model learns word-level interaction
between aspect and context through fine-grained attention
mechanisms.

C. MAIN RESULTS

The sentiment classification results of our model compared
with other baseline methods are shown in Table 2. In our
work, we conduct five experiments with all parameters
unchanged, and take the average of accuracy and macro-fl
value as the final experimental result.

It can be seen from Table 2, our model achieves the best
results in both accuracy and macro-f1 on restaurant and laptop
datasets. On the laptop datasets, the accuracy and macro-
fl are 74.82% and 72.53%, respectively. On the restaurant
datasets, the accuracy and macro-f1 are 81.95% and 74.07%,
respectively. It obvious that Majority method gets the worst
result, because it’s just a simple statistic on datasets. It is
obvious that all models based on LSTM network (LSTM,
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TABLE 2. Experiment results on restaurant and laptop datasets.

Laptop Restaurant
Model Accuracy F1 Accuracy F1

Majority 53.45 33.33 65.00 33.33
LSTM[9] 66.45 62.79 74.28 64.71
TDLSTM[9] 68.13 65.43 75.60 66.73
ATAELSTM[10] 68.70 65.20 77.20 69.25
DMN[11] 70.33 64.10 78.16 70.23
IAN[13] 72.10 66.40 78.60 71.34
RAM[12] 74.49 71.35 80.23 70.80
PosATT-LSTM][26] 72.80 70.29 79.40 69.73
AOA[15] 74.50 72.10 81.20 73.40
Our-Model 74.82 72..53 81.95 74.07

TABLE 3. The performance of models with or without position

embedding.
Datasets Restaurant (%) Laptop (%)
No-Position 81.32 74.43
Our-Model 81.95 74.82

TDLSTM, ATAELSTM, IAN, RAM, AOA, PosATT-LSTM)
have better sentiment classification ability than the Majority
method. In addition, we find that all models with attention
mechanisms significantly improve the ability of sentiment
classification. Furthermore, AOA achieves the best perfor-
mance among all comparison models, because AOA consid-
ers word-level interactions between the target and the context.
This is similar to the attention mechanism used in our model.
It is worth noting that the RAM model also achieves very
good classification performance. This is related to RAM
using multiple layers of attention to improve the ability of
sentiment classification. In addition, we can see that con-
sidering the position information between the target and the
context in aspect-based sentiment classification task can also
improve the ability of the model to classify emotions, such as
PosATT-LSTM and the model proposed in this paper.

D. EFFECTS OF POSITION EMBEDDING
In order to verify the efficiency and advantage of position
embedding, we design the following model for comparison:

No-position: the model is a simplified version of our
model, which does not consider the positional relationship
between the target word and the context during the word
embedding process.

In Table 3, we report the performance comparison of our
model and No-Position. We use accuracy as an experimental
indicator.

From Table 3, we can observe that our model performs
better than No-Position model. Our model achieves improve-
ment of 0.63% and 0.39% on accuracy respectively on the two
datasets. This indicates that position information can effec-
tively improve the performance of sentiment classification of
the model.

E. EFFECTS OF ATTENTION MECHANISM

In order to verify the efficiency and advantage of the two
attention mechanisms proposed in this paper, we design the
following model for comparison:
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TABLE 4. The performance of models with or without sentence-to-aspect
and aspect-to-sentence attention mechanism.

Datasets Restaurant (%) Laptop (%)
No-SA-Attention 81.28 74.38
No-AS-Attention 80.37 73.96

Our-Model 81.95 74.82

No-SA-Attention: the model is a simplified version of our
model, where the result of sentence-to-aspect attention is
replaced with averaging the hidden state of aspect terms.

No-AS-Attention: the model is a simplified version of our
model, where the result of aspect-to-sentence attention is
replaced with semantic representation of external memory.

In Table 4, we report the performance comparison of
our model, No-SA-Attention and No-AS-Attention. We use
accuracy as an experimental indicator.

Table 4 presents the performance comparison of
Our-Model, No-SA-Attention and No-AS-Attention. From
Table 4, we can find that No-AS-Attention model performs
the worst. And the accuracy of No-AS-Attention model
is 80.37% and 73.96% on the two datasets. This indi-
cates that the Aspect-to-Sentence attention in our model is
very important to this task. In addition, we can see that
No-SA-Attention achieves the accuracies of 81.78% and
74.58% on restaurant and laptop dataset respectively, which
are 0.67% and 0.44% lower than the proposed model. This
indicates that Sentence-to-Aspect attention mechanism in our
model is effective to ABSA task.

F. EFFECTS OF COMPUTATION LAYERS

In order to explore the influence of the number of
computation layers on the ability of sentiment classification
of models. With other parameters unchanged, we increment
the number of computation layers of the model from one to
eight. And we record the accuracy and Macro-F1 on Restau-
rant and Laptop datasets, respectively. The results are shown
in Figure 2.

It can be seen from Figure 2 multiple computation layers
can effectively improve the sentiment classification ability of
our model. However, the performance of our model doesn’t
increase monotonously with the increase of the number of
computational layers. In addition, the number of computation
layers required by the model to achieve the best classification
performance on the laptop and restaurant datasets is different.
For example, in the restaurant datasets, when the number of
computation layers is 3, the model achieves the best clas-
sification performance, while on laptop datasets, when the
number of computation layers is 4, the classification perfor-
mance of the model is the best. Therefore, reasonably setting
the number of computation layers can effectively improve the
sentiment classification ability of our model.

G. CASE STUDY

In order to explore whether the attention mechanism
proposed in this paper can effectively focus on the most
indicative words of the aspect terms and context. We visu-
alize attention weights of the sentence-to-aspect attention
mechanism (Formula 4) and aspect-to-sentence attention
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FIGURE 3. Visualization of attention weight.

mechanism (Formula 8). In this paper, we visualize the atten-
tion weight of the sentence ‘““This is one great place to eat
pizza but not a good place for take-out pizza”. The results of
attention weights visualization are shown in Figure 3, where
each color block in the Figure 3 represents the weight of the
word. The deeper of the color, the more importance of the
word in sentiment classification.

Figure 3 shows the attention weights of aspect terms on
the left and the attention weights of context on the right.
It can be found in Figure 3(a), that the word “‘expensive’ has
the greatest weight when the aspect is “price”’. Therefore,
the model infers that the sentiment polarity of the sentence
about “‘price” is negative. In Figure 3(b), for the aspect
term “food quality”, “quality” is assigned more attention
than “food”, indicating that “‘quality” is more important in
the aspect term. Furthermore, in Figure 3(b), that the word
”’good” is more important than other contextual words when
inferring the sentiment polarity, from which it can be inferred
that the sentence’s sentiment polarity about “food quality”
is positive. From the above analysis, it can be concluded
that the sentence-to-aspect attention mechanism and aspect-
to-sentence attention mechanism proposed in this paper can
effectively focus on the most indicative parts of the aspect
term and context that are related to sentiment expression.

H. COMPARISION EXPERIMENT OF MEMORY UNIT
UPDATE MECHANISM
In order to explore whether the recurrent gated memory
update mechanism can effectively improve the sentiment
classification ability of the model. We use the other three
memory unit update mechanisms to conduct comparison
experiments of sentiment classification. The comparison
method is as follows:

1) Linear memory unit update mechanism:

e1=e_1 + ¢ a7
2) Weighted summation memory unit update mechanism:
e = W2t 4+ Weep—y (18)
3) Long short-term gated memory unit update mechanism:
e = LSTM(Z'L, e;_1) (19)

4) Recurrent gated memory unit update mechanism
er = GRUz" er-1) (20)
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TABLE 5. The sentiment classification accuracy of our model with four
memory unit update mechanisms.

Memory unit update mechanism Laptop Restaurant
Linear update mechanism 73.92 80.57
Weight summation update mechanism 74.08 81.05
Long short-term gated update mechanism 74.89 82.03
Recurrent gated update mechanism 74.82 81.95
where zf‘l‘ is the semantic representation of the current layer

external memory computed by the attention mechanism and
ej—1 is memory unit of upper layer.

Table 5 shows the accuracy rate of sentiment classification
on laptop datasets and restaurant datasets with our model and
four memory unit update mechanisms.

From Table 5, we can get that linear memory unit update
mechanism performs worst in sentiment classification. Its
accuracy is only 73.92% and 80.57%. This is because the
linear method cannot effectively utilize the results of multiple
attention computations. Weighted summation memory unit
update mechanism is only better than the simple linear update
mechanism. It just gives different weights to the memory
unit and external memory, which leads to a slight improve-
ment in classification accuracy. The long short-term gated
update mechanism has the best accuracy, which is 74.89%
and 82.03%, respectively. And the accuracy of recurrent gated
update mechanism is close to long short-term memory unit
update mechanism, which is 74.82% and 81.95%, respec-
tively. However, since GRU has fewer parameters and does
not need to introduce additional unit states, it is a better choice
to use the recurrent gated memory unit update mechanism
from the perspective of saving computing space and time.

I. ERROR ANALYSIS

We carry out an error analysis of our model on test datasets,
and find that most of the errors could be summarized as
follows. Firstly, when the sentiment polarity of the target is
neutral, the accuracy of sentiment classification is not too
high. There are usually two factors for this error: 1) The
sentiment polarity of the target is affected by the sentiment
polarity of the other targets in the sentence. 2) Since the pro-
portion of neutral samples in the training datasets is smaller
than other polarity, when the predicted sentence is an objec-
tive expression, the model tends to be biased towards other
emotional polarities. The second error is non-compositional
sentiment expression. For example, ‘““sushi is to die for”,
where the aspect is “sushi” and the sentiment word is ‘““die
for”. However, our model employs a single context word
as the basic unit of computation, therefore, the erroneous
judgment of the sentiment polarity of sushi is negative. The
third factor is the uncommon idiom problem. For example,
“the service was on point” where the aspect is “service” and
the sentiment expression is “‘on point”’. However, the model
in this paper cannot understand the meaning of “on point”.

IV. CONCLUSION AND FUTURE WORK
In this paper, we propose a hierarchical gated deep
memory network with position-aware for aspect-based
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sentiment analysis. One of the core ideas of our
model is to embed the position information as a fea-
ture in the sentence representation. In addition, we fur-
ther propose sentence-to-aspect attention mechanism and
aspect-to-sentence attention mechanism to take into account
the fine-grained interaction between aspect terms and con-
texts, so as to better represent aspect terms and contexts. The
experiment results on restaurant and laptop datasets show that
our model has better sentiment classification performance
than the comparison models. We also demonstrate the validity
of the internal structure of our model by other experiments.
Although the model proposed in this paper has great
potentials for aspect-based sentiment analysis. However, this
paper ignores the influence of different language models in
generating sentence representation, such as ELMo [27], Bert
[28], fastText [29] and other language models. Therefore,
in the future, this is a worthy research direction. In addition,
by observing the misclassified samples, we find that the
accuracy of the model to predict neutral polarity is not high.
The second error is non-compositional sentiment expression.
The third error is idiomatic expressions. Therefore, we will
introduce special methods to solve these three problems in
the future, such as increasing the number of neutral sam-
ple or adding a label smoothing regularization, and introduc-
ing the syntactic structure. Finally, in the future we should
pay attention to the work of word polarity disambiguation.
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