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ABSTRACT In this paper, a mechanism of Peer-to-Peer (P2P) data dissemination for distributing
deadline-sensitive streaming files in Vehicular Ad-Hoc Networks (VANETs) is proposed. In a multi-media
application sensitive to deadline, the data requested by the peer needs to be received before its playback
deadline. For the purpose, we adopt different strategies from the previous works, as follows. First, a distinct
lookup function is designed by just collecting the part information of data distribution to reduce the network
overhead. It is executed simultaneously with the task of requesting data to take advantage of the timeliness of
collected information. Second, in order to utilize the limited bandwidth of VANETs efficiently, the function
in requesting data schedules only data sufficient to meet the playback rate requirement of the service.
Third, a method is designed to provide deadline-sensitive segment dissemination and alleviate the problem
of the highly mobile hosts in VANETs. It interactively uses the estimated and actual historical values of
the transmission time between two neighboring hosts and the period of two neighboring hosts remaining
connected. Fourth, to further alleviate the mobility problem, a route recovery function is designed to recover
a disconnected route timely, and a system parameter can be set according to host speed. Fifth, the setting
of the system parameter can be a trade-off between the playing quality of the service and the capacity of
the network. Compared with a very recently related work, the effectiveness of this mechanism has been
verified by a lot of simulations. When the hosts in the network are static, the admission peers of the
mechanism increases by 18% comparedwith the recent work. On the other hand, when the hosts are dynamic,
the mechanism improves 10-25% and 0-14% in admission peers and timely received data over the recent
work, respectively.

INDEX TERMS Peer-to-peer (P2P), playback rate, deadline-sensitive streaming, segment scheduling,
vehicular ad-hoc network (VANET).

I. INTRODUCTION
Motivated by the widespread deployment of inexpen-
sive broadband wireless connections for users, many
deadline-sensitive multimedia applications, such as Video-
on-Demand (VoD) system, have become practical. Due to
the huge scale of multimedia application files, the streaming
technology divides the multimedia files into equal sized
fragments, called segments, which are the smallest operating
unit of transmission and cache.

In a deadline-sensitive multimedia application, the seg-
ments will be delivered to many asynchronous users with
asynchronous VCR-like operations (e.g., pause, forward, and
rewind). The Peer-to-Peer (P2P) networking technology has
been used as a powerful approaching for solving the scalable
and asynchronous problems. In a P2P network, the users
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(named as peers), can act as both clients and servers. A peer
downloads some segments (part of the file) for playing by
itself, and then caches them to serve the future requests of
other peers [1]. The P2P approach can provide cost-effective
large-scale streaming media [2].

Vehicular Ad-Hoc Network (VANET), which is a special
kind of Mobile Ad-Hoc Network (MANET), is a new
generation of wireless network technology to provide com-
munication between vehicles [3]. Designing an efficient
P2P data dissemination for distributing deadline-sensitive
streaming files in VANETs is a necessary requirement for
a large number of VANET users. For the purpose, several
challenges and problems need to be properly addressed.
1) It is critical to provide deadline-sensitive data

dissemination.
In a deadline-sensitive multimedia application, the require-
ment of segments with a definite deadline usually is success
delivery before the deadline, i.e., the segments requested by
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peers need to be received before their playback deadlines [4].
In order to provide the feature, the transmission duration of
requesting and receiving segments between peers should be
known in advance, and its value depends on one-hop delay
and link connected duration between two neighboring hosts.
The one-hop delay is the transmission duration between two
neighboring hosts, and the link connected duration is the
period of two neighboring hosts remaining connected. It is
still difficult to know or accurately estimate the above two
types of values in advance since a host in MANETs/VANETs
shares the radio channel with its neighboring hosts.

Recently, several works [5]–[31] have been proposed for
P2P applications in MANETs/VANETs. Since the problem
of estimating the values is not properly solved, they cannot
provide deadline-sensitive data dissemination for deadline-
sensitive streaming applications. However, good progress has
been made in estimating the link connection duration from
the works [32]–[42]. On the premise that the vehicle speed
follows the specific distribution such as uniform distribution,
Gaussian distribution and normal distribution, the estimated
value is calculated.
2) According to the characteristics of VANETs, A lookup

function of collecting necessary information for VANET
peer should be designed carefully.

The necessary information includes the above two kinds
of estimates and the segment distribution (i.e., what peers
are the segments stored in). The information is necessary for
the peers in disseminating the deadline-sensitive segments.
Many P2P lookup functions proposed in [43]–[45] have been
proposed for the collection on the Internet. However, they
are not applicable for VANETs since the high mobility of
VANET hosts quickly will quickly reduce the accuracy of the
collected information.
3) A function of segment requesting designed for VANET

peers should efficiently utilize the limited bandwidth of
VANETs.

Most of the previous works in [5]–[31] use all available
network bandwidth to maximize the number of received
segments as soon as possible. However, this method will
waste the limited bandwidth of VANETs when transmitting
and storing the segments whose playback deadline is far from
reaching.

In this paper, we adopt the distinct strategies of addressing
the challenges and problems.
1) A distinct lookup function is designed for VANET peers

in collecting the necessary information and requesting
segments simultaneously.

The previous works [5]–[31] mainly use lookup functions
by broadcasting control packets over the whole network to
maintain and collect the information of segment distribution.
There is no doubt that the lookup function will result in a huge
overhead of exchanging messages to VANETs in collecting
and maintaining the information. On the other hand, due to
the high mobility of hosts in VANETs, the accuracy of the
information decreases rapidly.

Additionally, if a requested peer cannot support deadline-
sensitive segment request to a requesting peer, the requesting
peer is not necessary to waste the overhead of maintaining
and collecting the information of the requested peer. Based
on the consideration, a distinct lookup function is designed
by just maintaining and collecting the part information of
segment distribution, where the requested peers can provide
deadline-sensitive segment request to the requesting peers
with high possibility. On the other hand, it is executed
simultaneously with the function of segment requesting. This
approach will greatly reduce network overhead and take
advantage of the timeliness of the information collected.
2) In order to effectively utilize the limited bandwidth

of VANETs, a distinct scheduling function is designed
to schedule the segments sent to VANETs according
to the playback rate of the service, and it is executed
irregularly.

Different from the strategy of the previous works
in [5]–[31], the designed function cannot only meet the
needs of the playback service, but also save the bandwidth
and storage in transmitting and caching the segments whose
playback deadlines are far from being met.
3) In order to provide deadline-sensitive segment dissem-

ination and reduce the inaccuracy of estimation of
one-hop delay and link connected duration, the method
of interaction between the estimated and actual histori-
cal values of one-hop delay and link connected duration
is adopted.

4) A route recovery function is designed to recover a
disconnected route timely while replying the requested
segments to the requesting peer.

In this paper, the estimated values of the one-hop delay
and the link connected duration are computed. Further,
the actual historical values are obtained when the peers
received the requested segments recently, and they will be
used in requesting the subsequent segments. The estimated
values will be used when the actual historical values are
unknown.
1) The trade-off between the playing quality of the service

and the capacity of the network can be made by setting a
system parameter proposed. In addition, this setting also
alleviates the problem of host mobility.

The remainder of the paper is organized as follows.
In Section II, the related works are first reviewed. The meth-
ods of estimated one-hop delay and link connected duration
are reviewed in Section III and Section IV, respectively.
The detailed designed algorithms are given in Section V.
In Section VI, the simulations are carried out. Finally, this
paper concludes with some remarks in Section VII.

II. RELATED WORKS
A. DATA SHARING ALGORITHMS IN MANETs
In [5], a layered video monitoring coding method is proposed
to improve the video quality in MANETs. In [6], [7],
the mechanisms of broadcasting/multicasting for streaming
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media services to MANET users are proposed. However,
the issue of asynchronous users in P2P applications is
difficultly solved by repeated broadcasting/multicasting.
In [8], the authors propose a middleware of supporting secure
access for multimedia applications and cooperative services.

In [9], the best host is selected to store the shared
information by studying the performance impact of different
wireless MAC layers in information caching. In [10],
a protocol for P2P resource sharing is proposed by using the
location of peers in order to reduce message overhead in a
wireless mesh network. In [11], a distributed algorithm is
proposed to solve the scheduling problem of multiple senders
in mobile P2P networks. Its purpose is to maximize the data
rate of the service andminimize the power consumption of the
network. In [12], a mechanism is proposed by selecting stable
hosts as coordinators for file searching. In [13], a distributed
protocol of data file replication is proposed by considering
host storage.

In [14], a mechanism is designed to support a large number
of parallel streaming phases in wireless access networks. It is
used to stabilize the user’s playback buffer near some target
values under the dynamic network conditions due to user
mobility and fading effects. In [15], a low complexity scalable
video streaming system is proposed based on model-based
rate adaptive algorithm in multihop wireless networks. Then,
a quantifiable measure of end-to-end quality of service is
proved as a function of link quality, and it can be converted
into useful quality of experience metrics for video playback.

In [16], the paper introduces a new method of user
cooperation in wireless video multicasting by using random
distributed space-time code. After receiving all source
packets, the sender and receiver use the code to generate and
send parity check packets at the same time. As more parity
packets are sent, more receivers can recover all source packets
and add parity packets to the transmission. In [17], a cache
placement strategy is proposed in a two-layer wireless content
delivery network, which uses different channels for content
dissemination and content service. In the system model, the
authors take the delay cost caused by contention as the key
measure of cache placement.

In [18], the authors study the multi hop data dissemi-
nation from one data source to multiple nodes in wireless
networks to minimize network power consumption and
social cost. Most of these works [5]–[18] aim to utilize
the limited bandwidth more efficiently for the files shared
among MANET peers. However, they cannot support timely
P2P data dissemination. In [19], a delay-sensitive segment
scheduling algorithm is proposed for P2P real-time streaming
services in MANETs. Since link disconnected duration
and route disconnected time are not considered, it is not
applicable to VANETs.

B. DATA SHARING ALGORITHMS IN VANETs
In the literature [20]–[31], several algorithms have been
proposed for data shared among peers in VANETs. In [20],
this paper studies how to use information centric network to

transmit multimedia streaming in VANETs, with emphasis
on the trade-off between experience quality and energy
efficiency. A framework of multimedia streaming media
centered on green information is designed to make the
system develop towards the best working point in practical
application.

In [21], this paper proposes a framework of anti-
interference multi-path video streaming based on the optimal
path of link and node disjoint. A method of interference
perception video stream considering the statistics of regular
driving is developed. Based on the packet error rate and the
shadow effect of non-circular transmission range, the quality
of video link is measured. In [22], the authors propose
a protocol for multi-hop peer-communication with fairness
guarantee in VANETs. A vehicle can relay its data to other
vehicles in a P2P manner.

In [23], the packet loss rate in VANETs is minimized by
optimizing the allocation of video packets on multiple routes
under the condition that the freeze delay and the number
of transmitted video packets are met. In [24], this paper
proposes a routing protocol for the transmission of vehicles
from the same starting point, the same route and the same
destination on the highway. The purpose of routing protocol is
to provide cooperative video streaming services for members
who belong to multiple sources to single target transmission.

In [25], a cache invalidation mechanism is proposed for the
VANET vehicles to distinguish between location-dependent
and location-independent data. In [26], a scheme of P2P
cooperative caching is proposed for minimizing the system
load of the infrastructure and traffic information among
vehicles. In [27], this paper proposes a collaborative down-
load scheme for popular content distribution in VANETs.
A cell-based clustering scheme, which uses the strategy of
inter-cluster relay selection, constructs a P2P network to
accelerate the dissemination process.

In [28], a distributed routing protocol is proposed to
make routing decisions by considering sparse and dense
environments in VANETs. In [29], this paper studies the
scheduling problem of collaborative data distribution in
VANETs with a hybrid infrastructure-to-vehicle and vehicle-
to-vehicle communication environment. Its goal is to maxi-
mize the number of vehicles to retrieve the data they request.

In [30], the rapid dissemination of content in device-
to-device vehicle-to-vehicle Internet of vehicle networks is
studied by combining the physical layer and the social layer
information. An iterative matching algorithm is proposed to
solve the problems of joint peer discovery, power control and
channel selection under different QoS requirements. In [31],
this paper introduces a popular content distribution scheme,
which broadcasts content from roadside access point and
further distributes content among vehicles, in VANETs.

III. ESTIMATION OF ONE-HOP DELAY
The proposed method of estimating the one-hop delay
(named as ohd) is similar to the one proposed in [46] by
monitoring the busy/idle ratio of the channel. The value of
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ohd is quantitatively estimated as follows:

ohd = (E [cw]×(1+B(t))+ E [p])× E [ta]× E[q] (1)

where t denotes the period of time slots, E[cw] denotes the
mean back-off time slots during every period of time slots,
E[p] denotes the mean time slots during every period of time
slots engaging in transmitting a single packet, E[ta] denotes
the mean number of transmission during every period of time
slots, E[q] denotes the mean number of packets waiting in
the MAC queue, and B(t) denotes the busy/idle ratio of the
channel during t . Then, E[p] is estimated as follows:

E (p) =
(l + p_overhead)× 8

r × 20× 10−6
(2)

where l denotes the mean number of packet size in bytes,
p_overhead denotes the PHY/MAC overhead, r denotes the
transmission data rate, and 20×10−6 is a slot time in seconds.
And, B(t) is estimated as follows:

B (t) =
b_slot + β
i_slot − β

, with β = δ × t × (20× 10−6)× m

(3)

where β is the increment number of busy time slots induced
by a new flow, m is the mean number of time slots occupied
by a MAC packet, δ is the packet arrival rate of the new flow.
The numbers of busy and idle time slots are denoted as b_slot
and i_slot, respectively.

IV. ESTIMATION OF LINK CONNECTED DURATION
With the satellite communication technology, the Global
Positioning System (GPS) has been widely adopted for offer-
ing geographic location information in intelligent network
usages. In VANETs, every vehicle is equipped with a GPS
receiver, and its location information (including position,
speed, and direction) can be obtained by the GPS. Then,
it maintains the location information of its neighboring
vehicles within one hop by constantly exchanging HELLO
messages.

Let vi and vj be two neighboring vehicles, h be the radius
of the transmission range, (xi, yi)((xj, yj)) be the location of
vi (vj), si (sj) be the speed of vi (vj), and θi (θj) be the moving
direction of vi (vj) (where 0 ≤ θI ≤ 2π and 0 ≤ θj ≤ 2π ).
Further let a = vi cos θi − vj cos θj, b = xi − xj, c = vi sin
θi − vj sin θj, and d = yi − yj.
Based on the similar link duration prediction methods

proposed in [32-34], the link connected duration between vi
and vj, denoted as lcdi,j, i.e., the time period that vi and vj will
be connected, is estimated as follows:

lcd i,j =
− (ab+ cd)+

√(
a2 + c2

)
− (ad − bc)2

a2 + c2
(4)

Then, the time vi and vj disconnected is denoted as ldti,j
and estimated as ldti,j = ct +lcd i,j, where ct is current time.

V. PROPOSED ALGORITHM
Let vc be a new coming peer intending to request a P2P
deadline-sensitive streaming service in VANETs, vp s be
the peers keeping some segments of the service, and vf s
be the forwarders. The service is achieved by vf s forwarding
the requests (the replies) from vc to vps (from vps to vc).
In this section, the designed ideas and details of the
algorithms executed by vc, vps, and vf s for the service
are proposed in Section V.A and Section V.B, respectively.
Further, the algorithm of recovering a disconnected route
while replying the requested segments to vc is proposed in
Section V.C. In Section V.D, the algorithm of determining
the time points of vc executing the algorithm of requesting
segments is proposed.

A. DESIGN IDEAS OF PROPOSED ALGORITHM
The new coming peer vc schedules the requested segments
based on the following methods. First, vc arranges the
segments according to their playback deadlines. Second,
it only schedules enough fragments to meet the playback rate
of the service, thus saving the limited bandwidth in VANETs.
Third, in order to avoid scheduling the segments that are
likely to not meet their playback deadlines, two values are
used to determine the scheduled segments. One is the one-hop
delays of vc and vc’s neighboring hosts, the other is the link
disconnected time between vc and vc’s neighboring hosts.
The time points of vc scheduling the requested segments are
irregular, their determination will be shown in Section V.D.

When a forwarder vf receives a request (a reply) from
vc (a peer), it excludes the segments that have ever been
forwarded before. In addition, it also excludes the segment
whose playback deadline is likely to not be met. For the
purpose, a segment will be excluded to be forwarded to vf ’s
neighboring hosts if its playback deadline requirement are
very likely not to be satisfied by the route delay and route
connection duration from one of vf ’s neighboring hosts to vc.
After the exclusion, vf forwards the remaining segments to
its neighboring hosts.

When a peer vp receives a request from a forwarder,
it excludes the segments that have been ever replied before
and those whose playback deadlines requirement are very
likely not to be satisfied by the route delay and route
connection duration from vp to vc. If some of the remaining
requested segments (i.e., they are not excluded) are kept by vp,
vp replies them to vc. Otherwise, vp acts as a forwarder by
forwarding the rest remaining requested segments not kept
by vp to vp’s neighboring hosts. If the other peers reply them
to vc, vp can also receive and keep them.
By the aid of the exclusions executed in forwarders and

peers, the requested segment are only forwarded within
a limited region, where the peers have high probabilities
of replying them timely to the requested peers. Besides,
the exclusion also avoids wasting the bandwidth of the hosts
outside the limited region. Furthermore, a peer forwards the
requested segments it does not keep, which will be helpful in
disseminating the segments quickly.
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SEG_REQ:
1. set Rc = {} and U be the set consisting of the

un-scheduled segments;
2. while U is not empty and |Rc| × prs < α × prf do
3. determine segment sh so that dlsh =

min{dlsj|sj ∈ U };
4. if there exists a neighboring host vm of vc such that

ct + ohdc + ohdm < dlsh and
ct + ohdc + ohdm < ldtc,m

5. then add (sh, dlsh) into Rc;
6. endif
7. delete sh from U ;
8. endwhile
9. if Rc is not empty

10. then
broadcast Rc, F ={vc } to the neighboring hosts of vc;

11. endif

B. DETAIL OF PROPOSED ALGORITHM
Let prf be the playback-rate of a P2P deadline-sensitive
streaming service is, prs be the playback-rate of a segment
for the streaming service, and dlsj be the playback deadline
of the jth segment. For the flexibility of readers, Table 1 lists
all symbols used in Section V.

TABLE 1. Symbols used in Section V.

1) NEW COMING PEER
The new coming peer vc executes the following algorithm,
denoted as SEG_REQ, to determine a set (denoted as Rc),
that consists of the pairs (sj, dlsj), where sj and dlsj are the
jth segment and its playback deadline, respectively. Then,
it broadcasts Rc and F to its neighboring hosts, where F is
a collection of the hosts for a route to vc.

In the algorithm, the while-loop is executed at satisfying
both of the following two conditions. One is when there
exists an un-scheduled segment, i.e., the set U is not empty.
The other is that the scheduled amount of segments is
enough to satisfy the playback-rate by judging that the rate
of transmitting the scheduled segments is smaller than the
playback-rate, i.e., |Rc| ×prs < α × prf . The parameter α is
used to control the amount of the scheduled segments and its
value is larger than 1. Larger α can schedule more segments
to meet the requirement of the playback-rate by pre-fetching
more segments.

In each iteration, a segment sh, that has the smallest
playback deadline and is not scheduled before, is determined.
It will be added to the schedule if there exists one neighboring
host vm of vc and the following two conditions are met. First,
vc can receive sh from vm before the playback deadline of sh
if vm is a peer and vm keeps sh, i.e., ct + ohdc+ohdm < dlsh.
Second, the one-hop link duration between vc and vm should
be long enough to finish the request and reply. In other words,
the link disconnected time ldtc,m between vc and vm should
be later than the time of finishing the request and reply, i.e.,
ct + ohdc + ohdm < ldtc,m.
For example, referring to Fig. 1, the new coming peer vc

requests 5 segments sis, where 1 ≤ i≤ 5. Let dlsi be the
playback deadline of si. Refer to Fig. 1(a), after the algorithm
execution, vc broadcasts the request by carrying ((s2, dls2),
(s3, dls3), (s4, dls4), and (s5, dls5)) to its neighboring hosts
vf1 ,vf2 and vp1 ,where vf1 and vf2 are two forwarders, and vp1 is
a peer. The segment s1 is excluded from the schedule since at
least one of the two conditions in step 4 of SEG_REQ cannot
be met.

2) FORWARDER
When a forwarder receives a request or a reply, it not only
considers the one-hop delays and the link disconnected time
between it and its neighboring hosts, but also considers the
duration from the time its neighboring hosts replying the
requested segments to the time the requesting peer receiving
the replied segments.

Suppose that a forwarder vf receives a request from its
neighboring host vm and the request carries six parame-
ters Rm, F , OHD, RDCT, rd, and rdct (explained later).
Then, vf executes the following algorithm, denoted as
SEG_FORWARD, to determine the forwarding segments.

In the algorithm, OHD and RDCT are two collections of
ohdis and ldti,j of the hosts along the route F , respectively.
On the other hand, rdct and rd are the disconnected time and
the delay of the route to vc, respectively. If the request is
received from the new coming peer, i.e., vn = vc, we set rdct
= 0, rd= 0,OHD={} and RDCT={}. When vf receives the
request from vn, the values of rdct and rd are the disconnected
time and the delay of the route from vm to vc. Then, vf
computes rdct = min (rdct, ldt f ,m) and rd = rd + ohmf . The
new values of rdct and rd are the disconnected time and the
delay of the route from vf to vc, respectively.
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FIGURE 1. Segment requesting from vc . (a) vc broadcasts a request to vf1
, vf2

and vp1 ; (b) vf1
forwards a request to vf2

and vp2 ; (c) vf2
forwards a

request to vp3 ; (d) vc receives S2 from vp1 ; (e) vp2 replies S3, S4 to vc and forwards a request to vp3 ; (f) vc and vp2 receives S5 from vp3 .

SEG_FORWARD:
1. delete the segments that have been ever forwarded

before from Rm;
2. set Rf ={};
3. compute rd = rd + ohmf ;
4. compute rdct = min (rdct, ldt f ,m);
5. while Rm is not empty do
6. select an element (sh, dlsh) from Rm;
7. if there exists a neighboring host vn of vf (vm 6= vn)

such that ct + ohd f + ohdn + rd < dlsh,

ct + ohd f + ohdn + rd < ldt f ,n,

ct + ohd f + ohdn + rd < rdct

8. then add (sh, dlsh) into Rf ;
9. endif

10. delete (sh, dlsh) from Rm;
11. endwhile
12. if Rf is not empty
13. then add vf into F ;
14. add ohd f into OHD;
15. add ldt f ,m into RDCT;
16. broadcast Rf , F , OHD, RDCT, rd, rdct to the

neighboring hosts of vf ;
17. endif

In each iteration of the while-loop, a segment sh selected
from Rm will be added to Rf if there exists one neighboring
host vn of vf and the following three conditions are met.

First, vf can receive sh from vn and transmits sh to vc before
the playback deadline of sh, i.e., ct + ohd f + ohdn + rd <
dlsh. Second, the one-hop link duration between vc and vm
should be long enough for finishing the request and reply,
i.e., ct+ohd f +ohdn+ rd < ldt f ,n. Third, there is sufficient
time remaining for vf to transmit sh to vc, i.e., ct + ohd f +
ohdn + rd < rdct .

Refer to Fig. 1(b), vf2 moves to a new position close to
vf1 and is a neighboring host of vf1 . After the execution of
SEG_FORWARD, vf1 removes s2 from the request received
from vc since s2 violates at least one of the three conditions in
step 7 of SEG_FORWARD, then vf1 forwards ((s3, dls3), (s4,
dls4), (s5, dls5)) to its neighboring hosts vf2 and thepeervp2 .
On the other hand, vf2 also receives the request from vc as
shown in Fig. 1(a). Since its high mobility to vc, it removes
all segments and stops forward the request. Refer to Fig. 1(c),
vf2 receives the forwarding request carrying ((s3, dls3), (s4,
dls4), (s5, dls5)) from vf1 as shown in Fig. 1(b), but it only
forwards ((s4, dls4) and (s5, dls5)) to theforwardervf3 since
s2 violates at least one of the three conditions in step 7 of
SEG_FORWARD.

3) PEER
When a peer vp receives a request from its neighboring
host vm, it executes the following algorithm, denoted as
SEG_REPLY.

In the algorithm, a set R̃p that constains the pairs (Sj, dlsj) is
used for vp to reply the segments to the requesting peer, where
Sj is the document of the jth segment. In each iteration of the
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SEG_REPLY:
1. delete the segments that have been ever forwarded or

replied before from Rm;
2. set R̃p = {} and Rp = {};
3. compute rd = rd + ohmp;
4. compute rdct = min (rdct, ldtp,m);
5. while Rm is not empty do
6. select an element (sh, dlsh) from Rm;
7. if vp keeps the hth segment Sh
8. if ct + rd < dlsh and ct + rd < rdct
9. then add (Sh, dlsh) into R̃p;
10. endif
11. else if there exists a neighboring host vn of

vp (vm 6= vn) such that ct+ohdp + ohdn
+rd < dlsh, ct + ohdp + ohdn < ldtp,n,
ct + ohdp + ohdn + rd < rdct

12. then add (sh, dlsh) into Rp;
13. endif
14. endif
15. delete (sh, dlsh) from Rm;
16. endwhile
17. if R̃p is not empty
18. then delete vm from F ;
19. transmit R̃p, F to vm;
20. endif
21. if Rp is not empty
22. then add vp into F ;
23. add ohd f into OHD;
24. add rdct f ,m into RDCT;
25. broadcast Rp, F , OHD, RDCT, rd, rdct to the

neighboring hosts of vp;
26. endif

while-loop, a segment sh is selected from Rm. If vp keeps sh
and the following two conditions are met, (Sh, dlsh) is added
into R̃p. First, vp can transmit sh to vc by the route F before
the playback deadline of sh, i.e., ct + rd < dlsh. Second, the
route disconnected time of F is after the time of finishing the
transmission, i.e., ct+rd < rdct . On the other hand if vp does
not keep sh, it acts as a forwarder by adding (Sh, dlsh) into Rp
and then it forwards Rp to its neighboring hosts.
In Fig. 1(d), vp1 receives the request carrying ((s2, dls2),

(s3, dls3), (s4, dls4), and (s5, dls5)), from vc as shown in
Fig. 1(a). Since vp1 keeps (S1, S2), it replies ((S2, dls2)) to
vc. On the other hand in Fig. 1(e), vp2 receives the request
carrying ((s3, dls3), (s4, dls4), and (s5, dls5)) from vf1 as shown
in Fig. 1(b). Since vp2 keeps (S1, S2, S3, S4), it replies ((S3,
dls3), (S4, dls4)) to vc through vf1 and forwards the request
((s5, dls5)) to its neighboring host vp3 . Refer to Fig. 1(f),
the peer vp3 replies ((S5, dls5)) to vc through vf1 and vp2 .
Through the reply, vp2 receives and keeps S5.

C. RECOVERY OF THE ROUTES
Recall that the method mentioned in Section IV, each host vi
piggybacks its location and speed, provided by its GPS, onto a

control packet. Then, vi forwards the packet to its neighbors
periodically. Upon receiving the message, a neighbor vj of
vi can derive ldt i,j from the piggyback information. In order
to recover the routes for transmitting the segments to the
requesting peer, vi further piggybacks its ohd i, ldt i,ks and
ohdks onto the packet, where vks are the neighboring hosts
of vi.
On the other hand in the method of Section V.B, when each

host vi receives a request from another host vj (where vi and
vj are peers or forwarders), vi piggybacks its ohd i and ldt i,j
onto the packets. By using the piggybacked information, it is
helpful for replacing a disconnected link with a connected
one.

Suppose that vp - . . . - vfa - vfb - vfc . . . - vfd - vc is
a route from vp to vc. Once vfa receives a reply carrying
S, F , OHD and RDCT, from its neighboring host and detects
that the link to the next forwarder vfb is disconnected, vfa
executes the following method to determine a new forwarder
for replacing vfb .

Let D be the set of the hosts vms, where vms are the
neighboring hosts of vfa and vfc is a neighboring host of vms.
If D is not empty, a new forwarder vfm ∈ D, that can transmit
the maximum number of the segments in S, is determined.
If vfm can transmit a segment sh ∈ S, the following two
conditions should be met. First, vc needs to receive sh from vfa
via vfm before the playback deadline of sh, i.e., ct+ qrd < dlsh,
where qrd =

∑
vi∈qF

ohdvi is the route delay from vfc to vc and

qF ={vfc , vfm , . . . , vfc , vfd }. Second, there is sufficient time

remaining for vf to transmit sh to vc via vfm , i.e., ct+ qrd <
}rdct , where}rdct = minvi∈F dctvi .

FIGURE 2. Route recovery by replacingv fa − vfb
− vfc with v fa − vfm − vfc .

An illustrative example is shown in Fig. 2. Suppose that
vfb moves away and hence vfa becomes disconnected with vfc .
Then, by the aid of the above method, vfa can determine a new
forwarder vfm , which is selected from vfm ,vfn and vfmo . Thus,
the disconnection is recovered by replacing vfa−vfb−vfc with
vfa − vfm − vfc .

D. TIME POINTS OF EXECUTING SEG_REQ
How to determine the next time point and frequencies of
executing the algorithm SEG_REQ proposed in Section V.B
for a new coming peer to request the subsequent segments is
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a compromise between the playing quality of the service and
the utilization of the limited bandwidth in VANETs. A higher
frequency induces an earlier next time point, and the new
coming peer obtains a better quality. The result comes from
that a higher frequency and an earlier next time point make
the requested segments received early. However, it will waste
the limited bandwidth of VANETs and the buffer of peers to
transmit and store the segments that are far from the deadlines
of playback.

In this section, a method of determining the next time
point and frequencies of executing SEG_REQ is proposed
for the compromise. In the proposed method, the history
information of the actual route delays and route disconnected
time obtained in the previous executing SEG_REQ is used
to adjust the determined values according to the existing
bandwidth conditions in VANETs. Further, since the replying
peers can reply the requested segments in the previous
executing SEG_REQ, there is a high possibility of obtaining
the subsequent segments form them. Therefore, they are very
suitable for candidates with a high reference value in the next
executing SEG_REQ.

Let m segments be scheduled in the nth execution of
SEG_REQ, and l segments be received while forwarding
the l segments for other peers. Recall that the nth execution
of SEG_REQ is terminated at meeting that all segments
have been scheduled, or the playback-rate requirement of the
service is satisfied by the amount of the scheduled segments.
Therefore, the (m + 1)th to 2mth segments will be potential
candidates for the (n+ 1)th scheduling to continuously meet
the playback rate, and their playback deadline will be used
to determine the time point of the (n + 1)th execution of
SEG_REQ. That is to say, the (m+1)th to 2mth segments are
regarded as the scheduling window for the (n+ 1) execution
of SEG_REQ. Refer to Fig. 3.

FIGURE 3. Latest time point of (n+1)th execution of SEG_REQ.

According to the example in Fig. 3, the latest time point for
the (n+1)th execution of SEG_REQ depends on the duration
for requesting the segments in the scheduling window, and it
is denoted as ltpn+1. Let Wn+1 be the set consisting of the

(m+ 1)th to 2mth segments in the scheduling window of the
(n+1)th execution of SEG_REQ, and Y be the set consisting
of the l received segments. Then, ltpn+1 can be computed as
follows.

ltpn+1 = min
sj∈(wn+1−Y)

ltpsj (5)

where ltpsj is the latest time point of requesting the
segment sj. The segment sj should be requested before ltpsj,
otherwise it will not be received before its playback deadline
dlsj. Suppose that the peer vpi keeps sj, its actual request delay
of transmitting the request from the requesting peer to vpi is
reqi, its actual reply delay of replying the request is repi, and
the actual disconnected time of the route is ardctj.
If vpi will be a candidate peer for requesting sj in the (n+

1)th execution of SEG_REQ, the requesting and replying for
sj should be finished before playback deadline dlsj and the
actual disconnected time ardcti. Thus, the latest time point
(denoted as ltppsi,j) of requesting the segment sj from the peer
vpi can be computed as follows.

ltppsi,j = min (dlsj, ardct i)−(reqj + repj) (6)

Since sj may be kept by more than one peer, selecting a
peer vpi with earlier or later ltppsi,j for determining ltpsj is
needed to be considered. Due to the high mobility of hosts
in VANETs, the correctness of the history information will
become lower and lower with time. Therefore, the history
information can be fully utilized by selecting the peer vpi with
the earliest ltppsi,j, and the sooner sj can be received. Thus,
ltpsj is computed as following, where K is a set consisting of
the peers keeping sj.

ltpsj = min
vpi∈K

ltppsi,j (7)

VI. SIMULATION
In this section, the performance of the proposed algorithm is
evaluated by using the extended simulation implemented by
the Network Simulator 2 package (NS-2, version 2.29) [47].
To the best of our knowledge, it presents the first work of P2P
deadline-sensitive streaming for timely data dissemination in
VANETs and therefore named as TDDV for convenience.
In [19], a delay-sensitive segment scheduling algorithm
(denoted as DSSSA) is proposed for P2P deadline-sensitive
streaming services in MANETs, and we take as a baseline for
performance comparison.

The differences of TDDV from DSSSA are stated as
follows:
1) In TDDV, a distinct lookup function is designed to

collect the necessary information and to request seg-
ments simultaneously within a limited region, whereas,
DSSSA collects the necessary information over the
entire network by using Chord [43] as the P2P
lookup protocol and the delay-sensitive routing protocol
proposed in [46] as the routing protocol.

2) TDDV estimates the delay and the connected duration
of links and routes for achieving timely segment request.
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It interactively uses the estimated values and the actual
historical values to alleviate the problem of host mobility
in VANETs. Additionally, a route recovery mechanism
is designed to solve the problem.

In the simulation, 100 users are randomly distributed over
a 1000 m × 1000 m area. The IEEE 802.11b is used
as MAC/PHY protocol. The mobility model generator
MOVE [48] is used to provide the mobility trace file
containing information of realistic host movements. The
maximum speed of hosts varies from 5 to 30 meters
per second, and the realistic host speed is between 0 and the
maximum value. In order to highlight the problem of host
mobility in VANETs, the number of the hosts is increased to
100, and the speed of the hosts varies from 5 to 30 meters
per second. Each host is equipped with a GPS receiver to
provide its location and speed. The interval for each host to
broadcast a control packet carrying its location and speed is
1.5 second.

In addition, 100 peers are generated with an arrival rate of
20 requests per minute, and they are randomly hosted on 100
hosts. All simulation runs use a special video stream whose
streaming content is a 30 minute movie with an accurate rate
control packet to generate a constant bit rate of 200 Kbps. The
following three indices aremeasured: number of control bytes
per second, successful receiving rate, and admission rate. The
number of control bytes per second is used to reflect the
overhead of requesting segments and maintaining/collecting
segment distribution information. Successful receiving rate is
the ratio of the number of requested segments received in time
per second to the number of requested segments per second.
Admission rate is the ratio of the number of admitted peers
to the number of requesting peers. If the segments received
per second can meet the playback rate, peers are admitted.

The simulations are performed in three aspects. First,
simulations are executed under the static hosts. Second,
the same simulations are executed for mobile hosts. In the
aforementioned simulations, the value of the system param-
eter α is set 1.1. Third, the performance of TDDV is
investigated by assigning different values of α. The thirty runs
with different seed numbers are made for each scenario, and
the data obtained by these runs are averaged.

A. STATIC HOSTS
In Fig. 4, the numbers of the control bytes per second
generated by requesting peers varied from 25 to 100 peers.
The simulation result of Fig. 4 shows TDDV generates fewer
control bytes per second thanDSSSA. Themore control bytes
in DSSSA are generated by executing the lookup protocol and
the delay-sensitive routing protocol over the whole network,
whereas the fewer control bytes in TDDV are caused by
that the procedures of collecting the necessary information
and requesting segments are executed simultaneously and are
confined to a limited region.

In Fig. 5, the admission rate versus the number of
requesting peers is demonstrated. Refer to Fig. 5. When the

FIGURE 4. Number of control bytes per second versus a number of
requesting peers.

FIGURE 5. Admission rate versus a number of requesting peers.

number of requesting peers is smaller than 36, DSSSA has
higher admission rates than TDDV. It is a consequence that
the lookup protocol and the delay-sensitive routing protocol
are more helpful than the procedures proposed in TDDV for
obtaining the information of the segment dissemination when
the peers are rare.

On the other hand, when the number of requesting peers
exceeds 36, DSSSA has lower admission rates than TDDV.
The reason is that more peers increase the probabilities that
TDDV finds and requests segments within the limited region,
and the higher admission rates of TDDV is a consequence that
few extra control bytes generated makes the network to admit
more peers.

In Fig. 6, the average successful receiving rate versus
the number of admitted peers is demonstrated. The values
of the average successful receiving rate are averaged from
the values of the successful receiving rates of the admitted
peers. The average success rates (more than 95.8%) of
TDDV and DSSSA are almost equal and high, which show
that TDDV and DSSSA are effective in providing deadline
sensitive segment requests. On the other hand, the differences
(as mentioned above) of TDDV from DSSSA result in more
admitted peers in TDDV, where TDDV and DSSSA admit
39 and 33 peers, respectively. In Fig. 7, an example of the
successful receiving rate versus each individual admitted peer
is demonstrated.

136356 VOLUME 8, 2020



C.-C. Hu: P2P Data Dissemination for Deadline-Sensitive Streaming in VANETs

FIGURE 6. Average successful receiving rate versus a number of admitted
peers.

FIGURE 7. Successful receiving rate versus peer ID. (a) TDDV; (b) DSSSA.

B. MOBILE HOSTS
Fig. 8 and Fig. 9 demonstrate the impact of host mobility
on admission rates and average successful receiving rate,
respectively. There are 50 peers randomly hosted on the
100 hosts. When the host speed increases, the rates for TDDV
and DSSSA decline, but TDDV is superior to DSSSA. The
reason is explained in four aspects.

First, the correctness of information collected by the
lookup protocol and the delay-sensitive routing proto-
col in DSSSA decreases rapidly with increasing speed
of hosts. Whereas TDDV executes the procedures of
collecting information and requesting segments at the
same time, its information is more correct and timely.

FIGURE 8. Admission rate versus host speed for 50 requesting peers.

FIGURE 9. Average successful receiving rate versus number for 50
requesting peers.

FIGURE 10. Average one-hop delay for 50 requesting peers.

Second, the values of estimating link connected duration
is used in TDDV to determine the routes with connection
duration for meeting the timely requirements of requested
segments.

Third, the quality of the route obtained in TDDV is better
than that obtained in DSSSA. It is derived from that the
limited region causes a short route with short route delay and
long route connection duration. In order to verify the above
statement, Fig. 10, Fig. 11, and Fig. 12, are used to show
average one-hop delays, average route length, and average
route delay. The simulation results of the figures show that
TDDV is superior to DSSSA in the three indices.
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FIGURE 11. Average route length for 50 requesting peers.

FIGURE 12. Average route delay for 50 requesting peers.

Recall that a forwarder does not forward the requested
segments that have been ever forwarded before by the method
of Section V.B. For the same requested segments received by
the forwarder at a later time, it means that they have longer
route delay from the forwarder to the requesting peer. If there
are multiple routes from the forwarder to the requesting peer,
the one with the least route delay will be selected in TDDV.
A route with less route delay is an immediate consequence of
less one-hop delay and shorter route length.

FIGURE 13. Admission rate versus host speed for 50 requesting peers.

Fourth, the route recovery mechanism further enhances
TDDV to solve the problem of host mobility. In Fig. 13 and
Fig. 14, the simulations are set with similar background

FIGURE 14. Average successful receiving rate versus number for 50
requesting peers.

patterns as those in Fig. 8 and Fig. 9, in which the
difference is an added curve under TDDV without the route
recovery mechanism. The simulation results of Fig. 13 and
Fig. 14 validate the claim.

C. PERFORMANCE COMPARISON BASED ON DIVERSE α
Recall that the method mentioned in Section V.B, the
parameter α is a number larger than 1 and used to determine
the number (i.e., α × prf ) of requested segments. When the
value of α gets greater, TDDV will select more requested
segments transmitted over the network. That induces that the
successful received rates of the requesting peers increase, but
the admission rates of the network decrease since the more
requested segments decrease the capacity of the network.

FIGURE 15. Admission rate versus host speed for 50 requesting peers
under varied α.

On the other hand, the more requested segments caused
by greater α helps to alleviate the problem of host mobility.
Hence, as α increases, the quality of the service upgrades but
the capacity of the network declines. The claim is validated
by Fig. 15 and Fig. 16, where the simulations are set with
similar background patterns as those in Fig. 8 and Fig. 9. The
difference is an added curve with α = 1.3 when TDDV is
executed.

In summary, the determined value of α can be used as a
decision parameter between the quality of the service and
the capacity of the network. Its value also can be determined
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FIGURE 16. Average successful receiving rate versus number for 50
requesting peers under varied α.

based on the tolerable data loss rate of the service. If the
tolerable data loss rate is high or the speed of the host is slow,
the value of α can be lowered. Otherwise, a larger value is
necessary.

VII. CONCLUSION
In this paper, a mechanism (named TDDV) of dissem-
inating timely P2P segments is proposed for efficiently
distributing deadline-sensitive streaming files in VANETs.
TDDV addresses the issue by adopting different strategies
from the previous works, as follows. First, it collects the
part information of segment distribution and is executed
simultaneously with the function of segment requesting.
Second, it irregularly schedules the segments disseminated
to peers according to the playback rate of the service. Third,
it interactively uses the estimated and actual historical values
of one-hop delay and the link connected duration. Fourth,
it recovers the disconnected route timely when the requested
segment is replied to the requesting peer. Fifth, it sets a system
parameter to balance the playing quality of the service and the
capacity of the network, and to alleviate the problem of host
mobility.

Simulation results show that TDDV is superior to the
other mechanism in terms of the number of control bytes
per second, admission rate, successful receiving rate, one-hop
delay, route length, and average route delay. Recall that the
estimated values of link connected duration is calculated
based on the assumptions that vehicle speeds follow some
specific distributions. Thus, our one future work is to study
the different effects of different distributions on TDDV, and
refine TDDV accordingly.
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