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ABSTRACT With the maturity of the Internet of Things, 5G communication, big data and artificial
intelligence technologies, open-pit mine intelligent transportation systems based on unmanned vehicles has
become a trend in smart mine construction. Traditional open-pit mine transportation systems rely on human
power for command, which often causes vehicle delay and congestion. The operation of unmanned vehicles
in an open pit mine relies on many sensors. Using big data from the sensors, we optimize vehicle paths
and build an efficient intelligent transportation system. Based on large amounts of data, such as unmanned
vehicle GPS data, vehicle equipment information, production plan data, etc., with the goal of reducing
vehicle transportation costs, total unmanned vehicle delay time, and ore content fluctuation rate, a multi-
objective intelligent schedulingmodel for open-pit mine unmanned vehicles was established, and it is aligned
with actual open pit mine production. Next, we use artificial intelligence algorithms to solve the scheduling
problem. To improve the convergence, distribution and diversity of the classical fast non-dominated sorting
genetic algorithm (NSGA-II) to solve constrained high-dimensional multi-objective problems, we propose
a decomposition-based constrained dominance principle genetic algorithm (DBCDP-NSGA-II), retaining
feasible and non-feasible solutions in sparse areas, and compare it with four other commonly-used multi-
objective optimization algorithms. Simulation analysis shows our algorithm provides the best overall
performance results of the multi-objective models. Furthermore, we apply intelligent scheduling models and
optimization algorithms to mining practice and obtain new truck operation routes and schedules, reducing
truck operation costs by 18.2%, truck waiting time by 55.5%, and ore content fluctuation by 40.3%. For
open-pit mine unmanned transportation, the approach provides a variety of optimized solutions for minimum
transportation costs, minimumwaiting time, minimum ore content fluctuation rate, and a balance of the three
indicators. Through an artificial intelligence algorithm, this study realizes intelligent unmanned vehicle path
planning and improves the operation efficiency of open-pit mine intelligent transportation systems.

INDEX TERMS Intelligent transportation system, traffic big data, unmanned driving, intelligent scheduling,
NSGA-II, open-pit mine.
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I. INTRODUCTION
Open pit mines are constrained by factors such as multiple
pieces of working face equipment, harsh environments, and
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complicated working conditions. Unmanned production is
an obstacle to achieve smart, unmanned mines, and cur-
rent research on open pit unmanned mining is still in its
infancy. Vehicles often wait in line (Figure 1), which greatly
reduces production efficiency [1]. To improve the operation
efficiency of vehicles, it is necessary to comprehensively
consider various factors such as vehicles, crushing stations,
ore grades (ore content), etc. to plan the vehicles’ opera-
tion routes (Figure 2). Mining giant Rio Tinto Group is a
global leader in automated mining and unmanned driving [2].
In 2018, Rio Tinto Group operated the world’s first batch
of unmanned vehicles on 1,700 kilometers of track, which
increased the speed of unmanned vehicles transporting iron
ore by 6% and reduced the impact of changing drivers [3].
Japanese machinery manufacturer Komatsu is introducing a
global positioning system (GPS) control, is loading a large
unmanned mining dump truck with a mass of 100 tons, and
has conducted a trial operation on Kalimantan Island [4].
Canadian International Nickel has developed an underground
communication system for trial use at the Stobie mine. The
mine’s scrapers, rock drilling rigs, and underground cars
have all been unmanned, and workers remotely control these
devices on the ground. There is basically no need to set up
staff underground [5]. Australian Micromine has developed a
web-based online remote mining applications control system
called PITRAM to reduce mining costs by 10% [6]. With the

FIGURE 1. Vehicles waiting for unloading.

FIGURE 2. An abstract basic model of open-pit mine vehicle scheduling.

rapid development of 5G, edge computing, big data, artificial
intelligence and other technologies, open-pit mine unmanned
driving technology has achieved breakthrough development.
Cloud computing’s centralized processing and long-distance
transmission will cause network congestion [7], and the data
cannot be received quickly enough to meet the real-time
needs of users [8], especially in delay-sensitive use scenar-
ios. Multiple sensors carried by unmanned vehicles contin-
uously collect information about the external environment
and generate a large amount of data. Unmanned vehicles
can generate GB-level data every few seconds, which poses
challenges to the calculation and storage capabilities of the
vehicle itself. Unmanned driving in open pit mines has high
requirements for real-time data response [9]. Compared with
4G and Wi-Fi, the 5G network can provide a more stable sig-
nal connection for unmanned vehicles in open pit mines [10].
We can use 5G’s high-speed, low-latency, and high-reliability
features to deploy guidance and positioning, route planning,
task scheduling, motion control, information fusion and other
edge applications [11]. These applications have high perfor-
mance requirements for running equipment and cannot be
directly calculated on mobile devices which have limited
resources [12]. It is an effective method to migrate cer-
tain computationally-complex multi-objective optimization
algorithms to resource-rich edges or remote clouds through
computational migration technology [7]. The powerful com-
puting power of edge computing can help realize intelli-
gent production and operation management for an open-pit
mine unmanned truck dispatching system [13]. As shown
in Figure 3, the open-pit mine unmanned scheduling system
consists of a set of network computing nodes (such as servers,
base stations, vehicle-mounted terminals, mobile terminals,
user computers, various monitoring terminals, etc.). In edge
computing scenarios, the communication bandwidth between
different nodes is very limited and heterogeneous, and dif-
ferent computing nodes support a wide range of comput-
ing capabilities [14]. Edge computing connects computing
devices to the network, and the nodes communicate directly
or indirectly, greatly reducing remote data transmission time.
In a decentralized network, data can be processed not only
locally, but also at other geographically-dispersed nodes [15].
Network computing nodes can perform functions such as
computing offload, data caching and processing, andmobility
management [16]. The integrated application of 5G, edge
computing for big data computing, and artificial intelligence
algorithms makes open-pit mine driverless vehicles truly
achieve independent driving and autonomous path planning.

Nonlinear equation systems (NESs) are involved in many
fields such as power systems, machinery manufacturing,
neural networks, pattern recognition, production scheduling,
network communications, investment portfolios, image pro-
cessing, etc.. Therefore, the solution of NESs has become a
very important research topic. The vehicle scheduling prob-
lem (multi-objective optimization problem) in this paper is
essentially a NESs problem. At present, there are many algo-
rithms for solving NESs, which can be simply divided into
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FIGURE 3. An open-pit mine vehicle scheduling system based on 5G and big data.

two types: traditional optimization algorithms and intelli-
gent optimization algorithms. Among them, traditional opti-
mization algorithms for solving NESs are usually iterative
methods based on gradient information, such as: conjugate
gradient method, Newton method, pseudo Newton’s method,
steepest descent method, etc.. These methods depend on the
selection of the initial point. If the initial point is not selected
properly, the root may not be found. Due to the need for gra-
dient information, it is only applicable to differentiable func-
tions, and it is easy to fall into the local optimal solution.More
importantly, these methods can only find one root in a single
run. The intelligent optimization algorithm is a group-based
optimization algorithm, which searches from multiple points
simultaneously instead of a single point search, and has invisi-
ble parallelism. And the requirements for the initial point are
not high, and it is still applicable to NESs that are not dif-
ferentiable. The solution range is wide, with high efficiency
and robustness. It greatly facilitates the solution of NESs and
solves the limitations of traditional optimization algorithms.
Therefore, the use of intelligent optimization algorithms to
solve NESs has attracted more and more attention, and has
become a research hotspot for scholars at home and abroad
in recent years. Gao et al. [17] designed a two-phase evolu-
tionary algorithm TPEA (two-phase evolutionary algorithm)
to solve NESs. In this algorithm, NESs are converted into
single-objective optimization problems. In the first phase,
niched based on crowding differential evolution (NCDE) is
used,and construct the diversity index based on Gaussian
kernel function to maintain the diversity of the population to
achieve the balance of convergence and diversity. In specific
iterations, NCDE and NSGA-II alternately produce high-
quality candidate solutions. In the second stage, a detec-
tion method is designed to locate promising areas (that is,
areas where the optimal solution may exist), and finally find
the root of NESs through DE (differential evolution) as a
local search algorithm. Gong et al. [18] further improved

on the basis of MONES (multi-objective optimization for
nonlinear equation systems) and proposed a weight-based
bi-objective optimization algorithm (A-Web). In this algo-
rithm, the weight value in the objective function is randomly
generated from 0 to 1. In the optimization process, two
search algorithms, SHADE (success-history based parameter
adaptation for differential evolution) and NSGA-II, are com-
bined to produce offspring through mutation. In this process,
the parameters are adaptively adjusted, which improves the
accuracy of the search. The choice between individuals is
then determined by the non-dominated ranking. Ojha [19]
proposed the HCMOIWO (hybrid cooperative multiobjective
optimization IWO) algorithm. In this algorithm, the popula-
tion is divided into two subpopulations of equal size, each
subpopulation corresponds to an objective function, based
on IWO and STS (space transformation search) for each
Search for each sub-population, and then combine all the sub-
populations, and then select the next generation of individuals
with non-dominant sorting, store the non-inferior individuals
in each iteration generated in the predetermined archive, and
finally output the individuals in the archive.

Regarding the optimization of open-pit mine excavation
and transportation equipment scheduling and other opera-
tional theories, some studies have concentrated on the ran-
domness among them, using simulation and queuing theory
to model and analyze the problem. Gu Q. et al. [20] proposed
a computational simulation model to verify the optimization
effect of a mathematical programming model on the open
pit mining rate, and concluded that adding vehicles does not
necessarily optimize mining operations. Liu G. et al. [21]
used the queuing theory model to evaluate the loss of min-
ing capacity caused by production vehicle delays, thereby
improving the truck scheduling constraint model for large
open pit mines. Mendes et al. [3] proposed a new real-time
three-dimensional realization method to determine the rela-
tive position of power shovels and trucks to reduce accidents
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between them. The system can optimize truck dispatching.
Although these studies have not directly solved the problem
of open-pit mine truck dispatching, they havemade great con-
tributions to dispatching theory research and the development
of truck dispatching. Wang et al. [22] introduced mixed ore
into the scheduling model to reduce grade fluctuations during
the operation of mine materials and to meet production plan
and ore composition requirements. Patterson et al. [23] pro-
posed a decision method based on a time-dependent Markov
decision process (TiMDP) to address possible delays and
overtime pay caused by queuing. Dong et al. [24] established
a scheduling model based on predicting truck queuing time
to select vehicles. Wan et al. [25] proposed an optimization
model that minimizes the fuel consumption of dump vehicles
and scrapers in open pits to meet the loading and unloading
requirements of dump sites. These studies face the scheduling
problem from a single perspective and establish models to
reduce queue time and grade fluctuations. In the study of
open-pit mine truck dispatching, computer-controlled mine
truck dispatching optimization was initially adopted, and
then linear planning, dynamic programming saving methods,
and other scanning methods were used to finalize vehicle
dispatch. Zhou et al. [26] developed an optimal scheduling
program for open-pit mines, using a stochastically-optimized
genetic algorithm to minimize vehicle wait time in the target
fleet and increase production capacity. Godoy [27] developed
a combined optimization algorithm based on the simulated
annealing algorithm to solve the truck scheduling decision
problem; Souza et al. [28] proposed a hybrid heuristic algo-
rithm, which combined the greedy random adaptive search
procedure and the general variable neighborhood search to
optimize the minimum dispatch problem in truck scheduling.
Gui J. et al. [29] jointly studied the application of integer
programming-based methods to vehicle scheduling systems.

Some experts have studied a dynamic programming-based
enumeration algorithm and applied it to optimize under-
ground vehicle scheduling systemmanagement [30]. To solve
the nonlinear scheduling problem, some experts have pro-
posed a linear time approximation scheme for the vehicle
scheduling problem [31]. Although the research on mine
truck dispatching is relatively mature, most of these stud-
ies use a single target to allocate mine vehicles. However,
mine truck dispatching is a complex engineering system.
Considering only a single target makes it difficult to dynam-
ically allocate and optimize the vehicles. For this prob-
lem, using multi-objective optimization, Coelho et al. [32]
proposed three multi-objective heuristic algorithms:
2PPLS-VNS, MOVNS, and NSGA-II, which can be applied
to the open-pit mining dynamic truck allocation problem.
Lin B. et al. [33] proposed a multi-objective evolutionary
algorithm, which can be applied to open-pit mine truck
dynamic scheduling, and verified that in most cases it pro-
vides a good solution for all scheduling situations.

At present, most research on open-pit mine vehicle
scheduling is based on the single-target model, while
theoretical research on multi-objective intelligent dispatch

models is rarer. Most current multi-objective vehicle schedul-
ing approaches target two objective functions with the small-
est deviations: revenue, transportation costs, or vehicle use,
and rarely consider grade fluctuation objectives. The grade
is used as a constraint condition, but the grade limit can
easily cause the number of optimal solutions to be few or
zero. Therefore, the current vehicle multi-target schedul-
ing model has not effectively solved many practical vehi-
cle scheduling problems. In view of the above problems,
to rationally deploy open-pit mine unmanned vehicle trans-
portation equipment, achieving cost reduction and increased
efficiency in open-pit mine enterprises, and to solve the
needs of multi-objective vehicle transportation scheduling
management, this article focuses on vehicle transportation
costs, minimum total queuing time and the minimum grade
fluctuations as objective functions. A multi-objective intelli-
gent schedulingmodel for open-pit mine driverless vehicles is
constructed, and then the model is solved using the modified
calculation method, a decomposition constraint-dominated
NSGA-II, to realize the intelligent dispatch of new open-pit
mine driverless vehicles. The simulation results show that
our proposed multi-objective scheduling model and intelli-
gent solving algorithm can help reduce transportation costs,
waiting time and ore grade fluctuations.

The remainder of the paper is organized as follows.
In Section II, we introduce the objective functions and con-
straints of the multi-objective scheduling model for open-pit
mine vehicles. Section III introduces an improved method for
solving the multi-objective scheduling model and compares
it with other classical methods. In Section IV, we apply the
proposed scheduling model and optimization algorithm to
mine practice. Finally, we conclude our work and discuss
further work in Section V.

II. SYSTEM MODEL AND DEFINITIONS
The multi-objective scheduling optimization model for open
pit mine unmanned vehicles is essentially the establishment
and solution of equations. The system of equations is com-
posed of constraints and objective functions, and then an
intelligent algorithm is used to solve the system of equations
to obtain the vehicles’ running route and scheduling time,
as shown in Figure 4.

A. MULTI-OBJECTIVE OPTIMIZATION MODEL OBJECTIVE
FUNCTION CONSTRUCTION
The optimization goals involved in unmanned vehicle dis-
patching in open pit mines are: minimum total transporta-
tion volume, maximum output, minimum vehicle waiting
time, etc. The objective functions of commonly-used schedul-
ing models are mainly the smallest total transport volume
and the largest output. In practice, mining companies are
more concerned about how to reduce transportation costs
(i.e., total transportation volume), as well as increase pro-
duction and equipment utilization. The largest output and
the highest equipment utilization rate are a mine’s ultimate
goals. One quantitative feedback parameter associated with

VOLUME 8, 2020 135527



S. Zhang et al.: Unmanned Intelligent Transportation Scheduling System for Open-Pit Mine Vehicles Based on 5G and Big Data

FIGURE 4. The general multi-objective scheduling optimization model.

this goal is truck waiting time, which reflects the equip-
ment utilization rate and output. The vehicle capacity and
the output is increased when waiting time is lower. For
metal open-pit mines, grade is also a scheduling require-
ment. In previous studies, from real-time mine feedback,
the grade should not be below the prescribed limit, otherwise
it will have a large impact on its subsequent beneficiation.
To maximize resource use and promote sustainable produc-
tion, the deviation of the actual grade from the set value
is minimized; the deviation of grade is often used as the
criteria. Another reason for considering grade deviation is
that in the gradual mining process, when scheduling prob-
lems make it difficult to meet grade limits, a reasonable
and feasible scheduling scheme can be found through grade
deviation.

This study comprehensively considers many mine truck
scheduling factors. Based on the concerns of mining compa-
nies, a general multi-objective optimization model for truck
scheduling is built with the goals of minimum total truck
waiting time, minimum transportation cost and minimum
grade deviation. Each model optimization goal is represented
by a function, and all scheduling parameters are collectively
called S. The constructed multi-objective optimization goal
function is shown in Formula 1. The objective function F1(s)
is the minimum transportation cost, F2(s) is the minimum
total truck waiting time, and F3(s) is the minimum ore grade
deviation. The meaning of the symbols in the formula is
shown in Table 1.

F (S)

=Minimizar [F1 (S) ,F2 (S) ,F3 (S)] (1)

F1 (S)

=min
k∑

r=1

 n∑
i=1

m∑
j=1

dijCr1xrij+
n∑
i=1

m∑
j=1

drijCr2yrij

+

k∑
r=1

1TrCr3

)
(2)

TABLE 1. Symbol meaning.

F2 (S)

=min
k∑

r=1

Tlimit− n∑
i=1

m∑
j=1

Tzrijxij−
n∑
i=1

m∑
j=1

Tqrijyij−Txr


(3)

F3 (S)

=min

∑n
j=1

∣∣∣∑k
r=1

∑m
i=1 (gi − Ga) · crxrij

∣∣∣∑k
r=1

∑n
j=1

∑m
i=1 crxrij

(4)

B. MULTI-OBJECTIVE OPTIMIZATION MODEL DATA
SOURCES AND PROCESSING CONSTRAINTS
The constraints of a multi-objective optimization model are
basically the same as those of a single-objective optimization
model. The grade constraints of a multi-objective optimiza-
tion model can be ignored when it is difficult to meet the ore
grade requirements, and a reasonable and feasible plan can
be obtained with a grade deviation target. The specific con-
straints of the truck scheduling multi-objective optimization
model are as follows:

The output shouldmeet the requirements of each unloading
point:

θ1 (x) =
k∑

r=1

n∑
i=1

crxrij − fj ≥ 0 (5)

In Formula 5: fj is the output requirement of the unloading
point.

The total amount transported out of the i-th loading point
cannot be greater than the total capacity of the i-th loading
point:

θ2 (x) =
k∑

r=1

n∑
j=1

crxrij − gi ≤ 0 (6)

In Formula 6: gi is the total amount from all loading points.
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The number of loading times at the loading point is
less than the maximum number of loading points within
a shift:

θ3 (x) =
k∑

r=1

m∑
j=1

xrij − Bc ≤ 0 (7)

In Formula 7: Bc is the maximum number of loading points
in a shift.

The total unloading of the j-th unloading point cannot be
greater than the maximum unloading value of the unloading
point:

θ4 (x) =
k∑

r=1

m∑
i=1

crxij − qj ≤ 0 (8)

In formula 8: qj is the maximum value of the unloading
point.

The grade of unloaded ore needs to meet the restriction
requirements:

θ5 (x) =

∣∣∣∣∣
∑k

r=1
∑n

i=1 crxij × ai∑k
r=1

∑n
i=1 crxij

− e

∣∣∣∣∣− α% < 0 (9)

In formula 9: e is the grade limit; α% is the grade tolerance;
ai is the grade at loading point i.

The number of transportation times on each route:
The n loading points are divided into p ore loading

points and n-p rock loading points, and the m unload-
ing points are divided into q ore loading points and m-
q rock unloading points. In the mining process, ore and
rock are produced. Formula 10 shows that the vehicles
loaded with ore cannot go to the point where the rock is
unloaded.

while i = p, j = q or i = n− p, j = m− q ,

xrij ∈ {0, 1, 2, 3 . . .} , yrij ∈ {0, 1, 2, 3 . . .} ;

otherwise xrij = 0, yrij ∈ {0, 1, 2, 3 . . .} . (10)

III. OUR PROPOSED DBCDP-NSGA-II ALGORITHM
A. DBCDP-NSGA-II ALGORITHM
The fast, non-dominated sorting genetic algorithm
(NSGA-II) adds an elite retention strategy based on NSGA.
First, randomly generate N individuals as parents Pt , and
obtainN childrenQt through cross mutation; the children and
the parent are merged from Rt = Pt∪Qt. SelectN individuals
with high priority from Rt to enter the next generation. Before
selection, sort Rt non-dominantly, let the number of dominat-
ing individuals a be Xa, dominate the set Sa, and if a � b, then
dominate a set Sa = Sa ∪ {b}, and dominate the number of b
individuals Xb = Xb + 1. Put the individuals with X = 0
into F1; F2 is the non-dominated individual in the evolu-
tionary population excluding F1’s dominant individual, F3 is
the non-dominated individual in the evolutionary population
excluding F2’s dominant individual, etc. Divide each solution
into levels, I = {F1∪F2∪· · ·∪Fl−1}, T = {F1 ∪ F2 ∪ · · · ∪},
when the number of sets I is less than N , and the number

of T is greater than N , it is called the critical layer, and the
critical layer is reordered using crowding degree to select
the N best individuals for the next generation [34]. When
NSGA-II is dominating the ranking, the optimal solution
only depends on the fitness function. As the target dimension
increases, this dominance relationship will cause the selec-
tion pressure to decrease significantly when approaching
the optimal frontier, so that a large number of equivalent
solutions exist [35]. To this end, this paper proposes that
after the child and the parent are merged, any duplicate
solution is eliminated, and then crossover and mutation are
performed until 2N different solutions are generated, and then
sorted. In the sorting, decomposition and constraint domi-
nation are used penalize the equivalent solutions that Pareto
dominates, thereby increasing the selection pressure of the
algorithm.

This study combines three methods, Pareto domination,
decomposition-based and constraint domination, to form a
new domination method, DBCDP domination. This dom-
ination approach first uses the Pareto dominance solution
for quick sorting, and then the decomposition and constraint
domination are equivalent to the penalty. DBCDP domina-
tion mainly uses Pareto dominance, the constraint violation
degree, and solution density to select the best individuals to
improve the protection of non-feasible solutions in sparse
areas that are close to feasible areas.

Due to the different nature of the u and v solutions,
the decomposition constraint domination can be divided into
three cases:

When both u and v are feasible and equivalent solutions,
if u and vmatch the same weight vector, then the convergence
of the solution is judged according to the value of d1, and
the closest point to the ideal point is selected as the solution;
if u and v correspond to different weight vectors, then the
solution density is determined based on the value of RPj,
and the solution closest to the ideal point and that with the
smallest density are selected.

When both u and v are infeasible solutions and are not dom-
inated by Pareto, if u and v are attached to the same weight
vector, then the distance between the solution and the feasible
region is determined according to the degree of constraint
violation, and the closest feasible option is selected. Other-
wise, select the sparse area solution as the domain solution
according to the degree of constraint violation and the value
of RPj.

When u is a feasible solution and v is an infeasible
solution, the density of the solution is judged according to
the value of RPj, and the sparse area solution is selected,
thereby improving the ability of the population to explore the
unknown field.

According to the analysis of the above three situations, the
decomposition constraint dominance relationship is defined
as follows: given a set of weight vectors R, u and v are
two solutions in the population P. If one of the follow-
ing statements holds, the solution u DBCDP dominates the
solution v.
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1) u AND v ARE BOTH FEASIBLE SOLUTIONS
u Pareto dominates v; u and v are Pareto equivalent solutions,
RP(u) = RP(v), d1(u) < d1(v); or RP(u) 6= RP(v), d1(u) <
d1(v) RPj(u) < RPj(v).

As shown in Figure 5, u, v, and y are feasible solutions
and the two Paretos are equivalent, because RP(y) = RP(v)
and d1(y) < d1(v); that is, y DBCDP dominates v. Because
RP(u) 6= RP(v), d1(u) < d1(v) and that is u DBCDP domi-
nates v.

FIGURE 5. u, v, y is the feasible solution distribution.

2) BOTH u AND v ARE INFEASIBLE SOLUTIONS
u Pareto dominates v; u and v are Pareto equivalent solutions.
RP(u) = RP(v),VFD(u) < VFD(v) or RP(u) 6= RP(v),
VFD(u) < VFD(v), RPj(u) < RPj(v).
As shown in Figure 6, u, v, and y are non-feasible solutions

but the two Paretos are equivalent, because RP(y) = RP(v),
VFD(y) < VFD(v); that is, y DBCDP dominates v. RP(u) 6=
RP(v), VFD(u) < VFD(v), RPj(u) = 1 < RP(v) = 2; that is,
u DBCDP dominates v.

3) ONLY ONE OF u AND v IS A FEASIBLE SOLUTION
u is a feasible solution, v is a non-feasible solution and
RPj(u) < RPj(v). To clearly illustrate the role of DBCDP
domination, Figure 7 shows the use of Pareto dominance
and DBCDP dominance, pairing DTLZ8 test questions to
19 randomly generated solutions for non-dominated sort
results. For each solution, mark the DBCDP dominance order
on the right and the Pareto dominance rank on the left (num-
ber of layers).

Figure 6 shows that the four Pareto equivalent solutions
(A, B, C, and D) that constitute the first layer of non-
dominated frontiers are subdivided into two DBCDP domi-
nated frontiers when using DBCDP dominated sorting. The
first category is C1= {A, B, D}, which contains two extreme
individuals A and D and the solution B with the smallest
d1 distance and associated with the least-crowded weight
vector. The second category is C2 = {C}, which has a larger
distance d1 and a higher density of its associated weight vec-
tors. According to d1 and RPj, DBCDP penalizes the rank of
certain Pareto solutions. The figure also shows that DBCDP

FIGURE 6. u, v, y is the infeasible solution distribution.

FIGURE 7. Pareto dominance and DBCDP dominance of the 19
randomly-generated solutions of DTLZ8 for sorting.

supports 8 layers of solutions. The Pareto domination has a
6-layer solution. It shows that the selection pressure of the
DBCDP domination is stronger than the traditional Pareto
domination. It is further proven that the DBCDP domination
can punish the Pareto equivalent solution.

B. PARAMETER SETTING AND ALGORITHM COMPARISON
Experimental environment: Inter Core (TM) i5-2450M CPU,
4 GB memory, Windows 10 operating system, Matlab ver-
sion R2017a. Parameter setting: the number of decision
variables = 10∗M, the number of objective functions M =
5, 8, 12, 16, 20, the population size is 100. Study [36]
uses a weight vector to protect the algorithm diversity,
so the number of weight vectors is the same as the size of
the population. Select the analog binary for the crossover
method, crossover rate = 0.5, mutation rate = 0.02. Muta-
tion step size =0.1∗(upper limit of decision variables-lower
limit of decision variables); the maximum number of iter-
ations is 100. This experiment studies the performance of
DBCDP-NSGA-II on the constrained DTLZ [37]–[39]
test problem. The DTLZ test function is one of the
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Algorithm 1 DBCDP-NSGA-II Algorithm
1. Randomly generate N individuals in the decision space

to form the initial population Pt and calculate its objec-
tive function value and constraint violation.

2. Cross-mutate the population Pt to form progenyQt until
2N different individuals are produced.

3. NormalizeRt , calculate the ideal point Z∗ ofRt , and find
the weight vector for each solution in Rt .

4. Determine the rank of each individual according to the
DBCDP domination method; strictly rank according to
the sought rank.

5. Store F1, F2, . . . ,Fl−1 in order, and then sort the critical
layer for crowding degree until N optimal individuals
are selected to form a new population Pt+1.

6. Clear the rank of the population.
7. When t + 1 is greater than the maximum number of

iterations, the operation is ended; otherwise, return to
step 2.

most extensive test functions for evaluating the perfor-
mance of a high-dimensional, multi-objective evolutionary
algorithm [40]–[42]. The constrained DTLZ test functions
selected in this experiment are mainly divided into two cate-
gories, the first category are C-DTLZ1 and C-DTLZ2 with
only one constraint; the second category are DTLZ8 and
DTLZ9 with M constraints.

The optimal frontier value of the C-DTLZ1 test function is
the same as the DTLZ1 hyperplane, and there is an infeasible
area obstacle caused by a constraint when approaching the
optimal frontier, which makes the algorithm more difficult to
converge.

In the C-DTLZ2 problem, a constraint is introduced to
make the optimal frontier of DTLZ2 into an unconnected
optimal frontier. Only the target space located in the (M+1)
hypersphere with radius r is the feasible domain. The func-
tion tests whether the algorithm has the ability to handle
disconnected frontiers.

The Pareto optimal solution for the DTLZ8 test function
consists of a straight line and a hyperplane, where the straight
line is determined by the first (M-1) constraints and the
hyperplane is determined by the Mth constraint.

The Pareto optimal solution of the DTLZ9 test func-
tion is the intersection of the first (M-1) objective function
constraints. In the two-dimensional Pareto optimal solution
graph, the optimal solution is the quarter circle of the unit
circle arc. Most optimization algorithms have difficulty find-
ing the global optimal solution of DTLZ9 and can only find
the optimal solution in a certain area.

The algorithm comparison approach is as follows: to ver-
ify the DBCDP-NSGA-II algorithm proposed in this study,
four constrained multi-objective optimization algorithms:
NSGA-II(C-NSGA-II), C-NSGA-III, C-MOEA/D, and
C-MOEA/DD are selected and compared. We introduce

the Deb constraint criterion for comparative experimental
research.

C. SIMULATION RESULTS
In order to compare the performance of different algorithms,
the inverse generation distance (IGD) is selected as the perfor-
mance index of the evaluation algorithm. IGD measures the
average distance of all approximate solutions generated by
MOEA (multiobjective evolutionary algorithm ) to the true
Pareto optimal sets. The lower the value of IGD, the closer
the solution sets to Pareto optimal sets. This indicator com-
prehensively evaluates the convergence and distribution of the
algorithm.

This article presents the results of the DBCDP-NSGA-II
algorithm on the C-DTLZ1, C-DTLZ2, DTLZ8 and
DTLZ9 test questions, and compares it with C-NSGA-II,
C-MOEA/D, C-MOEA/DD, and C-NSGA-III. In the results
comparison, the Wilcoxon rank sum test [43], [44] is used to
compare the differences between the detection algorithms.
For a 95% confidence, the symbols ‘‘−’’, ‘‘+’’ and ‘‘=’’
indicate the statistical test results. ‘‘+’’ indicates a significant
advantage, ‘‘-’’ indicates a significant inferiority, and ‘‘=’’
indicates no difference from DBCDP-NSGA-II.

It can be seen from Table 2 that in the C-DTLZ1 and
C-DTLZ2 test functions with only one constraint, the IGD
results of DBGDP-NSGA-II are relatively small, and the
optimal solutions are significantly better than C-NSGA-II, C-
NSGA-III, C-MOEA/D, and C-MOEA/DD. The C-NSGA-II
and C-MOEA/D in the C-DTLZ1, C-DTLZ2 test problem
obtained large IGD value, indicating that these two algo-
rithms did not accurately find the location of the feasible
region. The main reason is that as the number of targets
increases, the ability of one solution to dominate the other
decreases, and these two algorithms place too much empha-
sis on feasible solutions over non-feasible solutions, mak-
ing the algorithm prone to local optimal solutions. In the
case of C-DTLZ1, when M=5, C-NSGA-III is significantly
better than DBCDP-NSGA-II. For the concave function
C-DTLZ2, when M=12, 16, C-MOEA/DD obtains the
optimal value second only to DBCDP-NSGA-II. The main
reason is that the C-NSGA-III algorithm too discards the non-
feasible solution in the sparse area and close to the feasible
region. Although C-MOEA/DD retains the non-feasible solu-
tion of the sparse area in the championship selection stage,
it emphasizes that the feasible solution dominates the non-
feasible solution in the domination stage. DBCDP-NSGA-II
emphasizes the non-feasible solution to retain sparse areas
in the championship selection and domination phases. There-
fore, better results can be achieved.

Table 3 shows that for the second type of DTLZ8 and
DTLZ9 test problems with M constraints, DBCDP-NSGA-II
finds that the result of IGD is relatively small, and the
optimal solution is significantly better than C-NSGA-II,
C-NSGA-III, C-MOEA/D, and C-MOEA/DD. C-NSGA-II
and C-MOEA/D still have not obtained a better optimal
solution. The optimal solution consists of a straight line
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TABLE 2. IGD mean and standard deviation of C-DTLZ1 and C-DTLZ2 test functions.

TABLE 3. IGD mean and standard deviation of DTLZ8 and DTLZ9 test functions.

and a hyperplane in the DTLZ8 example; when M =
12, C-MOEA/DD achieves the optimal frontier value, and
C-NSGA-III results are significantly better than DBCDP-
NSGA-II. When M = 5, 16, and 20, the C-MOEA/DD result
is second only to DBCDP-NSGA-II. For the DTLZ9 test
function consisting of a curve at the front of Pareto, when
M = 5 and 12, C-MOEA/DD is second only to DBCDP-
NSGA-II. When M=16, C-NSGA-III is significantly better
than DBCDP-NSGA-II. C-NSGA-III and C-MOEA/DD all
evenly divide the target space by the reference point, and

the solution corresponds to the reference point one-by-one.
DBCDP-NSGA-II uses a uniformly-distributed weight vec-
tor to distribute the solution to the area closest to itself.
There is no one-to-one correspondence, which improves the
uniform distribution of the population. Figure 8 shows the
DTLZ8 test function results from C-NSGA-II, C-NSGA-III,
C-MOEA/D, C-MOEA/DD, and DBCDP-NSGA-II, iterated
50 times when M=3. The results in the figure show that
the distribution of C-NSGA-II solutions is poor, while the
solutions of C-NSGA-III, C-MOEA/D, C-MOEA/DD, and
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TABLE 4. Average of the run-time obtained by the five algorithms on DTLZ instances with different number o objectives.

DBCDP-NSGA-II are more evenly distributed on straight
lines and hyperplanes.

Considering the randomness in the MOEA testing process,
we conducted 20 sets of experiments, each of which was
run 30 times. The Wilcoxon rank sum test results show
that in the 20 sets of mathematical experiments, DBCDP-
NSGA-II is 20 times better than C-NSGA-II, 17 times bet-
ter than C-NSGA-III, 20 times better than C-MOEA/D,
and 18 times better than C-MOEA/DD. In the C-DTLZ1,
C-DTLZ, DTLZ8 and DTLZ9 test problems, DBCDP-
NSGA-II achieved better results on IGD indicators than
C-NSGA-II, C-NSGA-III, C-MOEA/D, and C-MOEA/DD.

The computational complexity of DBCDP-NSGA-II
mainly stems from selection operations and infeasible solu-
tion screening. The calculation of the selection operation
mainly comes from the calculation of the convergence
measure and the distribution measure. The computational
complexity of the population normalization is O(MN ),
the computational complexity of the population conver-
gence measure is O(MN ), and the computational complexity
of its distribution measure is O(N 2). In order to obtain
a population of size N, you need to compare N times,
the required computational complexity is O(N ), the compu-
tational complexity of the above four-step selection operation
is O(N 2). Both the distribution measure and the conver-
gence measure in the selection of infeasible solutions can
be obtained through the selection operation without repeated
calculations. In order to obtain N infeasible solutions, the
required computational complexity is O(N ). Finally, the
computational complexity of DBCDP-NSGA-II is O(N 2).
C-NSGA-II needs to calculate the two parameters of the
dominated number np of each individual p and the set
Sp of solutions dominated by the individual. Traversing
the entire population, the computational complexity of this

parameter is O(MN 2). The computational complexity of
C-NSGA-III is mainly composed of non-dominated sort-
ing and population distribution maintenance strategies. The
computational complexity of both parts is O(MN 2), so the
computational complexity of C-NSGA-III is O(MN 2). The
computational complexity of C-MOEA/D mainly comes
from selecting the neighborhood of the reference direc-
tion, updating the reference point and updating the pop-
ulation. The computational complexity of the selection of
the neighborhood of the reference direction is O(MN 2),
and the computational complexity of updating the refer-
ence point and updating the population are both O(MN ), so
the computational complexity of C-MOEA/D is O(MN 2).
The computational complexity of C-MOEA/DD mainly
comes from the selection of the neighborhood and niche
strategy of the reference direction, and its computational
complexity is O(MN 2). The computational complexity of
DBCDP-NSGA-II is lower than that of the other four compar-
ison algorithms, especially when the target dimension is high,
the computational complexity of our proposed algorithm is
more obvious. It can be seen from Table 4 that for all the test
functions on the targets of 5, 8, 12, 16, and 20, the operation
runtime of DBCDP-NSGA-II proposed in this paper is the
shortest. Although it is not much different from the other four
comparison algorithms on the 5-dimensional targets, as the
target dimension increases, the algorithm using the selection
operation of this article shortens the running time more and
more than other comparison algorithms, especially at the
20 targets. The C-NSGA-II with the longest running time
is shortened by an average of nearly 435s, and the average
running time of the four comparison algorithms is shortened
by 227s. This shows that the selection operation proposed in
this paper can improve the convergence speed and the higher
the target dimension, the more obvious the advantage.
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FIGURE 8. Results of C-NSGA-II, C-NSGA-III, C-MOEA/D, C-MOEA/DD, and DBCDP-NSGA-II for the DTLZ8 test
function.

IV. PERFORMANCE ANALYSIS
Optimize the intelligent scheduling of unmanned vehicles
in an open-pit mine intelligent mining area (Figure 9), and
extract the necessary parameters, such as the cost per unit
distance of a heavy truck, the average speed of a heavy truck,
the weight of an unmanned vehicle, the unmanned vehicle
GPS data, and the target ore grade of the unloading point
information. DBCDP-NSGA-II is used to optimize the multi-
objective intelligent scheduling.

A. DATA ACQUISITION
1) TRUCK DATA
There are 20 unmanned vehicles, 6 loading sites and 3 crush-
ing stations in this open-pit mine intelligent mining area.
Among them, the No. 1 and No. 2 crushing stations each
have a capacity of 30 thousand tons, and the No. 3 crushing
station has a capacity of 25 thousand tons. The lowest grade
limit is 0.090%. The fuel consumption of unmanned vehi-
cles is 6.38 L/km when loaded and 1.98 L/km when empty.
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FIGURE 9. Intelligent mining area of an open pit mine.

Match the GPS data according to the driving trajectory of
the unmanned truck, analyze the speed of the vehicle under
heavy load and no load, and take the average. The unloaded
speed of the unmanned truck is 20 km/h and the heavy load
speed is 16 km/h. According to historical data statistics,
the loading time for driverless vehicles is set at 5 minutes,
and the unloading time is 3 minutes. The working capacity of
the crushing station is 10,000-14,000 tons.

2) DEVICE PARAMETERS
The relevant parameters for the excavator and crusher are
shown in Table 5 and Table 6.

TABLE 5. Excavator parameters.

TABLE 6. Crusher parameters.

3) DISTANCE FROM LOADING POINT TO UNLOADING POINT
According to the running GPS data for the vehicles in the
intelligent dispatch system, determine the distance between
the various stations. For example, calculate the distance from
loading point A to crushing station a, and find the GPS data
of the vehicle running between loading point A and crushing

station a. From the data, the driving trajectory of the driverless
truck and the corresponding time node can be derived, and
then the travel distance calculated for the two corresponding
latitudes and longitudes in the time period from the beginning
to the ending point. Next, add up the distances between load-
ing point A and crushing station a. To obtain more accurate
data, select 10 vehicles, and perform 5 calculations for each
vehicle to obtain the distance between loading point A and
crushing station a. The distance matrix between each loading
point and each unloading point is shown in Table 7.

TABLE 7. Distance from loading point to unloading point (km).

4) ORE GRADE AND AMOUNT OF ORE AT EACH LOADING
POINT
Table 8 shows the ore demand and ore grade content of each
loading point.

TABLE 8. Shovel quantity (10,000 tons) and grade content of each
loading point.

5) TRUCK FREIGHT
The transportation costs of driverless vehicles mainly include
fuel consumption and maintenance costs. Many factors
affect fuel consumption, such as speed, slope, load capacity,
weather, and road conditions, among which weather and road
conditions are uncontrollable. Fuel consumption is difficult to
quantify, so the cost is based on historical data andwork expe-
rience: the average heavy-load cost is 28 yuan/km, the aver-
age no-load cost is 22 yuan/km, and the average maintenance
cost, including inspection costs, is 1 yuan/h.

B. RESULT ANALYSIS
The solution result from DBCDP-NSGA-II is shown
in Figure 10. Figure 10 shows that the three objectives of the
truck scheduling problem are optimized, and the DBCDP-
NSGA-II is used to solve the pareto optimal frontier. The
trend between some targets is more obvious. Solve the three
objectives to get the pareto optimal front surface, as shown
in Figure 10(a). For the optimization between the trans-
portation cost and the total waiting time, there is a certain
change rule of concave advantage, as shown in Figure 10(b).
When the transportation cost decreases, the waiting time
increases, which is consistent with the objective function.
At the scene, the greater the waiting time, the vehicle will
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FIGURE 10. DBCDP-NSGA-II example optimization results. (a) Optimal
frontier view. (b) Target optimization of transportation costs and total
waiting time. (c) Target optimization of transportation costs and grade
deviation. (d) Total waiting time and optimization of grade deviation
target.

be sent to the same crushing station and loading point,
the waiting time of the vehicle will increase, and the fewer
the number of transports, the lower the vehicle transportation
cost. This change does not change linearly, it is a curve
change with a slightly concave shape. For the optimization
between the transportation cost and the target grade devia-
tion, as shown in Figure 10(c), when the transportation cost
increases, the target grade deviation decreases dramatically;
this change trend can be seen as a whole downward trend. The
curve chart shows that when the transportation cost shows
a small change, the grade deviation is a oscillating, not a
downward trend. Therefore, this small form of change does
not directly indicate the relationship between the two goals
for the optimization between the total waiting time and the
target grade deviation, as shown in Figure 10(d). When the
total waiting time decreases, the target grade deviation rises
in an oscillating trend. This change trend can be seen as
an overall upward trend, but from the analysis of the curve
chart, there is a small change in the total waiting time. At this
time, grade deviation is a dramatic trend that does not tend
downward, so this change in a small range does not directly
indicate the relationship between the two goals.

The DBCDP-NSGA-II obtains a set of solutions, including
the optimal solution for a single goal. In this paper, the bound-
ary solution when each of three goals are optimal and a
balanced solution for the three goals are found. The result is
shown in Table 9 and comparedwith the value of the objective
function before the optimization plan is taken. Comparing the
target values of the balanced solution with the unoptimized
plan, the transportation cost decreased by 18.2%, the waiting
time for vehicles in queue was shortened by 55.5%, and the
ore grade fluctuation declined 40.3%.

The DBCDP-NSGA-II algorithm’s one-time operation
results include multiple Pareto optimal solutions and
multiple scheduling plans, which can meet the different pro-
duction needs of the mine and provide a variety of options

TABLE 9. Multi-objective weighted objective function values.

for open-pit mine production managers. Taking the mini-
mum total queuing time as an example, the operating routes
of 20 unmanned vehicles are shown in Table 10, and the Gantt
chart of 20 unmanned vehicles is shown in Figure 11.

TABLE 10. Truck running routes.

FIGURE 11. The vehicle scheduling Gantt chart.

C. INTELLIGENT TRANSPORTATION SCHEDULING SYSTEM
APPLICATIONS
The system we have proposed has been applied at the
Luoyang Molybdenum Sandaozhuang Open Pit Mine, which
is one of the three largest molybdenum ore fields in the
world; it is located in Luoyang City, Henan Province, China
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FIGURE 12. Sandaozhuang open-pit mine intelligent transportation
scheduling system based on 5G and big data.

(Figure 12). The Sandaozhuang open-pit mine deployed
20 unmanned vehicles, and 5 mobile edge computing (MEC)
servers for big data computing. Computing and storage
resources can sync to the MEC server at the edge of the net-
work, and the network transmission speed can also improve
qualitatively. Compared with the central cloud, the MEC
server is closer to the vehicle, the network transmission speed
is faster, and it can cooperate with the unmanned vehicle
for calculation. The MEC server can cooperate with vehi-
cles to perform calculations by providing calculation offload
services, saving vehicle energy consumption. In May 2019,
the mine performed an intelligent driving trial operation of
autonomous electric mining unmanned vehicles (autonomous
loading, autonomous operation, autonomous reversing and
autonomous unloading). In December 2019, it realized intel-
ligent unmanned vehicles formation operation and large-
scale application. After adopting the intelligent transportation
scheduling system based on 5G and big data, the unmanned
vehicle speed was increased from 10 km/h to 30 km/h. The
system not only improves the mine’s production process,
it can shorten the average vehicle travel distance, increase
their effective utilization rate, and achieve energy savings and
consumption reduction. At the same time, it can ensure the

continuous and stable supply of mine products and increase
mine benefits.

V. CONCLUSION AND FUTURE WORK
As the core content of mine production management, tradi-
tional open-pit mine truck scheduling is fraught with prob-
lems such as long waiting time for vehicles in queue and
a single optimization goal. The rapid development of 5G
and artificial intelligence has made open-pit mine driverless
applications more and more mature. To improve the opera-
tion efficiency of traditional dispatch models, multi-objective
dispatch optimization models for open-pit mine unmanned
vehicles have been established. The research on algorithm
solution its application in a mine was carried out. The main
research conclusions are as follows:

1) A vehicle scheduling model for open-pit mine
unmanned truck intelligent transportation systems is
constructed. Based on mass data such as unmanned
vehicle GPS data, vehicle equipment information, pro-
duction planning data, etc., with theminimum transport
cost, the smallest unmanned vehicle total queue time,
and the smallest fluctuations in ore content as the
objective functions, we have established an open-pit
mine unmanned multi-objective intelligent vehicle dis-
patching model. The model simultaneously considers
multiple targets to plan truck operation routes, which
are aligned with actual production in open-pit mines.

2) Considering the advantages of the three methods of
Pareto domination, decomposition and constraint dom-
ination, a decomposition and constraint domination
NSGA-II optimization algorithm (DBCDP-NSGA-II)
is proposed. In the domination sorting, Pareto dom-
ination sorting is performed, and from the distance
from the solution to the weight vector and the distance
between the solution and the ideal point, we penalize
and strictly rank the equivalent solutions in terms of the
projection of the weight vector and the solution density,
thereby retaining the feasible and non-feasible sparse
area solutions, improving the convergence and distri-
bution of the population. The results of this algorithm
and four other algorithms for the DTLZ test function
constraint are comprehensively analyzed. The simula-
tion results show that the proposed algorithm provides
the best overall performance.

3) The multi-objective intelligent scheduling model and
solution algorithm of the open-pit mine unmanned
truck proposed in this study are used in the actual
scheduling of unmanned trucks in an open-pit mine
intelligent mining area. Selecting the relevant data for
a certain shift of a truck in the open-pit mine intelligent
mining area, we use the multi-objective driverless truck
intelligent scheduling model established in this paper
and the proposed DBCDP-NSGA-II optimization algo-
rithm to obtain the pareto optimal solution set. The
results of the algorithm in one run include multiple
Pareto optimal solutions andmultiple scheduling plans,
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which can meet the different production needs of the
mine and provide a variety of options for open-pit mine
production managers. The results show the schedul-
ing scheme for 20 driverless vehicles, the schedule
of driverless vehicles within a shift, etc. The multi-
objective optimization method of truck scheduling pro-
posed in this paper optimizes truck scheduling in open
pit mines. When applied to actual scheduling, it can
reduce vehicle operating cost by 18.2%, shorten the
vehicle waiting time by 55.5%, and reduce the ore
content fluctuation by 40.3%.

Although our work has achieved certain results, we believe
that there is room for further improvement. Firstly, there
are many algorithms for solving multi-objective problems.
The test sets for verifying multi-objective performance are
huge. We will compare DBCDP-NSGA-II with more algo-
rithms onmore test functions. Secondly, our initial population
is randomly generated. In the future, we will optimize the
initial population to improve the convergence rate of the
algorithm. Furthermore, open-pit mine unmanned vehicles
are affected by random factors such as the environment,
vehicle conditions, emergencies, etc. in the actual production
scheduling process, resulting in scheduling plans that must
be adjusted at various times. Adjustments need further dis-
cussion in subsequent research. In future research, the effect
of dynamic time should be added to the multi-objective truck
dispatching optimization model to realize the integration of
real-time dispatching dynamic feedback and resource alloca-
tion scheduling. It is more practical to optimize the schedul-
ing of unmanned vehicles in open pit mines as a whole.
Finally, we hope to apply DBCDP-NSGA-II to other fields
such as ship scheduling to test its ability to solve practical
problems.
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