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ABSTRACT The impressive features of Solid-State Drives (SSDs) have made them be used in a wide
range of storage systems. NAND Flash memory, as a good choice for SSDs, caused many challenges. The
impossibility of data overwritten in this type of memories is their biggest challenge since this constraint
ultimately leads to a decrease in memory lifetime. Numerous designs have been developed to overcome the
above challenge in the interface layer of flash memories known as Flash Translation Layer (FTL). In this
paper, we present a new FTL that aims to improve the lifetime of memory based on an equation. Using this
equation, twomajor challenges in SSDs can be targeted simultaneously and both can be improved. Reduction
of the number of unused pages erased in merge operations and simultaneous increase of the number of invalid
pages released in the Garbage Collection (GC) operations, are two of the achievements of our proposed FTL.
The results of evaluation on real workloads indicate that parameters of unused erased pages decreased by
5% to 11%, invalid pages released increased by 10% to 28%, redundant written pages in garbage collection
operations decreased by 8% to 25% and finally the number of erased blocks decreased by 3% to 12%.
Therefore, the significant improvement of these four parameters has a direct impact on the memory lifetime.

INDEX TERMS Solid-state disk, flash translation layer, garbage-collection, merge operation, life-time.

I. INTRODUCTION
NAND flash memory is used as a non-volatile memory in
Solid-State Disks (SSDs) because of the high density of data
storage. This type of memories is generally classified into
two categories: Single-Level Cell (SLC) and Multi-Level
Cell (MLC). The memory lifetime in SLCs is longer than
MLCs, which is due to the physical properties of its con-
struction and the concept of Floating Gate in their MOSFET
transistors [1], [2]. In NAND-based SSDs, the reading and
writing unit is a single page, which consists of a number of
SLC or MLC transistors. However, the erasing unit in the
flash memory is a block, which is made up of a number of
pages. A unique feature of SSDs is the impossibility of data
overwriting. For example, if at time t1, a page is written in
the address x of physical memory, then it will not be possible
to write a new page at address x at time t2. In this case,
the controller will allocate an empty page on another address,
so that the new page can be written at that address, and then
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the address x of the memory will be put in the invalid state.
This operation is hidden from the user; however, this pagewill
not be available for reuse unless the block associated with the
page at the address x is erased [3].

One of the other most important challenges for flash
memories is their limited lifetime. Repeated writing and eras-
ing of memory blocks, over time, cause them to be worn
out and, as a result, the information in some parts of the
memory could not be properly read [4]–[6]. Clearly, the more
we reduce the amount of unnecessary write operations in
flash memories, the longer will be their associated lifetime.
The write operation, which is carried out in the memory
backend section and commanded by the Flash Translation
Layer (FTL), can be related to running commands such as
garbage collection or merge operation, which the user has no
interference with their productions [7].

The FTL is a software layer that manages and controls
various memory sections; commands such as garbage col-
lection, mapping, wear leveling, and merge operation are
issued and run in FTL [8]–[11]. The following presents a brief
description for each of these commands.
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The mapping space in flash drives is divided into physical
and logical addresses. The logical addresses are user-defined
and used constantly; each logical address is mapped to a phys-
ical address in the main memory and multiple referrals over
time to a logical address will repeatedly change its related
physical address, which, as previously indicated, is obvious
because of the impossibility of overwriting. The mapping of
the logical addresses to the physical addresses is carried out
in the Mapping Tables. Mapping through mapping tables can
take place at the level of the page, block, or a combination
of both. There is a physical address in each logical address
of a page in the page mapping. In this way, the data access
speed is very high, and, on the other hand, a very high space
of memory is needed to store the page table. In the blockmap-
ping, there is a physical block address for each logical block
address, and access to pages of that block is made possible
through the offsets. In this method, less space is needed to
store the block table. However, when updating a page, you
must copy all block pages related to that page in a new block,
which results in erosion of memory. The third method, which
is the most widely used, is a hybrid of the two preceding
methods, so that the storage space is divided into two general
parts. The first part is called data blocks, and the second part is
called update blocks. Write operations are carried out in data
blocks and pages are updated in update blocks or log blocks.
Data blocks access Log blocks through block mapping, and
accessing the pages in the log blocks is through the page
mapping [12]–[14]. This method greatly improves the limits
of the other two methods, and most modern FTLs are based
on the third method.

As mentioned earlier, due to the update of pages in mem-
ory, many invalid pages are created in different blocks that are
practically non-usable. The only way to release these pages
for reuse is to erase the blocks associated with them. To do so,
this requires firstly to copy the valid pages of the correspond-
ing block to another empty block, then to erase the block
to release the corresponding invalid pages. This is called
garbage collection (GC), implementation of which is efficient
when the number of invalid pages of a block is more than an
accepted threshold. It is clear that to run this command, some
unnecessary ‘‘write’’ operations must be done. The more the
number of these operations is reduced, the greater the erosion
of memory will be prevented [15], [16].

The merge operation can take place in three general forms:
partial merge, switch merge, and full merge. Figure. 1 shows
the different merge forms. The least costly one is the switch
merge; then the partial merge and, ultimately, the full merge
are in the next ranks respectively. Therefore, improving full
merge can greatly increase the lifetime of the memory [17].
In Log-block based methods of mapping, each log block
associates with a number of data blocks from which it has
received the data.

In the merge operation, the valid pages of the data blocks
are merged with the valid pages of their associating log
blocks, and are written in an empty data block, and finally
the log blocks and their associating data blocks are then

FIGURE 1. (a) An example of full merge, (b) an example of partial merge
and (c) an example of switch.

erased and added to the list of usable empty blocks. Here,
the maximum cost of memory erosion is associated with the
FTL. The obvious reason for this is the transfer of valid pages
that carries out multiple unnecessary writings; in addition,
many unused pages are erased unnecessarily in the process
of erasing.

Wear Leveling helps to make a fair distribution of data at
the level of memory blocks, and it causes the lifetime of those
sections of the memory on which the hot data is written not to
expire earlier than other blocks so that the information stored
in that section will not be lost [18], [19].

Focusing on lifetime of the flash memories, especially in
SSDs, is important for applications for which the memory
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lifetime is critical. For example, in large IT corporations that
billions of videos and data are daily uploaded to their servers,
it is essential to reduce the memory erosion. Replacing flash-
technology-based storage systems and transferring their data
to prevent loss of data is very costly and delaying a disk failure
(that is, increasing the lifetime of a memory disk) can be very
cost-effective [20].

In section II, we will examine some of the most widely
used, basic and up-to-date FTLs, and investigate the advan-
tages and disadvantages of each one. Then, in the section III,
we introduce the new FTL and show its performance with an
example. In the Section IV, a comparison is made to compare
the simulation results of the new FTL and the other FTLs pre-
viously presented. Finally, the future work and conclusions
are expressed in Section V.

II. RELATED WORKS
In this section, some important FTLs are reviewed. Fully
Associative Flash Translation Layer (FAST) is considered
as the most basic FTL, which is the starting point for most
of today’s advanced FTLs. The next Flash translation layer
is Reuse aware NAND Flash Translation Layer (RN-FTL);
this structure, like most modern FTLs, relies on update
blocks, and restricts associativity with a parameter called K.
In other words, it can be called extendedK-Associative Sector
Translation Layer (KAST). Ultimately, we will review one
of the newest flash translation layers, Dynamic Associa-
tive Flash Translation Layer (DA-FTL,) which is a flexible
structure in accordance with the conditions governing the
system.

In the FAST structure, the physical memory block is
divided into two separate sections. The first section consists
of data blocks where the initial data is stored. This section
covers most of the memory block and is called data block.
The second section is made up of update blocks that are
called log blocks, and only the updated pages are stored
there. This section has a small share of the overall memory
space [21]. It is noteworthy to mention that this partitioning
is done programmatically and there is no physical change in
memory space. When a workload is applied to the storage
system, the initial writings are stored in the storage cells in
the data block section. If a logical address is referenced to
for the second time, then it means that the contents of its
physical address should be updated, and, as data overwriting
is impossible, a new physical address will be allocated to
it. In FAST, this address will be selected from the mapping
space associated with log blocks. Communications between
the data blocks and their associating log blocks are stored
in a block-based mapping table. Each log block in FAST
is allowed to receive and store updated pages from all data
blocks. The reason for such naming is the unrestricted dis-
tribution of data. In the best case, a log block can only be
associated with one data block; this occurs if the writing is
done serially and consecutively, and in the worst case, a log
block can be associated with a number of data blocks equal
to its pages. In fact, there will be a problem when there is no

space for storing a new page in the log blocks section. In this
case, the Merge command is called. Once the command
is run, a log block is selected as the victim, and then the
associated data block is marked. Each data block is merged
with the existing pages in that victim block and then they
are written in an empty data block. This process continues
for the entire data blocks associated with the victim block,
and then the victim block, along with its entire associated
data blocks, is erased and added to the empty block list.
Finally, a new log block is assigned to the log blocks list
to store the recent updated page. The data blocks associated
with the log block contain many unused pages, and given the
fact that there is no limitation for associativity, the number
of blocks containing unused pages can be very large. These
unused pages are unnecessarily erased in merge operations.
In block-erasing step, this leads to severe erosion of memory.
One of the advantages of this structure is the full use of
the pages of log blocks, and it is to be ensured that the log
block selected as the victim does not contain an empty page.
However, due to the limited storage space of the log blocks,
the Merge command is executed repeatedly and many unused
pages are unnecessarily erased.

RN-FTL as already mentioned, is the advanced form of
KAST [22]. In KAST, a constraint K is considered for asso-
ciativity of log blocks with data blocks. It means that each log
block is allowed to be associated with only K data blocks.
This provides a guarantee for calculation of the worst case
in the merge operation, and a log block in merge operation
requires to be merged with at most K data blocks. Reduction
of the number of merges prevents the severe erosion that
occurs in structures like FAST. However, this constraint itself
causes some problems, and one of the most important of these
is that there is no guarantee that all pages of a log block used
before are to be erased in merge operation. In fact, in KAST,
filling log blocks is not the only required condition for enter-
ing the merge phase. In addition, there will be a situation
where a page of a data block is updated, but no log block has
already been allocated to this page. Therefore, it is necessary
to assign a new log block to this data block. However, there
will be blocks in the list of log blocks that have empty space
for the new data storage, but their K limit does not allow
them to receive new blocks. The RN-FTL structure provides
a solution to solve this problem [23]. The idea of this design
is that if a log block is forced to join the merging process
because its k capacity is full, while there are plenty of unused
pages, then, after merging it with its associated data block,
it is added to the list of random log blocks and it will not be
erased. This method improves efficiency and prevents erosion
of memory blocks largely. Yet, as mentioned before, a limited
number of memory blocks can be placed in the update blocks,
and if the list of log blocks exceeds the standard limit, we will
have to erase some of them and transfer them to the data block
list; the repeated erase operations will lead to a decrease in
memory lifetime.

By reviewing different FTLs and different solutions
presented in them, DA-FTL by a new structure is presented
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that is highly flexible [24]. This structure is designed based
on update blocks, and has benefited from ideas presented in
KAST and other FTLs. The main difference of this FTL is in
its merge operation section.When a log block is to be selected
as the victim for merge operation, the data blocks associated
with this log block are checked before entering the merging
phase. The data blocks that repeatedly undergo the merge
operation will impose considerable costs in terms of erosion
to memory; therefore, we move it to another log block or in
other certain circumstances, if there is an empty space in the
victim log block, we can move the available data block in
other log blocks that are ready to be merged to the victim
log block before the merge operation so that we can make a
proper merge operation by creating an ideal state. Obviously,
the K constraint in the KAST structure will not allow any
transfer; but in DA-FTL, the K value in the update blocks
has changed from the static state to a dynamic one, so the K
value of a log block can exceed its constant limit considering
the governing circumstances to improve the merge operation.
Sometimes this limit will be lower depending on the situa-
tion. The results show remarkable improvement during the
merge operation. However, the overhead due to the transfer
of pages of a data block to log blocks and the change of
association in different logs cannot be ignored, and some-
times the excessive increase of association in a log block can
create difficult conditions for future input/output (I/O) oper-
ations; this requires an efficient management to prevent the
crisis. This is what makes the structure of the FTL extremely
complex.

III. THE PROPOSED FLASH TRANSLATION LAYER
In this section, a new FTL architecture is proposed. It is called
Optimized Victim Select (OVS). Like other recent architec-
tures, this FTL is based on update blocks, and the memory
space is programmatically divided into two sections, the data
blocks and log blocks. The idea behind this design is to use
the ability to restrict association in log blocks without causing
any physical or software changes in the main structure of the
memory. This structure attempts to avoid selecting log block
with high merging costs as victim block in merging opera-
tions asmuch as possible, and practically, to delay their merge
so that they will be in a better situation when this command is
run for them. The main goal of this FTL is to reduce the num-
ber of unused pages that are unnecessarily erased in themerge
operation and thereby cause a significant reduction in the
lifetime of the memory cells. It has also attempted to release
as much invalid pages as possible in the merge operation to be
reused.

Log blocks are divided into random and serial log blocks,
so that we may benefit from the advantages of the switch
and partial merge operations as much as possible. Table ’A’
(Associative table) is considered for each log block to specify
the associated data block. An association constraint is consid-
ered in the new FTL as in KAST. We store such information
as the number of valid and invalid pages of each data block
in this table.

A. BASIC DEFINITIONS
Addresses at the user level and in the workloads are
recognized as I/O_Address and according to (1); the Logical
Block Address (LBA) is obtained by dividing I/O_Address
by the block size.

LBA =
I/O_Address
Block_Size

(1)

Valid_Count, the number of valid pages and Invalid_Count,
the number of Invalid pages available at a Physical Block
Address (PBA) are obtained from the Valid_List and
Invalid_List tables according to the (2) and (3).

Valid_Count = Valid_List(PBA) (2)

Invalid_Count = Invalid_List(PBA) (3)

Unused_Page, the number of unused pages contained in a
data block is calculated of (4).

Unused_Page = Block_Size

−[Valid_List(PBA)+ Invalid_List(PBA)]

(4)

In (3) and (4), Valid_Count and Invalid_Count are
respectively the equivalents of the number of valid and
invalid pages of physical block in the PBA address, and
Unused_Pages represents the number of unused pages of a
physical block in the PBA address.

B. OPTIMIZED VICTIM SELECT ALGORITHM
Suppose that after applying a string of Inputs/Outputs (I/Os)
to a flash-based storage system such as an SSD, there is no
possibility of updating a new page of a data block due to the
lack of an empty association capacity in log blocks. In this
case, a log block is selected as the victim and is put into
merge operation so that the new page can be updated and
stored by releasing it. Log blocks are placed in a linked list.
The proposed FTL checks log blocks from the beginning to
the end of the list. For each log block, we obtain the SEL
parameter, which is computed from the (5).

SEL =
K∑
i=1

(Invalid_list(PBAi)− Unused_Pages)→

SEL =
K∑
i=1

[2 ∗ Invalid_List(PBAi)

+Valid_List(PBAi)− Block_Size] (5)

In (5), the difference between the number of invalid pages
and the number of unused pages is calculated for each of the
data blocks associated with that log block, and finally they
summed together. The reason for choosing such an equation
is that the more the number of invalid pages supposed to
be released in the merge operation is, the better it is. Thus,
we select the positive sign for the Invalid_List parameter.
On the other hand, the lower the number of unused_Pages
of a data block is, the better is the situation of that block for
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the merge operation. Therefore, we consider a negative sign
for the parameter of the number of unused pages of a block,
which is obtained based on the (6).
Unused_Pages = Block_Size

−[Valid_List(PBAi)+Invalid_List(PBAi)]

(6)

We calculate this difference for all data blocks associatedwith
that log block which is equivalent to K, and then we sum
up them together to obtain a suitable criterion for choosing
a victim log block. Now in the linked list of the log blocks,
SEL(Logi) is compared to SEL(Logj), and the bigger one is
considered as the Victim parameter. This will continue for the
entire linked list, and at the end, the Victim is the address of
the log block to be included in the merge operation.

Regarding the reasons for the parameter SEL setting,
the proposed FTL provides a way to run Garbage Collection
and merge functions in the most optimal conditions. The
general view is that a log block should be selected for merge
operations that has two features. First, the total number of
unused pages of the associated data blocks is the lowest, and
second, the sum of invalid pages of the associated data blocks
has the most number. This is achieved by providing the SEL
equation. By using SEL, a log block is selected for the merge
operation to apply the least amount of erosion to the memory
blocks after the merge function is executed. It is important
to note that the weight value of releasing an invalid page
(to become a valid and usable page) is the same as erasing an
unused page, because in both cases there is a discussion about
using part of the memory space is the size of the cells that
make up a page. In (5), the sum of the values of the negative
parameter affecting the lifetime of the flash memory is sub-
tracted from the sum of the values of the positive parameter
affecting the lifetime of the memory (given that the values
of these parameters are equal) and a number is obtained for
SEL. It should be noted that if the FTL selects the victim
log block without any calculation and prioritization, many
unused pages may be erased for no reason, or the least invalid
pages in themerge operationmay be released for reuse, which
can lead to erosion.

We will investigate the proposed FTL pseudocode in the
following. This section includes four basic functions that we
explain briefly. In the function ‘‘write’’ of Fig. 2, once an
I/O command is read from the workload, the part related
to the address is extracted so that the data could be written
in its corresponding address. The logical block address is
obtained through dividing this address by the block size. The
offset of the page is computed based on the remainder of
division of LBA by the block size. In a granular mapping
table, at the block level, it is examined whether a physical
block has already been assigned to this logical address or not.
In the case that this section of the mapping table is empty,
a block data is selected from the free physical block space
of the flash memory and its address is mapped onto the LBA
in the mapping table. Then, the data is written in the correct
offset of the PBA, and the Valid_List counter increases by

FIGURE 2. ‘‘wrtite’’ function of proposed FTL.

FIGURE 3. ‘‘wrtite_to_log_bock’’ function of proposed FTL.

one (according to the writing of the new page). However,
if a physical address has already been assigned to the LBA,
there will be two scenarios. In the first scenario, the offset
of the page is free in the physical block and the page will
be written in that offset and then, the Valid_List increases by
one (according to the writing of the new page). In the sec-
ond scenario, the corresponding offset contains a value that
shows the page update operation in that offset, and then, the
Invalid_List increases by one (according to the page updated
of PBA). Finally, function ‘‘write_to_log_block’’ is called.

In Function ‘‘write_to_log_block’’ of Fig. 3, the updated
page is written in the update blocks, that is, the log blocks.
If the offset of the updated page is zero, this page is written
in the serial log blocks. In the case that a random log block
is assigned to a PBA in the related mapping table and the
log block has an unused free page, the updated page will
be written in the first free cell in the random log block;
otherwise, the function ‘‘merge’’ is called. However, if no
random log block is previously assigned to PBA, there will
be two scenarios. In the first scenario, if there is a free block
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FIGURE 4. ‘‘OVS’’ function of proposed FTL.

in the list of random log blocks, we select a free block, assign
it to the PBA andwrite the updated page in the first free cell of
the log block. In the second scenario, there is no unused log
block; thus, the linked list of random log blocks is scanned
and if a used log block is found with an associative limit less
than the parameter K, the page will be written in the first
unused free cell in the log block. Nonetheless, if all random
log blocks have reached their associative limit and there are
still unused pages, the function ‘‘OVS’’ is called.

We define the ’SEL’ parameter in the function ‘‘OVS’’ to
select the best random log block for the merge operation. This
parameter is defined to select the log blocks with the largest
number of invalid pages and the least number of unused pages
in all data blocks corresponding to that log block. In this
function shown in Fig. 4, all the data blocks corresponding
to a random log block are examined in a ’for’ loop. First,
the sum of all invalid pages is computed in data blocks; then,
the sum of all invalid pages in all data blocks corresponding
to the random log block is calculated (the number of unused
pages of a data block is obtained by subtraction of the block
size and sum of valid and invalid pages of that block).

It is of a significant importance to note that updated
Valid_List and Invalid_List are available from the other func-
tions, and there is no need to scan any data blocks to get
these values, so the SEL is obtained in the shortest possible
time with a simple calculation. In the ’SEL’ equation the sign
of the total invalid pages is positive (that is, the greater the
number of invalid pages be released in the merge operation,
the better it is) and the sign of the total unused pages is
negative (that is, the fewer the number of unused pages be
erased in merge operation, the better it is). Then, the log
blocks with greater ’SEL’ parameter are selected as the victim
for the merge operation. Finally, this random log block is sent
as the argument to the function ‘‘merge’’.

In the function ‘‘merge’’ of Fig. 5, we first find all of
the data blocks corresponding to the victim log block. Next,
the valid pages of the data blocks and the victim log block
are copied in a new data block in the list of free data
blocks, and, for each page copy in the new free block,

FIGURE 5. ‘‘Merge’’ function of proposed FTL.

the Valid_List counter increases by one. After GC operation,
the victim block and all its corresponding data blocks are
erased and added to the list of reusable empty block. Then
clear Valid_List and Invalid_List counters of all associated
data blocks. Finally the mapping tables are updated.

C. AN EXAMPLE
Here is an example to explain the proposed solution in details.
Suppose the physical memory space has 16 blocks, each
block size being 4 pages. There are 12 blocks in data block
section, and 4 blocks in log block section; there is one log
block for serial writing, and the other three blocks are for
randomwriting. The numbers above each block indicate their
physical address, (that is, PBA). The association rate of a K is
defined to be half the size of a block, which is 2 in this case.
After applying a string of I/Os, the memory schema will be
as shown in Fig. 6.

By executing the next command on the I/O workloads,
the data of ’L’ update command is issued by data block
number 5 that has not been previously assigned to any log
block. There is empty space in log blocks, but the K value has
reached the maximum amount (that is, 2) in this case, in all of
them. Therefore, a log block should be selected as the victim
and put into the merge operation so that we can execute the
current command after it is erased. At this stage, the tables
presented in the proposed FTL design section are reviewed.
The Decision Table is adjusted as Table 1 according to the
equations presented in Section III.

In the last column, you can see the SEL parameter for each
of the log blocks. Given that SEL is the largest in log14, this
block is selected as the victim block, and is included in the
merge operation.

Table 2 shows how many unused pages will be erased and
how many invalid pages will be released if each of the log
blocks are selected as the victim block in themerge operation.

As you can see in Table 2, when Log14 is selected as
the victim block the lowest number of the unused pages are
erased and the highest number of invalid pages is released in
the merge operation.

IV. EVALUATION
To evaluate the proposed FTL, it is compared with the FAST
as a base FTL, RN-FTL as the closest design to the proposed

VOLUME 8, 2020 134329



P. Forouhar, F. Safaei: Increasing the Lifetime of Flash Memory Based SSDs by Improving the Merge Operation in FTL

FIGURE 6. Example of a Memory Structure after Running a String of I/O
Operations.

TABLE 1. The Decision Table to Select the Victim Log Block.

structure and DA-FTL as a new FTL. The FlashSim sim-
ulator is used to execute and run each of the FTLs [25].
Simulations are driven by four open access workloads called,
Fin1, Fin2, MSN and LiveMapsBE. The Fin1 and Fin2 traces
were collected at a large financial institution. Financial1 is
write intensive and 77.9% of the commands are ‘‘write’’ type.
Financial2 is read intensive and only 18% of the commands
are ‘‘write’’ type [26]. MSN [Microsoft Enterprise Traces]

TABLE 2. The Number of Unused Pages Erased and the Number of Invalid
Pages Released in the GC Operation If Each of the Log Blocks were
selected as the Victim Block.

TABLE 3. Simulated SSD Specifications.

was collected at Microsoft’s several live file servers, and
unlike financial traces, their requests have larger sizes and
are sequentially burly. LiveMapsBE [Microsoft Production
Server Traces] was collected for LiveMaps back-end server
for a duration of 24 hours, and the number of switch merge
and partial merge operations is higher than the number of full
merge operations [27].

Using different workloads with unique features can
challenge the proposed FTL. The proposed scheme
is implemented in simulation of the SSD-Samsung
K9G4G08U0A 4GB platform with the specifications
provided in Table 3 [28].

The defined parameters for evaluating and comparing the
FTLs include the total number of block erase commands at
the end of each workload, the total number of unused pages
that are erased during themerge operation, the total number of
invalid pages that are released at the end of eachworkload and
the total number of full merge operations. The main cause for
selecting each of the above parameters is the efficient effect
each of them can have on the memory block lifetime.

Figure. 7 compares the number of unused pages that
are erased in GC operations in different FTLs over 4 real
workloads. As indicated in the Section III, the priority for
OVS-FTL is to reduce the number of unused pages that are
unnecessarily erased. This is accomplished with the correct
selection of the victim block before the execution of the
merge operation.

Choosing a victim block that contains the smallest number
of unused pages inside itself followed by choosing its asso-
ciated data blocks will allow us not only to obtain the most
optimal parameter, but also it makes it possible to give the
other blocks with higher number of unused pages the oppor-
tunity to find a better position by continuing the process
of input/output commands. Consequently, they will impose
lower cost on memory erosion if they are selected as the
victim block. The proposed FTL, considering Fig. 7, clearly
improves the parameter of the number of unused pages erased
in GC operations and decreased up to 11%.

Figure. 8 shows the number of invalid pages in the victim
log block and its associated data blocks, which are released
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FIGURE 7. Comparison of the Number of Unused Pages Erased in GC
Operations in Different FTLs.

FIGURE 8. Comparison of the Number of Invalid Pages Released in GC
Operations in Different FTLs.

in GC operations. As we know, the larger this parameter, the
higher efficiency of memory space it has.

In the proposed FTL, the parameter affecting the selection
of a log block as the victim is derived from the (5) (the number
of invalid pages minus the number of unused pages). The
lower is the number of unused pages in a log block and its
associated data block, the higher will be the chance of that
log block to be selected as the victim block. The result of this
can be seen in the evaluation shown in Fig. 7. This equation
also shows that the higher is the number of invalid pages of
a log block and its associated data block, this equation will
have a larger number, and again the chances of selection of
that log block as a victim will be higher. Improvement in
the number of invalid pages released following the merge
operation, comparing the proposed FTL to the other FTLs,
can be seen in Fig. 8. This parameter is increased to 28% in
the proposed FTL.

Figure. 9 and Figure. 10 show 25% decrease in the number
of pages written and copied during the merge operation, and
12% decrease in the number of blocks erased in the GC
operation in the proposed FTL compared to other FTLs; the
obvious reason for this is the postponing of the merging
operations in the log blocks for which the resulted num-
ber of differential parameters are smaller than the rest of
the log blocks, which consequently improves the use of
empty space in their associated data blocks. Postponing
the merge operation reduces the number of referrals to the
Merge command; in other words, it reduces repeated calls

FIGURE 9. Comparison of the number of pages write during the merge
operation in different FTLs.

FIGURE 10. Comparison of the total number of erased blocks during the
merge operation in different FTLs.

for the Merge command, which in turn reduces block-erasing
operations in GC operations.

What is remarkable is the addition of overhead time to
perform calculations and search for the best victim block
among log blocks. Clearly, there is a trade-off between getting
a good parameter and losing another. In this FTL, to get a
longer lifespan, we have applied an overhead time to select
the best victim block for merge operations. All available
FTLs to select the victim block in the merge operation have
performed a process that ultimately applies an overhead to the
system. The important point is that the priority of flash-based
storage systems, according to the limited number of write and
erase operations in them (which is related to their physical
characteristics) increases their lifespans, and given the very
high speed of SSDs (due to the elimination of mechanical
parts and full-electronic structure), increasing lifespan as a
major challenge in flash memory is a much higher priority
than process execution speed.

The worst-case scenario in the proposed FTL occurs when
the amount of SEL between log blocks during the merge
function does not differ significantly, and this indicates that
the additional calculations performed were somewhat worth-
less and only applied overhead to the system. The greater the
difference between the maximum SEL value and the mini-
mum SEL value, the better the proposed FTL performance. In
OVS FTL, SEL parameter variables are updated in the asso-
ciated data blocks after each command of the input workload
(this variable is located in OOB). Consequently, this helps
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FIGURE 11. The best and worst memory situation for OVS-FTL
performance.

us to get SEL for each log block with a simple calculation
and perform a simple search to find the best SEL parameter
among the log blocks during themerging process. In theworst
case, the process can be as long as log-num, which is the total
number of log blocks. It is noteworthy that in FTLs based on
the hybrid structure, the space allocated for update blocks is
much smaller than the data blocks, so it will not take long
for this search. This helps to ensure that, if at the time t0, the
merge process is not significantly improved by selecting the
victim block using the proposed method and using the SEL
parameter, then at the time t1 of the merge function, it is not
necessary to perform all calculations to obtain SEL for each
of the log blocks as the update of the main SEL parameters
for all data blocks has already been done and can be easily
calculated.

For example, suppose a log block corresponds to two data
blocks D1 and D2, and each block has 8 pages. In the best
case, the data blocks can be filled as shown in Fig. 11-a,
and 7 updated pages from D1 and D2 are written in the
random log block. It is of a great value to mention that the
update of the eighth page of one of the two data blocks fills
the capacity of the log block. So this block is sent to the
merge function to release its pages without interruption. It is
assumed that the call to the merge function is due to the
association limitation. In this case, SEL is+7 according to the
(5). In the worst case, the data blocks can be filled as shown in
Fig. 11-b and in this case, SEL is equal to -12. Therefore,
in this memory with 8-page blocks, the SEL value can be
in the range between -7 to +12. The greater the difference
between the lowest value and the highest value of SEL when
selecting the victim block is, the better the proposed FTL will
perform. Conversely, if this difference is minimal, the OVS
efficiency decreases.

It is important to note that the existence of valid pages
in data blocks makes more copies when the merge function
executes, but it is obvious that if a page remains unused, it is

FIGURE 12. Compare SEL for a data block filled with valid pages or
unused pages.

equivalent to erasing a page that was not used in the merge
operation, so it is a negative score for SEL and if it is filled
with a valid page, a page transfer operation will occur when
merging data block and log block. So, again, a negative score
will be generated when the unused page is erased, leading
to memory erosion. Therefore, these two situations will have
the same effect on SEL for a page when performing the merge
function.

For example, supposewewant to get SEL for the data block
in the Fig. 12, and consider copying valid pages as a negative
factor, in which case the SEL equation changes as (7).

SEL = (invalid_pages)− (unused_pages)− (copy_pages)

(7)

So according to the new SEL equation, in Fig. 12-a, which
does not have a valid page, SEL is equal to -2, and for
Fig. 12-b, which assumes two valid pages, SEL is equal to -2.
Obviously, the result will not change.

In presenting of (5), the negative impact of page copy
has been eliminated according to the presented explanations.
Therefore, this helps to prioritize the selection of blocks
that have more valid pages and fewer unused pages in the
implementation of the merge function; as a result, it increases
the efficiency of memory space.

V. CONCLUSION
In this paper, we presented a new FTL with the main purpose
of increasing the lifetime of the memory blocks. The pro-
posed solution relies on reducing the number of unused pages
that are erased in merge operations, increasing the number
of invalid pages that are released in GC operations, reducing
the number of erased blocks and reducing the number of
pages copied during the merge operation. To evaluate the
proposed solution, we implemented it together with three
other FTLs in the FlashSim simulator; the used I/Os should
be real workloads if an accurate evaluation is intended. The
proposed FTL significantly improved each of the parameters
affecting the memory lifetime. The remarkable point is that
the focus is on random data, and we know that the highest cost
in memory blocks erosion is related to the merge of random
log blocks. It was attempted to use workloads with a greater
impact in order to challenge the proposed FTL because in the
section related to serial I/O operations, our FTL acts like other
FTLs. The value of association between the log blocks and
the data blocks for the FTLs that are based on this parameter,
such as our proposed FTL and RN-FTL, has been obtained by
repeated executions and various configurations in an optimal
state. As a suggestion for future works, it will be beneficial to
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present a relationship to calculate the exact optimum value of
associativity between log blocks and data blocks. In addition,
scanning update blocks to select the best victim block applies
a time overhead that can be improved as a goal by providing
a solution to this bad parameter.
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