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ABSTRACT Aspect-level sentiment analysis aims at identifying the sentiment polarity of target in the
context. In most of the previous sentiment analysis models, there usually exists the problem of insufficient
extraction capability of local features and long-distance dependency features. To solve the above problem,
in this paper, we propose an improved model (called ADeCNN) for aspect-level sentiment analysis, by incor-
porating the attention mechanism into the deformable CNN model. In ADeCNN, we use deformable convolu-
tional layers and bi-directional long short-term memory network (Bi-LSTM), combined with sentence-level
attention, to extract sentiment features, and to break through the limitations of the model’s long-distance
dependency feature extraction capability. We then use a gated end-to-end memory network (GMemN2N)
to integrate the target into the sentiment feature extraction process, so as to obtain sentiment features. And
finally, we obtain the corresponding sentiment analysis results through the classifier. In addition, in order
to solve the problem that the same words have large differences in the polarity of sentiments expressed
in different targets, the model is also constructed with the ability to generate different attention weights
based on target to assist sentiment analysis, with the aim of further enhancing the correlation between the
target and the words in the sentence. We setup experiments to demonstrate the functionality effectiveness
and performance gains of ADeCNN, based on the SemEval 2014 Task4 and SemEval 2017 Task4 datasets.
Extensive experimental results show that ADeCNN outperforms its competitors, producing an arresting
increase of the classification accuracy on all the three datasets of Laptop, Restaurant, and Twitter.

INDEX TERMS Aspect-level sentiment analysis, deformable CNN, attention mechanism, gated end-to-end
memory networks.

I. INTRODUCTION
With the rapid development of information technology,
the Internet has become an important way for people to
obtain information and express their opinions, and a large
amount of text data has accumulated on the Internet. The
opinions and sentiments extracted from these text data by
using technologies like big data analysis and natural language
processing can help people make better decisions [1], [2].
Sentiment analysis is the process of analyzing the meaning
of the text and the sentiment hidden in the text by using nat-
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ural language processing technology to disassemble, model,
extract, reason, and classify the text. Usually, the purpose of
sentiment analysis is to find out the attitudes of bipolar views
on certain targets in a sentence [2].

Traditional approaches to sentiment analysis, which con-
sider the polarity of text, are too rough. Many companies
prefer to know these sentiments of the product in differ-
ent aspects. Therefore, a fine-grained aspect level sentiment
analysis needs to be proposed, which analyzes different sen-
timents of different aspects of the same product [3]. For
example, ‘“The headphone price is very high, but its quality
is very good”. The sentiment of aspect ““quality” is positive,
while the sentiment of the given aspect ““price” is negative.
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Aspect-level sentiment analysis is a fine-grained sub-
task in the field of sentiment analysis [3]. Currently,
representative methods include feature-based SVM senti-
ment classifiers [4], neural network-based supervised learn-
ing methods. Tang et al. [5] proposed target-dependent
long short-term memory networks (TD-LSTM), which is an
improved LSTM model based on target dependence. Hu and
Liang [6] and Ma er al. [7] use attention mechanism for
Aspect-level analysis. Ma et al. [8] proposed a hierarchical
attention model that explicitly attends to first the targets and
then the whole sentence, extended the classic LSTM cell with
components accounting for integration with external knowl-
edge, and incorporated affective commonsense knowledge
into a deep neural network.

Supervised learning usually requires a large amount of
annotated data. Some studies use semi-supervised learning to
perform text classification tasks. Since the variational autoen-
coder has been verified to extract the global features of text
(such as sentiment, targets and styles) [9], it has also been
successfully applied to semi-supervised text classification
tasks [10]. Fu ef al. [11] propose a Semi-supervised Aspect
Level Sentiment Classification Model based on Variational
Autoencoder (AL-SSVAE) for semi-supervised learning in
the aspect-level sentiment classification. The AL-SSVAE
model inputs a given aspect to an encoder a decoder based
on a variational autoencoder (VAE), and it also has an aspect
level sentiment classifier. It enables the attention mechanism
to deal with different parts of a text when different aspects are
taken as input as previous methods.

In aspect-level sentiment analysis, we use the word vector
to represent a word. We usually use Continuous Bag-of-
Words (CBOW) and Skip-Gram [12] to obtain the word vec-
tor of a word in the context. But the same word has different
semantics in different contexts, a single vector of a word can-
not distinguish different sentiment corresponding to different
aspects. The sentiment polarity of words is usually sensitive
to a given aspect. Therefore, researchers have proposed meth-
ods for word-word vector semantic disambiguation, such as
the topic embedding model (TWE) [13], which assigns topics
to each word in the text corpus, and learns topic embedding
based on the words and their topics. In this way, the model
can flexibly obtain context word embeddings, detect dif-
ferent topics in different contexts and capture different
semantics.

In the field of aspect-level sentiment analysis, although a
lot of efforts have been made, there still exist some outstand-
ing problems to be solved, such as, how to improve the extrac-
tion capability of aspect-level sentiment analysis models,
especially for accurate extraction of both local features and
long-distance dependency features. In this paper, we focus
on methodology, modeling and verification of aspect-level
sentiment analysis. The work and main contributions are
summarized as follows:

o Firstly, we propose an improved model (called

ADeCNN) for aspect-level sentiment analysis, by incor-
porating sentence-level attention into the deformable
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CNN model, with the main purpose to solve the problem
of insufficient extraction capability of local features and
long-distance dependency features.

o Secondly, in ADeCNN, we introduce the deformable
CNN that is mainly applied in the image processing
domain into the field of sentiment analysis, and adapt
deformable convolutional layers with Bi-LSTM, so that
it is suitable for extracting sentiment features from
one-dimensional text, thereby obtaining stronger feature
extraction capability than the standard CNN.

o Third, to break through the limitations of the model’s
long-distance dependency feature extraction capability,
we incorporate into and use the sentence-level attention
to consider the overall structural characteristics of the
sentences, so that the model has a better degree of atten-
tion to important information in the process of capturing
the relationship between word pairs in the sentences.
In addition, we also use the GMemN2N module to
generate different attention weights based on the target,
which is expected to help to solve the problem that the
same text words have different sentiment polarities when
describing different targets.

« And finally, to demonstrate the functionality effective-
ness and performance gains of ADeCNN, we setup
experiments and conduct comprehensive verifications
and evaluations based on the SemEval 2014 Task4 and
SemEval 2017 Task4 datasets. Extensive experimental
results show that ADeCNN outperforms its competi-
tors, producing an arresting increase of the classification
accuracy on all the three datasets of Laptop, Restaurant,
and Twitter. We also validate and analyze the impact of
different structures, mechanisms and parameters on the

performance of the model.
The rest of the paper is structured as follows. We first

review the related work in Section II and then present the
detailed approach in Section III. The experiments, dataset
descriptions, results and analysis are reported in Section IV,
followed by the conclusion and future work in Section V.

Il. RELATED WORK

A. ASPECT-LEVEL SENTIMENT ANALYSIS

Aspect-level sentiment analysis is a fine-grained sentiment
classification task. The goal of this task is to infer the senti-
ment polarity of the topics that appear in a given sentence.

Tang et al. [S] proposed target-dependent long short-term
memory networks (TD-LSTM), which is an improved LSTM
model based on target dependence. TD-LSTM can make full
use of the semantic information of target by using target as the
last input unit of LSTM, so as to better judge the sentiment
polarity of the topic. Sentence splitting is performed in the
LSTM sentence coding process. The target is used as the split
point for forward and backward modeling.

TD-LSTM then concatenates the vectors of the forward
and backward LSTMs and uses softmax [14] as the activa-
tion function to achieve sentiment classification. TD-LSTM
obtained better sentiment analysis results than traditional

132971



IEEE Access

J. Zhou et al.: ADeCNN: An Improved Model for Aspect-Level Sentiment Analysis Based on Deformable CNN and Attention

LSTMs. Further, Tang et al. [5] proposed target-connection
long short-term memory networks (TC-LSTM). TC-LSTM
concatenates the word vectors with the average value of all
target vectors and input them into the model. This model
fully combines the information on target and the sentence for
feature representation.

Some researchers integrated the attention mechanism into
the existing sentiment analysis models, and used target as
an important factor to influence the attention weight to real-
ize sentiment analysis of specific target. Hu and Liang [6]
incorporated a deep attention mechanism into the LSTM
model, and obtained aspect-level sentiment analysis result
by focusing attention on word vectors related to the target.
Ma et al. [7] proposed interactive attention networks for
aspect-level sentiment classification (IAN). IAN interactively
learns the attention in context and target, and respectively
generate representations of the target and context. Therefore,
the TAN model can represent the target and context well.

B. DEFORMABLE CONVOLUTIONAL NEURAL

Dai et al. [15] proposed deformable convolutional neural
network (DeCNN) for better extraction of local features of
pictures. DeCNN improves the ability of convolutional neural
network (CNN) [16] to extract local features by improv-
ing key modules to make the scope of convolutional layer
and pooling layer adaptive to transform shape. Specifically,
DeCNN has improved two key modules on CNN. DeCNN
adds a new convolution layer to the traditional convolution
step to extract the geometric deformation offset of the convo-
lution scope. After changing the shape, the scope is no longer
a standard rectangle, but an adaptive shape of the same size
that expands outward. The deformable Rol (Region of Inter-
est) adds an additional pooling layer based on the standard
pooling layer to extract and generate an offset matrix. DeCNN
introduces offset matrices into the traditional convolutional
layer and pooling layer respectively, so that the model can
adaptively extract more valuable feature information, which
greatly improves the local feature extraction ability of CNN.
Therefore, this paper introduces DeCNN for local feature
extraction of text sentiment, so that more valuable features
can be input into subsequent models for sentiment analysis to
obtain better results.

Most of the existing aspect-level sentiment analysis models
used CNN to perform the first round of sentiment features
extraction, and further extract the contextual features of the
text by connecting the LSTM layer [17]-[19]. The data
information used to represent pixels in the image features
contains the color and contour of the image and other fea-
tures information. There exists a correlation between the near
data points. Therefore, the features of similar data points are
important. By expanding the scope of convolution kernels
and Rol pooling, DeCNN enables the model to adaptively
locate data points that are closely related to the current data
point in feature extraction, thereby more effectively capturing
important information features to achieve better extraction
effect.
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C. ATTENTION MECHANISM

Attention [28] considers the overall structural features of the
context, so that in the process of capturing the relationship
for the word pairs in the sentence, the model will not be
limited to a small range of information or blindly focus on
all word pairs. Attention makes the model pay more attention
to important information and improves the accuracy of the
model. The attention mechanism is used to capture the asso-
ciation between different word pairs in context. It enables the
model to pay more attention to words with strong sentiment
features in sentiment analysis, thereby improving the effect
of sentiment analysis.

D. GATED END-TO-END MEMORY NETWORKS

Traditional neural network models such as RNN, GRU, etc.
will forget a lot of context features during the continuous
conduction of neurons, and even the gradient disappears.
The LSTM [20] is improved based on RNN [21], and the
memory gate and forgotten gate to solve the memory problem
of the model to a certain extent. However, the amount of
memory in this way is not enough to store all the important
features expressed in the text, so the researchers proposed the
concept of the memory network model to store the impor-
tant memory of the model [22]. Sukhbaatar et al. [23] pro-
posed end-to-end memory networks(MemN2N). MemN2N
processes the input discrete variables and stores them in
memory to form a memory space, and outputs the corre-
sponding prediction results according to the input keyword
vector. MemN2N uses an attention mechanism to control
the importance of storing information. Perez and Liu [24]
proposed gated end-to-end memory networks (GMemN2N)
which are based on the MemN2N network. GMemN2N com-
bines the advantages of information interaction in residual
network and highway network, and proposes a new method to
deal with the disappearance of gradient. Ma et al. [25] added
location, part-of-speech and other features to the dynamic
memory network [26], and proposed the feature-based com-
positing memory network(FCMN) model to perform senti-
ment analysis on text based on specific words. Yang et al. [27]
proposed the coattention-MemNet network, which consid-
ers the relationship between targets and other words with
multiple angles to calculate the attention weight of the
model.

Ill. ADeCNN
A. PROBLEM DEFINITION

Given a sentence § = [wsl, ws2, w;‘)’, e, wg’] consisting of
n words and a target ¢ = [wtl, wt2, wf', ..., w{"] consist-

ing of m targets occurring in sentence s, the aspect-based
sentiment analysis task aims at analyzing the sentiment of
sentence s towards the target £. For example, the senti-
ment polarity of sentence “The switchable graphic card is
pretty sweet when you want gaming on the laptop.” towards
“switchable graphic card” is positive, while the polarity
towards‘gaming”’ is negative.
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FIGURE 1. The framework of the ADeCNN.

B. MODEL STRUCTURE
The framework of the ADeCNN, as shown in Fig 1, is com-
posed of the following parts.

1) EMBEDDING LAYER
It uses the pre-trained word embedding matrix to convert the
words in the context into word vectors.

2) DEFORMABLE CNN LAYER

The word vector generated by the embedding layer is input
to the deformable CNN layer for local feature extraction.
The deformable CNN layer is composed of a deformable
convolution layer and a deformable ROI layer. The process

is shown in Fig 2.
« Deformable convolutional layer: The deformable convo-

lutional layer adds a new convolutional layer to extract
the geometrical deformation offset of the convolution
scope. After changing the shape, the scope is no longer
a standard rectangle, but an adaptive shape of the same
size that expands outward (see Fig 3). The migration
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FIGURE 2. Process of deformable convolutional layer(a) and deformable
ROI layer(b).

FIGURE 3. 3 x 3 convolution sampling position. (right)deformable
convolution, (left)convolution.

matrix defines the size and extent of the scope R of the
convolution kernel. The closer the offset sampling point
is to the key information point, the more valuable the
extracted features. The deformable convolution process
can be expressed as follows:

Ypo)= Y wEx(po +pu+ Apn), (1)
PneR

where, po represents the position of the point on the
input feature maps, p, is the position of the point in
the scope R, and Ap,, is the offset value of p,. y(po) is
the output feature of each input pg after going through
the offset matrix. w(.) is the weight of the corresponding
sampling position. x(.) is a discrete function. The offset
value x(po +pn+ Apy) is not the actual point. Therefore,
we use the bilinear difference method proposed by Jader-
berg et al. [29] in the one-dimensional feature maps to
calculate the value of the discrete position of the feature.
x(.) is defined as follows:

xp) =) max(0,1—|p—ghx@ @
q
P =po +Pn+ Apn, 3
where ¢ is all integer positions on the input feature maps.
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o Deformable ROI: The deformable ROI (Region of Inter-
est) pooling layer adds an additional pooling layer based
on the standard pooling layer to extract and generate an
offset matrix, and then the offset matrix and the standard
pooling layer work together to get a deformable ROI
feature information after pooling. The deformable Rol
pooling layer can be expressed as follows:

¥(Po) = > x(po +pu + Apn)/np. )
PneER

where n;, represents the number of points in the scope.
The process of obtaining Ap, is as follows. Firstly,
Rol pooling generates pooled feature maps. From the
maps, a fc layer generates the normalized offsets Apy,.
However, the size of Ap,, is not the same as the size of
each scope (@, h), so we use the following formula to
calculate Apy:

Apn =y Apyo(w, h), (5)

where y is the gain scalar, the default y = 0.1; o
represents the product of elements in the matrix. The
input feature maps output the feature maps under the
action of the generated offset matrix and the pooling
layer to realize feature extraction and dimensionality
reduction.

3) BI-LSTM LAYER
The feature vectors X obtained from the sentence by the
deformable CNN layer are the input of the Bi-LSTM layer
[20], [21], [30]. In the Bi-LSTM layer, X is fed into the
forward and backward LSTM to extract the forward hidden
vectors and backward hidden vectors. Then the forward hid-
den vector a; € R? and the backward hidden vector b; € R4
are concatenated to obtain the hidden vector h; € R24 of the
Bi-LSTM layer.

For the forward layer, hidden state a; is given by the
following equations:

i U@, - WDar_y +5@), ()
(@) _ () (a) (a)

il = O'(Uf X + Wf a;_1 +bf ), @)

o,(a) = G(Uo(a)Xt + Wo(a)at—l + b(()a)), ®)

ut(a) = tanh (U,f“)x, + Wu(a)at—l + bﬁ”)), ©))

(O - 0u® D oc®, o
a; = ot(“) ® tanh(Ct(a)). (1)

For the backward layer, hidden state b; is calculated by the
following equations:

it(b) = U(Ui(b)xt + Wi(b)th1 +bi(b))’ (12)
ft(b) - O(Uf(b)xt + Wf(b)thI +b}b))’ (13)
0" = o (U x + WPbiey + ), (14)

ut(b) = tanh (Uu(b)xt + Wu(b)btc1 + b,Eb)), (15)
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FIGURE 4. Sentence-level attention layer weight calculation process.

c? =i 0u® +5" 0 c¥), (16)
b = 0 ® tanh(C?). (17)

The hidden vectors are calculated by the following
equations:

hy =a; O by. (18)

4) SENTENCE-LEVEL ATTENTION LAYER

Further, we add a sentence-level attention layer to encode
the hidden layer vectors. The hidden layer weight calculation
process is shown in Fig 4, the weight a calculation formula
is as follows:

o = softmax(Wo tanh(W1HT)), (19)

where, H = [k1,ha, ..., h,], the weight matrix
W1 € R"%24 the weight matrix W, € R1 %24

The weight o represents the model’s attention to different
words in the context. So, we can get the semantic encoding
M e R"*24 according to the following formula:

M=axH. (20)

5) GMemN2N LAYER
Then, we use the GMemN2N layer to capture the internal cor-
relation between the semantic encoding and the subject word,
and obtain the polarity of the target. The internal structure of
the GMemN2N layer is shown in Fig 5. The inputs of the
GMemN2N layer are semantic encoding M and topic words
vector ul € R¥*1,

GMemN2N is composed of 7 hops, as shown in Fig. 5. For
the k-th hop, the process is defined as follows:

P = o (ReLUW [my; u¥1T) 4 %), 1)
t
of = pr X m;, (22)
i=1
T W) = o (Whu* + k), (23)

Wkt = ok o TF@) + 4k © (1 — T*Wr)), (24)
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FIGURE 5. Internal structure diagram of GMemN2N layer.

where, m;, € R1%24 represents the k-th vector in the seman-
tic encoding M. After concatenating my and u*, a non-linear
transformation is performed, and then normalized using the
softmax function to obtain the importance weight p;. my
times p; to obtain the output vector o, W’f € R"X3d ,
bllc e R"XI, WIE e R2d>(1’b/§ e deXd.

Finally, we obtain the sentiment classification of the target
by the following formula:

ﬁ = ReLU(WrgullH_l) + breuy (25)
¥ = softmax(W' T @ + o)), (26)
where, W, € R"%4.b,,, € R"*¥1, W€l c g3xn

IV. EXPERIMENT

A. EXPERIMENTAL ENVIRONMENT AND

PARAMETER SETTINGS

The experimental environment is a 64-bit macOS system,
Intel 2.6GHz 8-core i7 CPU, 16GB 2400MHz DDR4 mem-
ory, Radeon Pro 560X 4GB GPU. The compilation envi-
ronment is Python 3.6, and Keras based on TensorFlow is
selected as the deep learning framework.

In the experiment, the word vector is set to 300 dimen-
sions, and the model uses a uniform distribution of (—0.05,
0.05) to randomly generate initial values of all parame-
ters. The learning rate of the training process is set to
0.001. The Adam optimizer and classification cross entropy
are used as the loss function of the experiment, and the
decay rate is 0.95. This model uses 5-fold cross-validation,
the size of the training batch size is 6, and the epoch
is 100. We use dropout in LSTM layer and GMemN2N
layer and L2 regularization to prevent overfitting. The
dropout rate set to 0.75 and the L2 coefficient is set
to 0.0001.

The deformable convolution layer uses 2 deformable
convolutions, followed by a deformable pooling.
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The convolution kernel is a one-dimensional convolution ker-
nel with a window size of 3 and a step size of 1. Deformable
pooling layer has a window size of 2 and a step size of 1.

B. DATASETS AND INDICATOR

The SemEval dataset is a sentiment analysis dataset based
on Twitter, which was built in 2013. Initially, the dataset
contains only a simple text and the sentiment analysis
results of the text (positive, negative, neutral). In 2015, with
the refinement of sentiment analysis research, the dataset
added a new topic-based sentiment analysis, through input
text and topic, inferred the results of sentiment analy-
sis based on the target. The SemEval dataset has now
become the mainstream dataset in sentiment analysis. This
experiment uses the Restaurant and Laptop datasets in
SemEval 2014 Task4 and the Twitter dataset in SemEval
2017 Task4 to conduct the model training and testing
process.

In this paper, Accuracy is used to evaluate the sentiment
analysis effect of ADeCNN model and other models. The
accuracy rate represents the percentage of the total num-
ber of correct results predicted by the model. The higher
the value of accuracy, the better the model sentiment anal-
ysis. The calculation formula of the accuracy rate is as
follows:

Reorrect

accuracy = 27

Riotal ’
where Reorrec TEPrEsents the number of correct results pre-
dicted by the model, and nyy,; represents the total number of
model prediction results.

All three datasets contain positive, negative and neutral
sentiment polarities, and each target tag in the dataset is
extracted from the corresponding text. The data statistics of
the training and test sets used in the experiments in this paper
are shown in Table 1.
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TABLE 1. Train and test set statistics.

DataSet restaurant laptop Twitter
statistics | train | test | train | test | train | test
positive 2170 | 657 990 341 | 4897 | 2458
neutral 500 94 464 165 | 3127 346
negative 839 220 870 128 | 3997 | 3722

0.85

0.80 1

=k Ynlnlg—alnl TS
Sy
ik

Accuracy
S
2
=)

Sd~ o
~ao_

0.65 -
—- Laptop:From shallow to deep

—A- Laptop:From deep to shallow
Restaurant:From shallow to deep
Restaurant:From deep to shallow
-~ Twitter:From shallow to deep
—A- Twitter:From deep to shallow
2 4 6 8 10 12

layers

0.60 1

0.55

FIGURE 6. The effect of the cumulative number of replacement layers on
the accuracy rate. The solid line shows that the deformable layer is
replaced with the standard layer in order from the shallow layer to the
deep layer. The dotted line shows that the deformable layer is replaced
with the standard layer in order from the deep layer to the shallow layer.

C. COMPARISON WITH BASE MODELS

1) BASE MODELS

We compare the ADeCNN with the baseline models to show
the effectiveness of the deformable CNN layer. Baseline
methods include:

« Bi-LSTM: It takes each sentence sequence as input. The
hidden unit state of the last layer after concatenating
is sent to the softmax classification layer, and finally it
outputs sentiment classification results.

o TD-LSTM: It uses the target as a boundary, and divides
the entire sentence into two paragraphs, which are pro-
cessed using forward and backward LSTM. In this way,
the topic words are located at the beginning or ending of
the LSTM to extract more sentimental information.

e TC-LSTM: It is an improvement of TD-LSTM,
concatenates the average of all word vectors and
target vectors in a sentence, and inputs the word
vectors into the TD-LSTM model. Compared with
TD-LSTM, in addition to considering the structural
information of the topic words, it also considers the
content information of the topic words and inte-
grates the target with each word in the text to
obtain more excellent sentiment analysis results for the
target.

o JAN: It uses the attention mechanism to interact the
target and context and then gets the context and tar-
get codes to obtain more accurate sentiment analysis
results.
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2) EXPERIMENT RESULTS

In this experiment, for the sentiment classification task,
the above five models are trained and tested on the datasets
of three different fields, and the classification accuracy of the
models on the test set is compared.

TABLE 2. Model accuracy comparison results.

Model Laptop | Restaurant | Twitter
Bi-LSTM 0.6708 0.7572 0.6216
TD-LSTM | 0.7023 0.7637 0.6362
TC-LSTM | 0.7032 0.7709 0.6729

TIAN 0.7349 0.7968 0.6993
ADeCNN 0.7726 0.8403 0.7294

As shown in Table 2, TD-LSTM and TC-LSTM further
improve the accuracy rate by considering the content infor-
mation of target. Compared with the above models, IAN adds
an attention mechanism between topic words and text, which
significantly improves the classification effect. Compared to
the IAN, the accuracy of ADeCNN on the three datasets of
Laptop, Restaurant, and Twitter increases by 3.77%, 4.35%,
and 2.87%, respectively.

In addition, as shown in Fig 7, the accuracy rate of the
ADeCNN model in the training process reached 100% on
the verification set, which indicates that ADeCNN has a high
probability of being overfitting, which reminds us that we
can try to reduce the model parameters to further improve
accuracy rate. We regard it as our future work.

D. EFFECTIVENESS OF DEFORMABLE CNN LAYER

To explore the effectiveness of the two modules of the
deformable CNN layer (the deformable convolution layer
and the deformable Rol layer), we conduct a comparative
experiment analysis on the models of each layer with or
without deformable elements. The core idea is to remove the
deformable elements in order from high to low and replace
them with standard CNN convolutional layers and pooling
layers, and then observe the changes in the accuracy of
the model on each dataset and infer the deformable results
impact.

We use deformable CNN layer and Bi-LSTM layer to
build the basic model. The deformable CNN layer includes
8 deformable convolutional layers and 3 deformable Rol
layers, and the sequence numbers are 1 to 11 from low to high,
respectively. Every 3 deformable convolutional layers are
followed by a deformable ROI layer. Because the deep model
extracts general features in the shallow layer and extracts
more abstract advanced features in the deep layer, this exper-
iment replaces the deformable layer with the standard layer
from shallow layer to deep layer and from deep layer to
shallow layer to explore whether the deformable elements are
related to the advanced level of the extracted features.

As shown in Fig 6, as the number of cumulative replace-
ment layers increases, the accuracy rate tends to decrease,
which proves that the deformable layer has a stronger fea-
ture extraction capability than the ordinary CNN layer, and
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FIGURE 8. Influence of end-to-end memory network hop number and attention mechanism on accuracy. M1 represents the ADeCNN model with
sentence-level attention. M2 represents the ADeCNN model with general attention. M3 represents the ADeCNN without the attention layer.

can learn more representative features. More specifically,
the declining speed of the blue fold line is basically high
and then low, and the declining speed of the red fold line
is basically low and then high. This phenomenon shows that
the deformable layer improves the model’s ability to extract
shallow features more significantly. This may be because the
shallow layer usually contains a lot of redundant information,
and the filtering of this information often puts forward higher
requirements on the local feature extraction ability of the
model. If the local feature capability of the model is stronger,
it will be more obvious in the hidden layer.

E. INFLUENCE OF SENTENCE-LEVEL ATTENTION
We explore the contribution of the sentence-level attention
in the ADeCNN to the sentiment classification accuracy of
each dataset. We compare the performance of sentence-level
attention and general attention. We label the ADeCNN model
with the sentence-level attention as M1, the ADeCNN model
with the general attention layer instead of the sentence-level
attention layer as M2, and the ADeCNN without the attention
layer as M3. We define general attention as multiplying the
feature vector with a normalized weight. We adjust the hop
of the end-to-end network from 1 to 10 in order to classify
the sentiment on each dataset, and compare the accuracy.
As shown in Fig 8.

First, the three models in the Laptop dataset all show a
trend of increasing first and then decreasing with the increase
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of hop. The three models also reach the highest accuracy
rate at 6 hops. Among them, the accuracy of M1 is always
better than the accuracy of M2, and the two models achieve
similar results at 9 hops. Except for the accuracy of 3 hops,
M2 is slightly lower than M3, but it is an overall advantage.
Second, in the Restaurant dataset, the three models show a
large fluctuation trend overall, M1 and M2 reach the optimal
result at the 7th hop, and M3 reaches the highest accuracy
rate at the 10th hop. The overall accuracy ranking of the
three models is still M1 greater than M2, and M2 greater than
M3. In the Twitter dataset, the relative change of M1 is rela-
tively stable, and the other two models fluctuate significantly.
The numerical accuracy is still M1 greater than M2 greater
than M3.

Overall, the effect of the sentence-level attention layer is
better than the attention layer, and it can perform well in the
topic-specific sentiment classification task. The effect of the
model with attention layer is better than that of the model
without attention layer. The experimental results verify the
effectiveness of the sentence-level attention model in this
task. It is probably since that the attention mechanism can
make the model dynamically adjust the weights between dif-
ferent input features and lay more weights on more important
information. The sentence-level attention further improves
the attention mechanism, reduces the dependence on external
information, and focuses more on capturing the correlation
between the internal information of the sentence.
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F. IMPACT OF HYPERPARAMETERS

Finally, we investigate the effect of some hyperparameters
used in the ADeCNN model on accuracy. By sequentially
adjusting the learning rate, batch size, dropout value and gra-
dient clipping coefficient within a certain range, the accuracy
of the classification results is observed.

As shown in Fig 9, the accuracy rate gradually decreases
as the learning rate increases. Increasing the learning rate
causes the model to fall into the local optimal solution.
Adjusting the learning rate appropriately can help the model
achieve the global optimum. The choice of learning rate is
a trade-off between the accuracy of results and the speed of
program convergence. The accuracy of the model increases
first and then decreases as the batch size increases, however
the overall change is not obvious. The accuracy of the model
increases first and then decreases with the increase of dropout
from O to 1. The performance is the best in the range of
about 0.6 to 0.8.

The accuracy rate is highest at a value of about 0.75. When
the dropout value is very small, the structure of the model
does not change significantly during the training process, and
it plays a small role. When the dropout value is too large,
the large changes in the model structure in each training cycle
play the opposite role, making the model difficult to converge.

132978

0.80 -
0.75
2 0.70
g
=
2 0.65
<
0.60
=&— Laptop
0.55 1 Restaurant
== Twitter
0.5 T T T T T T T T T T T
04 045 05 055 0.6 0.65 0.7 075 0.8 0.85 0.9
dropout
(b) Dropout
0.80 -
0.75 1
z
£
=
20701
0.65 1 —&— Laptop
Restaurant
—#— Twitter
0.60 T T T T T T
5 10 15 20 25 30
gradient

(d) Gradient

Similarly, the accuracy of the model increases first and then
decreases as the gradient clipping coefficient increases.

V. CONCLUSION

In this paper, we investigate the current problems and chal-
lenges facing the field of sentiment analysis, and propose
an improved model (ADeCNN) for aspect-level sentiment
analysis, by incorporating sentence-level attention into the
deformable CNN model, with the main purpose to enhance
the existing models’ extraction capability of local features
and long-distance dependency features. Considering that the
same text words have different sentiment polarities when
describing different targets, we propose, in the ADeCNN
model, to use the GMemN2N module to generate differ-
ent attention weights based on the target. We demonstrate
the functionality effectiveness and performance gains of
ADeCNN through comprehensive experiments and evalu-
ations based on the SemEval 2014 Task4 and SemEval
2017 Task4 datasets, and the results show that ADeCNN
outperforms its competitors, producing an arresting increase
of the classification accuracy on all the three datasets of
Laptop, Restaurant, and Twitter. We also discuss the impact
of different structures, mechanisms and parameters on the
performance of the model.
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Text sentiment analysis has always been an important and
hot research area for many years. However, quite a few online
review texts do not express their sentiment polarities straight-
forward, but ironically. Ironic comments convey negative
polarity using positive expressions. For example, “What a
great phone! It stopped working in 2 days”. The existing
models, to our best knowledge, cannot effectively achieve
ironic text sentiment analysis. It is quite a big challenge to
explore models able to identify ironic sentences and accu-
rately identify their sentiment polarities.
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