
Received July 3, 2020, accepted July 13, 2020, date of publication July 21, 2020, date of current version August 12, 2020.

Digital Object Identifier 10.1109/ACCESS.2020.3010968

An Intelligent Recommender and Decision
Support System (IRDSS) for Effective
Management of Software Projects
MUHAMMAD HAMID1,2, FURKH ZESHAN 3, ADNAN AHMAD3,4,
FAROOQ AHMAD 3, MUHAMMAD ALI HAMZA5, ZUHAIB ASHFAQ KHAN 3,
SAIMA MUNAWAR2, AND HANAN ALJUAID 6
1Department of Statistics and Computer Science, University of Veterinary and Animal Sciences (UVAS), Lahore 54000, Pakistan
2School of Computer Science, National College of Business Administration and Economics (NCBA&E), Lahore 54000, Pakistan
3Department of Computer Science, COMSATS University Islamabad, Lahore Campus, Lahore 54000, Pakistan
4Department of Mathematics and Computer Science, Saint Louis University, 28003 Madrid, Spain
5Department of Economics and Business Management, University of Veterinary and Animal Sciences (UVAS), Lahore 54000, Pakistan
6Computer Sciences Department, College of Computer and Information Sciences, Princess Nourah bint Abdul Rahman University (PNU), Riyadh 84428,
Saudi Arabia

Corresponding authors: Furkh Zeshan (drzfurkh@cuilahore.edu.pk) and Adnan Ahmad (adnanahmad@cuilahore.edu.pk)

ABSTRACT The management and estimation of agile projects are challenging tasks for software companies
due to their high failure rates. This paper emphasizes how to improve management and estimation challenges
in the context of scrum, which is an agile process widely used for the development of small to medium size
software projects. The scrum emphasis on code results in spending inadequate time on the estimation process.
Mostly, the scrum master, along with the scrum team, estimates the upcoming software projects based on
experience or historical data. Many issues can arise in a case where expert judgment is not available or
historical data are not properly organized. In this paper, an Intelligent Recommender and Decision Support
System (IRDSS) is proposed that can help the scrum master to better estimate an upcoming software project
in terms of cost, time, and recommendations of human resources. Formal specification of IRDSS is also
performed using the formalism known as Z language. Furthermore, an experiment on fifteen web projects
was performed to validate the proposed approach and compared it with Delphi and Planning Poker estimation
methods. The overall results indicate that the proposed system can produce better estimation than Planning
Poker and Delphi methods by applying MMRE and PRED evaluation. This research opens new directions
for the scrum community for the development of software projects within the allocated time and cost.

INDEX TERMS Cost estimation, decision support system (DSS), human resource selection, intelligent
recommender system (IRS), software project management, time estimation.

I. INTRODUCTION
Estimation of time and cost plays an important role in the
planning and management of software projects [1], [2]. The
precision of estimation has a direct effect on the output of
a software project; underestimation may lead to schedule
or budget overruns while overestimation may have a neg-
ative influence on organizational competitiveness [3], [4].
Research efforts on time and cost estimation are spanned over
30 years and are commonly divided into expert-based and
model-based methods [5]–[7]. Expert-based methods rely on
the expertise of human resources to predict new projects.
Model-based approaches select the data from similar type

The associate editor coordinating the review of this manuscript and

approving it for publication was Resul Dash .

of already developed software projects for the judgment of
upcoming software projects. Most of the research [7]–[14]
in this domain has focused on traditional models such as
waterfall. These traditional models estimate time and cost for
complete software project at the beginning of the software
life cycle.

In the modern era, the scrum-agile process is mostly used
for the development of software projects. In the scrum pro-
cess, the software project is developed through small iterative
cycles, allowing for adaptation of changing requirements at
any point during a project’s lifetime. An agile project may
have several iterations (e.g. sprints [15], [16]) where each
iteration is usually 2 - 4 weeks long, in which the develop-
ment team designs, implements, tests, and delivers a distinct
product increment to the client. Each iteration requires the
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completion of several user stories, which is a commonway for
scrum teams to address user requirements [17]. This is a shift
from the traditional model where usually all functionalities
are delivered together (in a single delivery), which makes
estimation and decision process much complex.

In agile project management, the focus of scrum master
remains on the estimation of time and cost of a single user
story at a time making the estimation more reliable. It is a
common practice for scrum teams to go through each user
story to estimate its ‘‘size’’. Story points are commonly used
as a unit of measurement for specifying the overall size of a
user story [18]. Based on these story points, the scrum master
estimates the time and cost required to complete a user story
or sprint. In this regard, experienced scrum masters play an
essential role as the time and cost estimation done by the
scrum masters are inaccurate by at least 50% in majority of
cases [19].

These issues of software development highlight two prob-
lems in the scrum development processes [20].

1) How better estimation can be suggested based on the
best practices of successful scrum masters or historical
data?

2) How scrum master can take more good decisions
through gaining experience and tacit knowledge through
the lessons learned?

These problems arise because in most cases all the tacit
knowledge of software companies is usually lost when the
scrum master leaves the company. To handle such kind of
problems, this paper proposes an Intelligent Recommender
and Decision Support System that will help scrum masters
during estimation (of time and cost) and decision-making.
The following question is formulated by keeping in mind the
above-mentioned problems.

Can we develop a system to assist the scrum master in
project estimation and decision making?

To answer this research question, below is our research
objective.

To develop an Intelligent Recommender and Decision
Support System (IRDSS) to assist the scrum master during
project estimation and decision making based on the best
practices of successful managers or historical data.

The rest of the paper is organized as: In Section II, a review
of the literature is discussed. The detailed methodology is
described in Section III. In Section IV, the prototype design
and development is presented. In Section V, the demonstra-
tion and evaluation is performed while Section VI concludes
the research and provides directions for future work.

II. LITERATURE REVIEW
Jamieson et al. [21] highlighted the scrum master aspect of
estimation that leads a software toward failure. The scrum
master often allocates budget without an adequate under-
standing of the requirements. In this case, the allocated budget
does not reflect the actual scope of the project and ulti-
mately causes delay and cost overruns. Gupta et al. [22]

conducted a case study in the context of scrum projects.
The results showed that key challenges in the transforma-
tion of scrum development process were wrong estimation
of time and cost. In the same vein, Adnan and Afzal [23]
designed a tool to predict the effort required for scrum devel-
opment projects and uses the knowledge acquired during
the development for upcoming software projects. However,
their tool does not recommend human resources or cost
estimation based on historical data or best practices. Fur-
thermore, Colomo-Palacios et al. [24] introduced a hybrid
recommender system through the semantic technologies [48]
based on rough set and fuzzy set approaches. Their system
maintains the tasks distribution among the team members
according to their capacity. The results were found efficient
regarding expert opinion between team recommendations.
However, the system does not predict the time and cost based
on best practices or historical data. Moreover, Lin et al. [25]
presented two approaches (Multi-Agent System and K-CRIO
ontology) for improvement of the scrum process. They used
ASPECS methodology and expressed the system design
through use case modeling. Their developed tool assists the
scrum master in predication of efforts during development
but did not support in the predication of time and cost or
recommendation of human resources according to project’s
specifications. Besides, Yuliansyah et al. [26] performed a
literature review related to Use Case Point (UCP) of scrum
process and proposed an approach for the estimation of agile
projects. Their estimation approach is a combination of use
case model and scrum process. They also developed a simula-
tion application for evaluation. The authors further suggested
that there is a need to explore other factors related to esti-
mation and development of a system that can predict effort
as well as cost. In addition, Nepomuceno and Fontana [27]
proposed a decision support system using scrum for effec-
tive handling of software projects. Their system facilitates
the scrum master for time estimation of upcoming software
projects or sprint. The scrum team enters their information
including their seniority level. Then the scrum master assigns
the user stories according to the seniority level of the team
members. The system predicts time but does not consider
project domain, relevant project type, and priority level. Fur-
ther, Bhalerao and Ingle [28] critically reviewed the literature
related to agile software development and identified some
critical factors that play important role in the estimation
of agile-scrum process. Based on these identified factors
(project domain, configuration, security, complex processing,
operation ease, etc.), they also developed a constructive agile
estimation algorithm (CAEA). The scrum master gives input
to the algorithm in terms of these factors and it estimates time
for a software project. However, the algorithm does not use
knowledge base or best practices for prediction. Additionally,
Alhazmi [29] thoroughly reviewed the literature related to
scrum project management and proposed a Sprint Planning
decision Support System (SPESS) for prediction of upcoming
scrum projects. Their proposed system uses Planning Poker
method by considering various human factors (competency
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level, dependency among tasks, developers seniority) as input
from scrum master and predicts the effort required to com-
plete a particular sprint or project. They further suggested
that there is a need to develop a system that can predict the
time and cost of scrum projects based on historical data and
developers’ seniority. Likewise, Ramos et al. [30] enhanced
the scrum process using the k-Nearest Neighbors (k-NN)
algorithm for identification of the Non-Functional Require-
ments (NFRs) in the early stage of development. In their
proposed approach, the k-NN algorithm, from the available
data set, predicts the NFRs that can be implemented more
effectively by the scrum development team. Their study over-
all indicated that for good prediction of upcoming software
projects the scrum process needs further exploration in terms
of estimation and human resources recommendation.

In the agile-scrum process context, the story point values
method is mostly used for the estimation of effort required to
complete a task. This method may introduce some challenges
to the new team members, in estimating the amount of work
required for each story point. Semenkovich et al. [31] pro-
posed an extended scrum model using fuzzy logic approach
that overcomes these issues. Their proposed model estimates
the user story points based on a fuzzy inference system using
team members’ opinions, such as complexity of work and
the amount of work with different values (very easy, easy,
normal, difficult, very difficult). The overall results showed
that the system predicts more accurately for new scrum team
members but not suitable for experienced scrum team mem-
bers. Similarly, Stupar et al. [32] proposed a decision support
system for the scrum process based on fuzzy logic. Their
system minimizes the requirement uncertainty and helps the
scrum master in efforts estimation. Their system does not
predict the cost or recommend appropriate human resources
according to the project requirements. They also suggested
that more tools are required in the scrum context to complete
the product owner’s requirements within allocated time and
cost.

Furthermore, Çetin and Onay Durdu [33] conducted a case
study in two IT organizations in Turkey to determine the
use of scrum model. After a case study, they also conducted
a survey from different IT professionals to add a new role
of project leader in the scrum model to handle the issues
among senior management and the scrum team. Their pro-
posed blended model handles the issues of prediction and
recommendations based on the new role instead of historical
data or best practices. In a similar vein, Soni and Kohli [34]
proposed a model for prediction of web-based applications
using an algorithmic approach. Their model used function
points for the estimation of user story instead of user story
points. However, the model only predicts the cost of web
application but did not recommend the human resources
according to the requirements of the product owner.

The above literature indicates that scrum process is mostly
used by software companies for the development of small
to medium size software projects. In the scrum process, the
scrum master predicts time and cost at an early stage that

determines the overall output of the software project. In case,
the expert of the same domain is not available, the software
prediction is less accurate that results in exceeded time and
cost of software projects. Further, the literature also showed
that there is a need to develop a system that can appropriately
recommend human resources at an early stage and predict the
time and cost of scrum projects based on historical data. The
inappropriate estimate of time and cost profoundly impacts
the outcome of software projects [3], [35]–[38].

III. RESEARCH METHODOLOGY
Design science research (DSR) [39] approach has been used
in applied research which combines the design of mixed
method and evaluation cycle methodology [39]. The follow-
ing three phases were considered in the DSR methodology
and are mapped to our research problem.

a) The first phase was problem identification and motiva-
tion to examine and articulate the research question.

b) The second phase (prototype design and development)
consists of three activities: In the first activity, an algo-
rithm was developed for intelligent recommender and
decision support system while in the second activity,
the formal specification of the proposed algorithm is
devised in Z language. In the third activity, an intel-
ligent recommender and decision support system was
developed. The system helps the scrum master to make
better estimation of cost and time to meet customers’
expectations and time-to-market.

c) The third phase (prototype demonstration and evalu-
ation) consists of two further activities: In the first
activity, the evaluation was performed to validate the
algorithm on new software projects. In the second activ-
ity, the research question was answered.

The flow diagram of the adapted methodology is shown in
Figure 1.

A. PROBLEM IDENTIFICATION PHASE
In the problem identification phase, a search strategy was
defined. The purpose of defining the search strategy was
to find an extensive and unbiased method for gathering of
research material related to the research question. The search
strategy was developed to maximize the probability to search
the relevant studies in the problem domain. For this pur-
pose, popular databases in the software engineering research
domain, as described in [40] were used, including IEEE
Digital Library, ACM Digitial Library, SpringerLink, and
ScienceDirect. These databases were used along with Google
Scholar for verifying the collected results and performing
some meta-investigations. The search strings used to explore
these databases were based on words listed in Table 1.

Our search keys stem from the research question, while
the Boolean operator ‘‘AND’’ was utilized to join the cat-
egory 1 and category 2 keywords. Through this search, all
the articles that focus on scrum and estimation process were
retrieved. Inclusion and exclusion criteria to address the
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FIGURE 1. Design science research workflow for intelligent recommender and decision support system.

research question of the current investigation are shown in
Table 2.

Based on the findings of the literature, a research question
was formulated and the objective of the research was articu-
lated.

B. PROTOTYPE DESIGN AND DEVELOPMENT PHASE
The second phase consists of three activities. In the first
activity, an algorithm was developed for the estimation (time,

cost) and human resource recommendation. In the second
activity, a formal specification of the proposed algorithm is
devised.

Petri nets and Z language [41] are mostly used for formally
modeling the behavior of a system. Petri nets model of a
system can be simulated on a paper and the behavior of the
model can be analyzed and verified, while Z language is
suitable to describe data types, sets of operation, labeling, and
constraints of a system.
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TABLE 1. Search terms used in the review.

TABLE 2. Inclusion and exclusion criteria used in this investigation.

However, the use of Z language has several advantages
over Petri nets. For instance, data abstraction and modifica-
tion cannot be observed in Petri nets as it has a graphical
representation. Further, the Petri nets model specifies sets
of operations and defines operations occurrence in a certain
order. On the other hand, Z language defines the set of oper-
ations without enforcing any order. Due to these advantages
of Z language over Petri nets, the proposed algorithm was
formulated in Z language.

Based on the formal proof using Z language, the IRDSS
was developed in the third activity. The IRDSS has the poten-
tial to assist the scrum master during decision making and
estimation of time and cost for upcoming software projects
or sprint.

C. PROTOTYPE DEMONSTRATION AND EVALUATION
PHASE
In this phase, the experimental interfaces for IRDSS
were designed for evaluation. Based on this prototype,
an experiment on fifteen web projects was conducted. Mean

Magnitude Relative Error (MMRE) and Percentage Rela-
tive Error Deviation (PRED) (prediction at level x) [42]
estimation evaluation criteria were also applied, which are
commonly used in software estimation. MMRE and PRED
are most widely used to measure the accuracy of software
project estimation models calculated through the Magnitude
of Relative Error (MRE) measurement. MMRE is calculated
by averaging the MRE of each project in the data set. MMRE
is an evaluation technique that is used to assess the efficiency
of the effort to be estimated. PRED is an aggregate of the per-
centage ofMREwhich is less than or equal to 0.25. In the next
activity, the answers to research questions were discussed.

IV. PROTOTYPE DESIGN AND DEVELOPMENT
The prototype design and development phase contains three
activities. In the first activity, an algorithm was proposed for
IRDSS. In the second activity, the formal specification of the
algorithm was devised, while in the third activity, the actual
system was implemented.

A. PROPOSED ALGORITHM FOR IRDSS
In scrum development, it is important to make an appropriate
estimate of the time and cost required to complete a user story
within the allocated budget. The most commonly used esti-
mation methods in scrum are estimation by analogy, Delphi
method, Planning Poker, and hybrid approach. In the analogy
method, the scrum master makes estimations based on the
historical data of already developed similar software projects.
However, the estimation can go wrong if the data of existing
software projects were not properly saved. In the Delphi
method, a group of experts decides the required time and cost
to complete the software project. However, the availability of
a group of experts of the same domain may not be feasible
for some companies. Also, if an expert leaves a company all
the tacit knowledge is lost. In the Planner Poker method, the
scrum team estimates the user story based on the project’s
requirement. Planning Poker is mostly used in the scrum
process for estimation but it has some drawbacks as it does not
consider other factors such as seniority of teammembers, task
dependencies, priority level, and domain or project-specific
requirements. The hybrid method is a combination of the
above techniques. In this paper, the hybrid approach was used
to develop the algorithm to estimate the upcoming software
projects. The mathematical model of the IRDSS works as
follows.

XIRA = F(YLA,ZPA,HFA,GHRA);

YLA,ZPA,HFA,GHRA >= 0;

where;

YLA =
∑

i=1
(ZPA);

ZPA =
∑

i=1
(HFA + YLA);

HFA =
∑

i=1
(GHRA + ZPA);

GHRA =
∑

i=1
(HFA);
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The above mentioned variables are defined as:
YLA = (Learning Agent Variable)
ZPA = (Planning Agent Variable)
HFA = (Function Agent Variable)
GHRA = (Human Resource Agent Variable)
XIRA = (Intelligent Recommender Agent Variable)
Intelligent recommender agent variable (XIRA) contains

the result of the learning agent, planning agent, function
agent, and human resource agent. It further indicates that the
values of learning agent, planning agent, function agent, and
human resources agent are non-negative in the knowledge
base. The product backlog phase contains all the requirements
(user stories) of the project. On the request of the scrum
master, the intelligent recommender agent indicates the other
agents to fetch the required information from the knowledge
base.

Learning agent variable (YLA) contains the product back-
log information through planning agent variable (ZPA) and
interacts with the knowledge base. It takes the decision
according to the requirement specification from the scrum
master and quickly recommends the latest relevant lessons
learned.

Planning agent variable (ZPA) interacts with the learning
agent and function agent. The function agent (HFA) combines
the high priority user stories in the form of functions to
be executed in the upcoming sprint and the learning agent
suggests the latest learned lessons from the previous sprint of
the same domain to the scrum master.

Function agent variable (HFA) contains the result of the
planning agent and human resource agent. It indicates the
average team size and iteration length of a sprint.

Human resource agent variable (GHRA) interacts with
the function agent that indicates an average number of func-
tions to be executed in the upcoming sprint.

Finally, the intelligent recommender agent variable (XIRA)
compiles the results and responds to the scrum master.

B. FORMAL SPECIFICATION OF ALGORITHM FOR IRDSS
The formal specification in Z language allows expressing a
systems model to help communicate in a mathematical and
precise way. Such communication helps to specify details and
associated complications into simpler ones using abstraction.
Also, such formal specification of a system holds the essential
properties of the notions and provides the facility of mathe-
matical proof. For further details, readers are referred to [41]
for the terms, notations, and concepts in the Z language.
The proposed algorithm explains various steps involved in
the estimation of projects in the scrum environment. The
following assumptions are made for formal specification of
the proposed algorithm in Z language:
• The amount of time is based on the discrete time units.
• The cost is also in the form of discrete points on
non-negative integer line.

• Knowledgebase is a set of tuples where each tuple con-
tains the project types, category, number of team mem-
bers, time, and cost to complete a project.

In guarded command language [41], the algorithm for IRDSS
is defined as the sequence of steps, described below:
IRDSS v ProjectType; GetStoryPoint; SelectDataValue;

RemoveOutlier; TeamMemberOutlier
where ‘v’ is the notation used for ‘is defined as’ and Project-
Type, GetStoryPoint, SelectDataValue, RemoveOutlier, and
TeamMemberOutlier are the names of schemas that specify
the sequence of steps in the algorithm.

Further, to specify each step of the algorithm in Z language,
following are the declarations of data types used in the formal
specification:
[ProjectType] is the type of having all project types.
Category ::= web | mobile | desktop

where Category is a free type definition having three values,
viz. web, mobile, and desktop.
KNWGBASE v ProjectType × Category × Tmember ×

Time × Cost
where Tmember, Time, and Cost are the sets of non-negative
integers.

To define the schema structure for each step of the algo-
rithm for IRDSS, following non-negative integer values are
declared (Figure 2).

FIGURE 2. Integer declaration schema.

FIGURE 3. Schema of defining project type.

Figure 3 represents the global state of the IRDSS and
specifies the selection of the project type using the variable
record.

Figure 4 explains the procedure of getting the story point
value.

The next step of the algorithm viz. selecting the data value,
is specified in Figure 5. The figure explains selecting integer
values of time, cost, and team members. Further, these values
are considered as input values in the Z language.

The step of removing the outlier is specified in Figure 6.
The schema explains the procedure of defining the outlying
values, where LCB is the lower class boundary value calcu-
lated through the lower limit of the confidence interval for
the sample mean using t-distribution. Whereas, UCB is the
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FIGURE 4. Schema of defining get story point.

FIGURE 5. Schema for selecting data value.

FIGURE 6. Schema of removing outlier.

upper class limit of the confidence interval form mean value
using t-distribution. Further, lower and upper limits of the
confidence interval are rounded to the integer values to get
LCB and UCB respectively.

Finally, the step of deciding the team member outlier is
specified in Figure 7. The time for each team member is
counted, in the set tm, and is considered as an outlier if is less
than LCB or greater than the UCB. Similarly, if the counted
cost for a member in the set tm is less than LCB or greater
than UCB, it is considered as an outlier and removed from
the set tm.

C. IMPLEMENTATION
The proposed IRDSS becomes activated by the scrum mas-
ter’s request for the allocation of human resources and esti-
mation of time and cost for an upcoming user story. The
proposed system has two main components. The first com-
ponent, decision support system, gives the decision to the
scrum master regarding how much time and cost is required
for completing a user story. The scrum master specifies the

FIGURE 7. Schema for team member outlier.

software domain, set of already completed relevant projects,
story point values, priority type and total team members to
initiate the estimation process. The decision support system
then analyzes the current knowledge base as per the scrum
master’s requirements. The second component, intelligent
recommender, helps the scrummaster regarding the appropri-
ateness of team members and their seniority level as required
to develop a particular user story to complete in optimal
cost and time. It also checks the priority level of user story.
If the priority is high, intelligent recommender chooses the
team members that have experience with minimum time and
overlooks the cost factor, otherwise, it shows the average time
and cost. Finally, the algorithm compiles an estimation report
for scrum master as per their request. The pseudocode of the
IRDSS algorithm indicates that the scrum master selects the
category, relevant project type, story point, teammember, and
priority. Based on these parameters, the algorithm selects the
time, cost, and team members from a knowledge-base. The
pseudocode of the IRDSS algorithm is given below.

Input: category, project type, story point, team member,
priority.

Output: time, cost, team members.

Begin:

1. Get category, projectType, storyPoints,
teamMember and priority from scrum master.

2. scrumMasterResult = Select time, cost, team
members from ScrumMasterTable

3. where category=? and projectType=? and
storyPoints=? and teamMember=? and priority=?

4. K-means (scrumMasterResult) and return
scrumMasterFiltered

5. scrumMasterFiltered = K-MeanAlgorithm
(scrumMasterResult)

6. Search (nearest centroid point)
7. OutlinerIdentification (point to the cluster of

time and cost)
8. CalculateMean (all the assigned points in a

cluster)
9. Store time and cost as got after applying K-Mean

algorithm in a scrumMasterFiltered
10. Map Definition
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11. Map <Integer, List> scrumMasterFiltered
= new HashMap <Integer, List> ();

12. List list = {time, cost, teamMembers}
13. scrumMasterFiltered.put (teamMembers,

list)
14. If IsNotEmpty (scrumMasterFiltered)
15. return scrumMasterFiltered
16. K-NN (scrumMasterResult) and return

scrumMasterRecommendations
17. scrumMasterRecommendations = K-NN

Algorithm (scrumMasterResult)
18. CalculateTimeAndCost (scrumMasterResult)
19. initialValue {} = FindMinimum (time and cost

in k-means)
20. For each point in initialValue
21. Search (EuclideanDistance (observed

points and outliers))
22. StoreInMap (observed points and

outliers)
23. SortMap (clusters)
24. Minimum (nearest neighbors)
25. StoreInMap (time and cost after applying K-NN

algorithm)
26. List list = {time, cost, teamMembers}
27. scrumMasterRecommendations.put

(teamMembers, list)
28. If IsNotEmpty (scrumMasterRecommendations)
29. return scrumMasterRecommendations

End

Further, k-mean [43], an unsupervised clustering method,
is applied on scrum Master Result to pick the team members
clusters from the knowledge base and save in a scrumMaster-
Filtered, based on the above-mentioned parameters (category,
relevant project type, and story point value). The nearest
centroid point is selected and assigned to the cluster for the
identification of time and cost outliers. It then calculates
the mean of all the assigned points in a cluster. Besides,
it removes the outliers of time and cost using a t-distribution
method from scrumMasterFiltered. Moreover, it calculates
the average cost and time of user stories which concerns
team members and shows the result to the scrum master.
Additionally, a supervised learning algorithm, the k-nearest
neighbors (k-NN) method [44], [45], is applied on scrum-
MasterResult, to find the nearest neighbors. The outliers of
time and cost are counted separately which concern team
size and further the high category of outliers are removed
from the scrumMasterResult. Furthermore, it stores all rec-
ommendations having total team size along with time and
cost in scrumMasterRecommendations map and shows it to
the scrum master.

Moreover, Figure 8 shows an interface that explains the
output of the system. The figure shows that if a scrum master
enters story point value of 8 with 5 teammembers, the system
estimates the required time and cost as 4 days and 16,175
PKR. Figure 8 also shows that when the user story point

priority is high then the system recommends the scrummaster
to go with 8 team members instead of 5 team members.

V. DEMONSTRATION AND EVALUATION
The demonstration and evaluation phase contains two activ-
ities: In the first activity, the experiment and results were
discussed, while in the second activity, the research question
was answered.

A. EXPERIMENT AND RESULTS
A team of five professionals (one analyst, one designer, one
quality engineers, and two developers) having at least five-
year experience from a reputed software company working
on scrum process was chosen to perform an experiment.
To perform the experiment, fifteen web-based projects using
SQL and C# technologies from an e-commerce domain were
selected by the team. These projects were selected because
the said team developed these projects in the last 5 years using
these technologies. The team labeled the projects starting
from P1 to P15, each having a product backlog of twenty
to thirty features. The team was requested to measure the
time in person-day unit and cost in PKR using multiple
methods (Planning Poker and Delphi) along with our pro-
posed approach. In the case of Delphi estimation method,
two experts from the said team were selected to predict the
e-commerce web project average estimates.

Further, the said team conducted a Planner Poker method
in front of all stakeholders of the project and evaluated on the
base of chosen card value ranging from 0 – 200.

The project owner selected a user story from project back-
log phase and read that to scrum team for estimation. The
scrum team member carried out a discussion on the selected
user story and asked related questions. Each team member
then secretly picked up one card to represent his/her estimate.
Once all the team members were done with the estimation,
then they are exposed to all the other members.

If everyone selected the same card, they already have con-
sensus, and that number became the project backlog estimate.
If the estimates were different, the team had a discussion to
provide a justification and re-estimate until a consensus was
reached.

For the required cost and time for all web projects, the pro-
posed approach was carried out. Table 3 represents the com-
puted values of estimated time calculated through Planning
Poker, Delphi, and the proposed method. Whereas, visual
comparison of Table 3 is portrayed in Figure 9.

The actual cost, as well as the detailed cost for the determi-
nation of estimated value by using different estimation tech-
niques, were also collected and examined in the experiment.
Table 4 represents the comparison between the actual cost
with the detailed estimated cost, while the visual comparison
of Table 4 is portrayed in Figure 10. According to Conte
et al. [42], a software estimation approach is considered
accurate when MMRE ≤ 0.25 and PRED (0.25) ≥ 0.75.

Further, we have used PRED (x) and MMRE measures to
analyze the results. The measure MRE is defined as MRE
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FIGURE 8. Interface showing input of scrum master and proposed reliable output of IRDSS.

TABLE 3. Comparative evaluation of time predicted by estimation techniques using magnitude of relative error.

= (AT − ET)/AT, where ET represents the estimated time
and AT gives the actual times respectively, while PRED
(x) = L/N, where ‘L’ is the number of observations where
MRE ≤ x and ‘N’ is the total number of observations in the
set [46], [47]. Similarly, for cost estimation, the measure is
defined as MRE = (AC − EC)/AC, where EC represents the
estimated cost and AC gives the actual cost respectively.

The results indicated that one MRE value (0.25) of pro-
posed approach is greater against project P2, while two MRE
values are greater than against two projects labeled as P2 and
P14 in the Planning Poker method. Further, in the Delphi
method, three MRE value (0.25) is greater than Project P1,
P4, and P10. The results indicate that the proposed approach
gives better accuracy in prediction as compared to both the
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TABLE 4. Comparative evaluation of cost predicted by estimation techniques using magnitude of relative error.

FIGURE 9. Comparison of different estimation techniques with actual time.

other methods as per the recommendation of PRED (25) and
MMRE measure.

The detailed results are given in Table 5 while the
complete comparison is demonstrated in Figure 11. The
MMRE value of the proposed approach is less than Del-
phi and Planning Poker methods (i.e., 0.08 < 0.147 and

0.08 < 0.125, respectively). Moreover, the PRED (25)
value of proposed approach is 0.93 > 0.80 suggest it as
a perfect prediction model as per the PRED (25) mea-
sure. For PRED (25) of both the Delphi and Planner
Poker method, both the values 0.80 and 0.86 are less
than 0.93.
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FIGURE 10. Comparison of different estimation techniques with actual cost.

TABLE 5. Applying evaluation measures and obtained results for time
estimation.

It indicates that there is a 93% chance of accurate predic-
tion by using the proposed approach, in the forecasting of
the assigned web estimation. The results conclude that the
proposed approach carries more accurate estimates of time
than Delphi and Planning Poker methods.

TABLE 6. Applying evaluation measures and obtained results for cost
estimation.

In the following, we have used the PRED (x) and MMRE
measures to analyze the results for the cost. The results indi-
cate that twoMRE values (0.25) of the proposed approach are
greater against project P2 and P10, while three MRE values
of 0.25 are greater against three projects labeled as P2, P10,
and P14 in Planning Poker method. In the Delphi method,
four MRE values (0.25) are greater against Project P1, P4,
P10 and P15. The results indicate that the proposed approach
gives better accuracy in prediction compared to both of the
other methods. The detailed results are given in Table 6, while
the complete comparison is demonstrated in Figure 12.

The MMRE value of proposed approached is less than
Delphi and Planning Poker methods (i.e., 0.07 < 0.14 and
0.08 < 0.09, respectively). Moreover, the PRED (25) pro-
posed approach value of 0.87 > 0.73 suggests it as a perfect
prediction model. For PRED (25) of both the Delphi and
Planner Poker method, the value 0.87 is greater than 0.80
and 0.73. It indicates that there is an 87% chance of accurate
prediction by using the proposed approach in the forecasting
of the assigned web estimation. The results reflect that the
proposed approach carries more accurate estimates of a cost
than Delphi and Planning Poker methods.

B. ANSWER TO RESEARCH QUESTION
The answer of research question formulated at the beginning
of this research ‘‘Can we develop a system to assist the
scrum master in project estimation and decision making?’’
starts from Section II (literature review) which shows that the
scrum master face different issues during software project
development using scrum process. The major influencing
issues are estimation and inappropriate decision making. The
proposed system (IRDSS) improves the decision making and
estimation process by giving a quality prediction for better
project completion. It assists the scrum master during project
estimation and decision making based on the best practices of
successful managers and historical data. In the scrum process
the tacit knowledge is usually lost when the scrum master
leave the company.

IRDSS will save the lessons learned (tacit knowledge)
from developed projects in a well-organized manner that
can be further utilized in the estimation of upcoming soft-
ware projects. Furthermore, the IRDSS has used the mecha-
nism of data mining technique k-NN and k-mean clustering
algorithm for prediction. It helps the scrummaster in effective
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FIGURE 11. Time evaluation measures for proposed and existing techniques.

FIGURE 12. Cost evaluation measures for proposed and existing techniques.

predication of time and cost using various attributes. In this
system, various attributes are taken as input such as category,
project type, story point, team member, and priority. For the
grouping of various attributes of time and cost, it uses the
k-mean algorithm. Further, for classification and recommen-
dation of human resources, it used k-NN algorithm.

VI. CONCLUSIONS AND FUTURE WORK
This paper aimed to develop an intelligent recommender and
decision support system for the scrum process for effective
handling andmanagement of software projects. The proposed
system assumes that the scrum master is the main user of
the proposed approach. The scrum master initiates a request
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that describes business domain requirements related to which
they estimate. These requests are forwarded to the system
that activates and assigns the work to the relevant agents.
Agents start analyzing the knowledge base as per the scrum
master’s requirements. Once all the agents accomplish their
assigned goals, their work is compiled together in the form
of an estimate and presented to the scrum master as per their
respective requests.

Further, an algorithm has been developed for these tasks.
The proposed algorithm explains various steps involved in
the recommendation of human resources and estimation of
projects in a scrum environment. Furthermore, formal spec-
ification of IRDSS is also performed using the formalism
known as Z language.

Moreover, the IRDSS was developed for the allocation
of human resources and estimation of time and cost for
upcoming user stories. The proposed system has two main
components: The first is decision support system, which
gives the decision to the scrum master regarding how much
time and the cost is required for completing a user story.
The second component is intelligent recommender, which
helps the scrummaster regarding howmuch appropriate team
members, along with their seniority level, are required to
develop a particular user story to complete on optimized cost
and time.

An experiment on fifteen projects was performed to check
the validation of the proposed approach, with Delphi and
Planning Poker estimation methods. The overall results by
applying MMRE and PRED as evaluation measures indicate
that the proposed approach produce better estimation results
than Planning Poker and Delphi methods.

There are several directions where this research can be
extended, for instance, the current scrum tool does not reuse
the already developed user stories in new projects. Also, the
proposed system can be enhanced through a machine learn-
ing algorithms and ontology knowledge-based. Furthermore,
many other functionalities can be incorporated in our sys-
tem, such as scope management, risk management, security,
and reliability for better estimation of upcoming software
projects. The enhancement of these features will positively
influence geographically distributed development teams.
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