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ABSTRACT At present, there are many challenges in the field of pedestrian attribute recognition, such
as small targets of some attributes, imbalanced samples, and low recognition accuracy of complex samples.
In view of the above problems, we improved the model in two perspectives: 1)We proposed Feature Pyramid
Attention Model (FPAM). In order to solve the problem that attributes are distributed in different locations
in the pedestrian image, FPAM adopted the attention mechanism on the basis of ResNet-50, by which
the model’s attention could be focused on key areas of the image. As for the difficulty in small targets
attributes, we adopted feature pyramid integration strategy; 2)We proposedMulti Label Focal Loss (MLFL).
Referring to Binary Cross Entropy Loss Function (CE) and Weight Binary Cross Entropy Loss Function
(WCE), we added the weight parameters of samples which are difficult to classify to improve the recognition
accuracy, and the rate of convergencewas increased. Results show that our proposedmethod achieves 84.83%
mA, 79.37% Accuracy, 87.47% Precision, 86.09% Recall, and 86.77% F1 on PETA dataset.

INDEX TERMS Pedestrian attribute recognition, feature pyramid attention model (FPAM), multi label focal
loss (MLFL).

I. INTRODUCTION
Pedestrian attribute recognition aims to obtain the
characteristics, such as age, gender, clothing type and other
characteristics of the pedestrian from pedestrian image.
By mapping unstructured image information into structured
information, pedestrian attribute recognition can greatly com-
press the space needed for video information, and make it
more convenient for human to understand the information
of the video. The pedestrian attribute recognition is widely
used in image retrieval, image generation and person re-
identification. There is always a need to precisely find a par-
ticular target pedestrian in a mass of video data, especially in
the field of person re-identification. However, the traditional
manual retrieval method is time-consuming and laborious,
and if the attribute recognition can be used to obtain the
information of pedestrians, such as black coat, hat and other
characteristics, the search speed can be greatly accelerated by
comparing these attributes.

At present, there are mainly two problems in the field of the
pedestrian attribute recognition. For one thing, the collected
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FIGURE 1. Some existing problems in the pedestrian dataset.

pedestrian pictures have such features as changeable attitude,
large change of illumination and large change of video reso-
lution since the location of the monitoring device is uncertain,
as a result, the recognition accuracy is low. Fig. 1 intu-
itively shows the existing problem in the pedestrian dataset.
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For another, the problem in the pedestrian attribute recogni-
tion is different from the common classification problems.
In attribute recognition, generally dozens of properties of the
pedestrian need to be analyzed, and the biggest problem in
it is that the attribute labels are unbalanced, for example,
most labels of clothing color are white and black, but yellow
labels are rare, and this imbalance will lead to the great
difficulty in the color learning process of the model. In this
paper, we selected 35 kinds of attributes in the PETA dataset
and statistically analyzed the data as shown in Fig. 2. It can
be clearly concluded that the positive and negative sample
ratio of some attributes is about 1:50, and the serious sample
imbalance will make it difficult for the model to learn the
correct parameters, and eventually lead to a decrease in the
accuracy of recognition of severely imbalanced attributes.

FIGURE 2. Statistical analysis of positive and negative samples
of 35 kinds of attributes in the PETA dataset.

Many scholars have delved into the above issues.
Li et al. [1] proposed a deep learning based multi-attribute
recognition model (DeepMAR), but this method treats all
the information in the image equally, and does not focus on
the regions where the attributes are located, it ignores the
recognition of attributes of small target as well. Liu et al. [2]
introduced the attention mechanism into pedestrian attribute
recognition, however this method ignored the influence of
the imbalance of samples and the neglected recognition of
attributes of small targets.

Previous researches studied some problems in pedestrian
attribute recognition, but ignored the problems of great
intra-class difference within the attribute and small targets
of some attributes, which resulted in the lack of effective
improvement of attribute recognition accuracy. For this rea-
son, we proposed Feature Pyramid Attention Model (FPAM),
which adds CBAM attention module on the basis of ResNet-
50, and integrates multi-level features by taking example
by feature pyramid. And in order to solve the problem of
multi-attribute classification, we optimized Focal Loss func-
tion and proposed Multi Label Focal Loss (MLFL).

In multi-attributes identification of pedestrians, we ana-
lyzed the problems of pedestrian attribute recognition. And
in order to solve the problem of changeful postures, great

intra-class difference within the attribute and small targets of
some attributes, we modified the model structure of pedes-
trian multiple attribute recognition. In addition, we studied
the method of feature extraction [3], [4] and unsupervised
learning [5]. Then we proposed a new loss function.

The major contributions of this paper are summarized as
follows:
• We proposed Feature Pyramid Attention Model
(FPAM). In this paper, CBAM attention module was
added on the basis of the fundamental network, so that
the network could focus on the key parts of the image,
which could improve the quality of features extracted
by the network and to some extent solve the problem
of great intra-class differences within the attribute. And
the feature pyramid integration strategy was inserted on
the basis of the basic network to integrate the network
output feature graph with the superficial feature graph.
Through this method, it is easier for themodel to identify
the attributes of features of small targets.

• We proposed Multi Label Focal Loss (MLFL). We opti-
mized the Focal Loss for multi-attribute recognition
task. And the proportion of positive sample of each
attribute was used as the hyperparameter to balance the
proportion of positive and negative sample loss of each
attribute in the loss function. The problems of sample
imbalance and problems caused by the varying degree
of difficulty of classified samples were solved.

The rest of the paper is organized as follows. Two related
work, attribute recognition based on whole body image infor-
mation and attribute recognition based on information of
parts of the body, are introduced in Section II. In Section III,
we propose our method, FPAM model and MLFL loss, and
describe them in details. The datasets invoked in this paper
are presented in Section IV. We implement experiments to
prove the advantages of our proposed method in Section V.
And a conclusion is drawn in Section VI.

II. RELATED WORK
A. ATTRIBUTE RECOGNITION BASED ON WHOLE BODY
IMAGE INFORMATION
Most pedestrian attribute recognition methods are aimed at
the whole body image of pedestrians. Layne et al. [6], [7]
applied manually designed features and SVM [8] to detect
pedestrian attributes, and showed the effects of attribute infor-
mation on pedestrians’ reidentification. Li et al. [9] detected
the appearance attributes of pedestrians’ clothes by SVM
to help pedestrians reidentify. Deng et al. [10] identified
pedestrian attributes by cross kernel SVM [11] and usedMRF
for smooth attribute recognition. Zhu et al. [12] introduced
Gentle AdaBoost to complete the selection of feature and
classifier learning at the same time. Recent neural network
methods have also contributed to pedestrian attribute recogni-
tion for full graph. Sudowe et al. [13] first proposed attribute
convolution network (ACN), which learned to identify dif-
ferent attributes through joint training method and could
predict multiple attributes at the same time. Li et al. [1] also
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proposed a deep learning based multi-attribute recognition
model (DeepMAR), and demonstrated that joint training of
multiple attributes can help improve the overall performance
of pedestrian attribute recognition. Liu et al. [2] introduced
the attention mechanism into pedestrian attribute recognition,
and demonstrated the improvement of attention mechanism
on attribute feature recognition. The HP-net they proposed
could capture fine-grained features, and greatly enhanced the
feature representation of pedestrian images.

B. ATTRIBUTE RECOGNITION BASED ON INFORMATION
OF PARTS OF THE BODY
There are pedestrians attribute recognition based on the
information of parts of the body. Bourdev [14] proposed
the posture alignment network for depth attribute recogni-
tion (PANDA), and they adopted poslets method [15] to
obtain the body parts of pedestrians in the images, and at
the same time, each body part is separately trained with a
non-interfering human attribute classification convolutional
neural network to overcome the problem of variable visual
angle and occlusion exists in pedestrian attribute recog-
nition. Finally, all the features of the deep network are
brought together and an attribute separately trains one SVM
classifier. What they focused on is the monitoring scenes
rather than natural scenes, and they gave the influence of
perspective change, occlusion and body parts on different
attributes. Zhu et al. [16] introduced a multi-label neural net-
work (MLCNN) based on body parts, which has a predefined
attribution-part connection structure to identify pedestrian
attributes, but MLCNN cannot solve the difference caused by
occlusion and attribute change well.

III. METHOD
We proposed a multi-label attribute recognition model
(FPAM) which is on the basis of ResNet-50. The attention
module is inserted to strengthen the recognition of area where
image attributes locate in. The network applies the feature
pyramid strategy, which could integrate the features between
superficial and deep layers, to enhance the recognition of
attributes of small targets as well. Additionally, MLFL loss
function is proposed to solve the problem of imbalance in
multi-attribute sample.

A. FEATURE PYRAMID ATTENTION MODEL (FPAM)
1) ATTENTION MODULE
The multi-attribute recognition task is required to accu-
rately identify dozens of properties of pedestrians (PETA
data sets marked a total of 65 kinds of attributes) which
are located in different locations of pedestrians. Due to the
great within-class difference of scale, posture and attributes
of pedestrians, the specific position of the attributes on the
image is variable. As a result, the key point of pedestrians
multiple attribute recognition is how to make the model focus
on the information of location where properties exist. If the
attached properties labels of strong supervision learning is

FIGURE 3. Calculation process of Convolutional Block Attention Module
(CBAM).

FIGURE 4. Detailed calculation process.

applied, the difficulty of the generation of datasets will be
increased greatly, and hard to be used in practical projects.
However, the attentionmechanism of weak supervision learn-
ing could help the model focus on the interest areas of
the image and does not require additional label informa-
tion, which is a feasible way to improve the performance of
attribute recognition without changing dataset. So we embod-
ied CBAM attention module to make the multi-attribute clas-
sification model pay attention to the key areas where the
attributes exist on the pedestrian image, and to ignore the
noise position. By this means the accuracy of multi-attribute
recognition could be improved.

Woo et al. [17] proposed the convolution block attention
module (CBAM), which calculates the feature map from
channels and space respectively, then the adaptive feature can
be obtained by multiplying the attention feature map with
the original feature map. The calculation process is shown
in Fig. 3. One feature map of an intermediate layer of the
convolution network is defined as F ∈ iC∗H∗W , and CBAM
would calculate the one-dimensional channel feature map
MC ∈ iC∗1∗1 and the two-dimensional spatial feature map
MS ∈ i1∗H∗W respectively, this process is shown in Fig. 4.
The calculation formulas of the CBAM are as follows:

F ′ = Mc(F)⊗ F (1)

F ′′ = Ms(F ′)⊗ F ′ (2)

where
⊗

stands for element by element multiplication. First
multiply the channel feature graph and the input feature map
to get F ′, and then multiply the spatial feature map and F ′ to
get the final CBAM result F ′′.
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The computation of CBAM is so trivial that it can be
neglected, and CBAM can be embedded into a variety of
convolutional neural networks. Therefore, we embedded the
attention module into the ResNet-50 network structure to
improve the performance of multi-attribute recognition.

2) FEATURE INTEGRATION
On account of that some small target attributes, such as
glasses and masks, take only a small amount of image resolu-
tion, so another problem of multi-attribute recognition task is
that how to improve the recognition accuracy of small target
attributes. Because of the depth of layers, the ResNet-50
network would lose the location information of small targets
seriously, making it difficult to obtain the feature information
of small target in multi-attribute recognition, for this rea-
son, the multi-attribute recognition model we proposed may
have poor recognition performance on small target attributes.
To solve the problem, we introduced the feature pyramid
strategy, then the integrated feature map was obtained after
integrating the position information of small target in super-
ficial layer and the semantic information in deep layer. And
the accuracy of identification of small target in the pedestrian
attribute recognition could be improved.

Lin et al. [18] proposed the feature pyramid net-
works (FPN) used for target detection. FPN contains both
the superincumbent feedforward convolutional neural net-
work approach and bottom-up feature sampling processes,
and used the transverse connection to integrate multi-stage
feature, details are as Fig. 5. The experiment of [18] proved
that multi-scale feature integration enables the target detector
to acquire richer multi-scale features, especially for small
targets. Consequently, we would introduce the multi-scale
feature pyramid strategy.

FIGURE 5. Feature integration method used in this paper.

3) FPAM
Combining the advantages of attention module and feature
pyramid, we proposed a Feature Pyramid Attention Model
(FPAM), as shown in Fig. 6. The original ResNet-50 model
consists of four large residual module groups, each of which
is composed of 3, 4, 6 and 3 residual modules respectively,
and a total 16 residual modules. Every residual module is
made up of two 1*1 convolutions and one 3*3 convolu-
tion. We first inserted CBAM into each residual module
of ResNet-50 to constitute the new Residual CBAM. The
detailed structure of Residual CBAM is shown in Fig. 7(b).
The original ResNet-50 only adopted the feature map of
the forth module group, however, referring to the feature

FIGURE 6. The whole structure of Feature Pyramid Attention Model
(FPAM). The red sections represent the different sections from ResNet-50.

FIGURE 7. Comparison of residual module. (a) The original Residual
Module. (b) The Residual CBAM Module proposed in this paper.

integration strategy of target detection, the feature map in
our research should be extracted from the third and the forth
Residual CBAM groups to integrate the features and improve
the representation of these features. See Fig. 6 for the specific
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structure. Finally, we obtained the outputs and predicted its
attributes. Compared with the original ResNet-50 network,
there is only a small increase in computation in the network
we proposed, which could be neglected.

B. MULTI LABEL FOCAL LOSS (MLFL)
Generally, for multi-attribute classification, the output layer
adopts sigmoid function to unify the output between 0 and 1,
and the loss function adopts the binary cross entropy loss
function, which is defined as follows:

Loss = −
1
N

N∑
i=1

L∑
j=1

yij ∗ log(pij)

+ (1− yij) ∗ log(1− pij) (3)

pij =
1

1+ e−xij
(4)

Among them, N represents the number of samples, L rep-
resents the number of attributes, yij represents the real label
of the j-th attribute of the i-th sample, and pij represents the
predicted value of the network of the j-th attribute of the
i-th sample, whose value is distributed between 0 and 1 after
applying the sigmoid function.

Formula (3) is regarded as the loss function of
multi-attribute classification. Although all attributes are fairly
considered, in the multi-attribute classification, the ratio of
positive and negative samples of each attribute in the dataset
is not balanced in view of the large number of attributes.
As the PETA pedestrian attribute dataset in Introduction,
it can be seen that there is a large difference in the proportion
of positive and negative samples, which will lead to the
gradient of the loss function being dominated by the attributes
with large proportions, hence making the trained network
have poor performance on the recognition of attributes with
small proportions. Therefore, Li et al. [1] optimized the
loss function and adopted the weighted binary cross entropy
loss function, which set higher weight of loss function for
attribute samples with less proportion and reduce the weight
of attribute samples with higher proportion. The weighted
binary cross entropy loss function formula is as follows:

Lossw = −
1
N

N∑
i=1

L∑
j=1

ew ∗ yij ∗ log(pij)

+ e1−w ∗ (1− yij) ∗ log(1− pij) (5)

w = 1−
Nj
Nall

(6)

where w is the proportion of negative samples of the attribute
to all samples, Nj is the number of positive samples of the
attribute in the training set, and Nall represents the number of
training attributes in the training set (generally, the number of
training set samples).

The weighted loss function considers the proportion imbal-
ance between positive and negative samples, but does not con-
sider the problems caused by the different levels of difficulty
to classify the samples. In the later stage of training, most

of the simple samples can be classified correctly, and only
a small number of the complex samples might be classified
incorrectly. However, since simple samples are the majority
of the value of the loss function, so that the direction of
gradient is dominated by simple samples, but the classifica-
tion accuracy cannot be improved by simple samples, thus
we refers to [19], introducing the weight of simple attributes
and complex attributes, increasing the proportion of the loss
function value of difficult attributes in the overall loss func-
tion, and guiding the network to favor the complex samples
to improve the classification accuracy of the network for the
complex samples.

The loss function proposed in this paper is as follows:

LMLF = −
1
N

N∑
i=1

L∑
j=1

ew ∗ yij ∗ (1− pij)γ ∗ log(pij)

+ e1−w ∗ (1− yij) ∗ p
γ
ij ∗ log(1− pij) (7)

where N represents the number of samples, L represents the
number of attributes, yij represents the real label of the j-th
attribute of the i-th sample, and pij represents the predicted
value of the network of the j-th attribute of the i-th sample,
whose value is distributed between 0 and 1 after applying
the sigmoid function. w is the proportion of negative samples
of the attribute to all samples. γ is the weight coefficient of
loss function for the complex samples, and the range is set
from 0 to 5. By testing 1, 2, 3, 4 and 5, it can be proved that
the best performance is achieved when γ is set as 1. In this
paper, it is set as 1. It can be seen that when γ = 1, if the
real label is 1, the loss function of simple samples with a
predicted value of 0.95 will be reduced by 20 times, while
that of complex samples with a predicted value of 0.2 will
only be reduced by 0.8 times. Therefore, this loss function
can effectively increase the proportion of complex samples
in the loss function.

The loss function proposed in this paper is different from
focal loss in [19], which used fixed hyperparameters to bal-
ance the positive and negative samples. However, because
of the different proportions of positive and negative samples
in the multi-attribute classification, it is not suitable to use
fixed parameters to balance the ratio of these two kinds of
samples. Therefore, we considered the proportion of positive
sample of each attribute as the hyperparameters to balance
the proportion of positive and negative sample loss to the
loss function, and proposed a focal loss function suitable
for multi-attribute classification, which is called Multi Label
Focal Loss (MLFL).

IV. DATASET
A. PETA DATASET
We used the PETA data set in this paper, which con-
tains a total of 19000 images with resolution ranging from
17*39 to 169*365 pixels. Each pedestrian has 61 dichoto-
mous attributes and 4 multi-category attributes. According to
the practice, 35 attributes with balanced positive and negative
proportion were selected for training, and 9,500 images were
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randomly divided into the training set, and 1900 images were
used for the verification set and 7600 images for the test set.
The experiments in this section combined the training set and
the verification set, and a total of 11,400 images were used
for the training.

B. EVALUATION PROTOCOLS
Mean accuracy (mA) is the most commonly used standard
evaluation of attribute recognition algorithm. For the imbal-
ance of attributes in multi-attribute recognition, the recog-
nition accuracy of positive and negative examples of each
attribute will be calculated respectively, and then their aver-
age value will be taken as the recognition accuracy of this
attribute in order to prevent the model from being biased
towards those positive samples with higher proportion. The
specific formula is as follows:

mA =
1
2N

L∑
i=1

[
TPi
Pi
+
TNi
Ni

]
(8)

N represents the number of samples, and L is the number
of attributes. Pi and TPi represents the number of positive
samples of an attribute and the number of correctly identified
positive samples respectively, whileNi and TNi represents the
number of negative samples of an attribute and the number of
correctly identified negative samples respectively.

However, mA is a label-based evaluation standard, which
treats each attribute independently and ignores the correlation
between attributes. Therefore, Li et al. [20] proposed an
example-based evaluation standard, which is more consis-
tent with human’s prediction of pedestrian attributes. The
example-based evaluation standard includes: accuracy, pre-
cision, recall rate and F1 value. The detailed definitions are
as follows:

Accexam =
1
2N

N∑
i=1

|Yi ∩ f (xi)|
|Yi ∪ f (xi)|

(9)

Precexam =
1
2N

N∑
i=1

|Yi ∩ f (xi)|
|f (xi)|

(10)

Recexam =
1
2N

N∑
i=1

|Yi ∩ f (xi)|
|Yi|

(11)

F1 =
2 ∗ Precexam ∗ Recexam
Precexam + Recexam

(12)

whereN represents the number of samples, Yi is the set of real
label of the i-th sample, f (xi) is the predicted attributes set of
the i-th sample, and |·| represents the number of attributes in
the set.

V. EXPERIMENTS
To evaluate the effectiveness of our approach and study
the impact of various factors on person attribute recog-
nition, we conduct several groups of experiments on the
PETA dataset. Subsection V-A gives an introduction of basic
experiment setting. Subsection V-B compares the effects of

attention module and feature integration. Subsection V-C
conducts further researches on the loss function. Subsec-
tion V-D compares our approaches with existing ones.

A. EXPERIMENT SETTINGS
In this paper, we build the basic network by PyTorch. And we
used parameters of ResNet-50 which were pre-trained on the
ImageNet to initialize the FPAM. The formula (7) was used as
the loss function to optimize the network. Generally, it is nec-
essary to preprocess the data before training the model, which
can expand the dataset and improve the generalization ability
of the network. In this paper, the pre-processing process of
experimental data includes adjusting the size of the image to
224*224 to meet the requirements of the network for input
images, and performing horizontal inversion and subtracting
average value to expand the dataset. Stochastic weight we
used was set to 0.9, the batch size was set to 32, and the initial
learning rate was 0.001. A total of 150 epochs were trained,
and the learning rate was adjusted to one tenth of the original
value after every 50 epochs. Table 1 illustrates the hardware
environment and software version of the experiment in this
paper.

TABLE 1. Hardware and software version in our experiments.

B. EFFECTIVENESS OF FPAM
The FPAM proposed in this paper is based on ResNet-50
with attentionmodule and feature integration structure. In this
section, by using the parameters in the above experimental
settings, we studied the influence of each module on the
accuracy of attribute recognition on the PETA dataset and
PA-100K dataset. In order to fully prove the effectiveness
of FPAM network, we employed CE, WCE and MLFL loss
functions respectively. The experimental comparison results
are as follows.

It can be seen from Table 2 that the mA increased by 1% by
using CE loss function. By using WCE loss function, the mA
increased by 1.28%. And the mA improved by 1.04% by
usingMLFL loss function. It can be seen fromTable 3 that the
mA increased by 2.76% by using CE loss function. By using
WCE loss function, the mA increased by 0.62%. And the mA
improved by 1.59% by using MLFL loss function. According
to all kinds of indexes, FPAM network has a significant
improvement in pedestrian attribute recognition.

C. EFFECTIVENESS OF MLFL
1) COMPARISON WITH OTHER LOSS FUNCTION
We did not only propose the FPAM network structure, but
also optimized the loss function. In this section, the effect
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TABLE 2. Comparisons between different feature extraction model on
PETA dataset. FI is feature integration, CBAM is attention module,
CE means Cross Entropy loss, WCE means Weighted Cross Entropy loss,
and MLFL means Multi Label Focal Loss.

TABLE 3. Comparisons between different feature extraction model on
PA-100K dataset. FI is feature integration, CBAM is attention module,
CE means Cross Entropy loss, WCE means Weighted Cross Entropy loss,
and MLFL means Multi Label Focal Loss.

of MLFL loss function was studied on the PETA data set
by using the parameters in the above experimental settings.
We adopted and compared ResNet-50 and FPAM network
structures with CE,WCE, andMLFL respectively. The exper-
imental results are as follows.

It can be seen from Table 4 that in ResNet-50 network,
adopting MLFL loss function can improve mA by 0.86%;
In FPAM network, MLFL loss function can improve mA by
0.90%.According to all kinds of indexes,MLFL loss function
can significantly improve pedestrian attribute recognition.

TABLE 4. Comparisons between our loss function and others on
ResNet-50 and FPAM.

2) CONVERGENCE RATE
Fig. 8 demonstrates the convergence rates of CE, WCE and
MLFL respectively. Firstly, we compared the rate of descent.
MLFL is the fastest, CE is the second, and WCE is the

FIGURE 8. Comparisons of convergence rates of different loss functions
on PETA dataset.

slowest. The reason for this phenomenon is that the main fac-
tor of convergence rates is the complex samples, and this kind
of samples require more iterations to allow the model to learn
the parameters. The MLFL proposed in this paper increased
the proportion of loss function of hard samples compared
with CE and WCE loss function, as a result, the model could
learn complex samples first, which leads to the acceleration of
the convergence rates directly. Secondly, it can be seen from
the final loss value of these three loss functions that the loss
value of MLFL loss function is the minimum, which proved
that the MLFL loss function enables the model to learn better
parameters.

D. COMPARISON WITH STATE-OF-THE-ART METHODS
The experimental results of pedestrian multi-attribute recog-
nition network proposed in this paper on the PETA dataset
are as follows: the mean accuracy (mA) based on labels is
84.83%, the accuracy based on examples is 79.37%, the pre-
cision is 87.47%, the recall rate is 86.09%, and the F1 value
is 86.77%. The comparison results with other algorithms are
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FIGURE 9. Comparison of recognition accuracy of each attribute between the method proposed in this paper and Deep-Mar on PETA dataset.

FIGURE 10. Visualization of pedestrian attribute recognition on PETA dataset.

shown in Table 4. The first seven items in the Table are the
benchmark experimental results on the PETA dataset listed
in [2], and the last item in the Table is the experimental results
of the pedestrian multi-attribute recognition model proposed
in this paper.

The first three algorithms all used SVM as classifiers,
and the difference is that the first algorithm used traditional
manual design features, while the second and third algorithms
used Caffe Net to extract pedestrian attribute features. Both
ACN and Deep-Mar algorithms used convolutional neural
network to identify pedestrian attributes. M-net and HP-net
are from [2]. The former only used Inception Net as the
basic network, while the latter combined with the attention
mechanism and inserted the attention mechanism network on
the basis of M-net.

TABLE 5. Comparison with the state-of-the-art on PETA dataset.

It can be seen from Table 5 that the model proposed in this
paper are ahead of other algorithms, which is attributed to the
excellent feature extraction ability and generalization ability
of ResNet-50 network that enables the algorithm to learn
proper feature representation on PETA dataset, and the use
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FIGURE 11. Visualization of recognition accuracy of messenger bag. The
positions and shapes of messenger bags varied greatly in the pictures.
’Ours’ stands for the proposed method. ’Base’ stands for traditional
method.

of CBAM attention module is also a key factor, which makes
the multi-attribute recognition network in this paper focus on
the image position where the attributes exist and ignore the
irrelevant position. Otherwise, through the improvement of
the feature integration strategy and loss function, we enabled
the model focus on the attributes of small target and the
attributes with a significant imbalance proportion of positive
and negative samples. Fig. 9 demonstrates the comparison
of recognition accuracy of each attribute between the model
proposed in this paper and Deep-Mar, it can be seen that the
recognition accuracy ofmost attributes of themodel proposed
in this paper is higher than that of Deep-Mar model, which
could prove that the improvement of the model in this paper
is effective. Fig. 10 shows several examples of pedestrian
multi-attribute recognition on PETA data set. Fig. 11 shows
the comparison between the proposed method and the tradi-
tional method in the accuracy of messenger bags recognition.

VI. CONCLUSION
Aiming at problem of pedestrian multi-attribute recogni-
tion based on global image, we proposed Feature Pyramid
Attention Model (FPAM) which combined attention module
and feature integration. And we proposed Multi Label Focal
Loss function to ensure that the loss function could be used
in multi-attribute recognition. Eventually, we compared and
analyzed the experimental results to prove the effectiveness
of the model and loss function proposed in the paper. In the
future, we plan to study that how to solve the problem of
low resolution in pedestrian attribute recognition and how to
apply the method of image recognition to fault diagnosis and
fault tolerant control [21], [22].
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