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ABSTRACT Field stations and observation systems in cold and arid areas are mostly distributed in harsh
natural environments which lead to problems such as the poor real-time data collection, transmission
and processing, lower accuracy of data and failure to form integrated network observation, etc. To solve
these problems which severely restrict scientific monitoring and research in these areas, a Layered and
Heterogeneous Clustering routing algorithm LHC is proposed for field observation instrument networks
based on the classical clustering routing algorithm LEACH. First, the LHC algorithm adopts the mechanism
of heterogeneous node energy to divide nodes into advanced nodes and normal nodes. The advanced nodes
have more initial energy than normal nodes, which increases their probability to be elected as cluster heads
(CHs). Then, a hierarchical structure is used to divide the network into several layers, each layer elects a fixed
number of CHs, and the distribution of CHs is improved. Finally, by analyzing the influence of the residual
energy of the node and the distance between the node and the base station (BS) of the network, the mechanism
based on energy and distance factors is introduced into each round of CH election to improve the CH election
method. In Matlab experiments, the improved LHC algorithm was compared with LEACH, SEP, and DEEC
through analysis and comparison from the aspects of network life cycle, energy consumption and CH number.
The experimental results show that the LHC algorithm has the advantages of uniform CH distribution and
balanced node energy consumption which effectively improve the energy efficiency and data transmission
capacity, and prolong the life cycle of the observing instrument network. The LHC algorithm provides an
important routing protocol for observing instrument network and real-time reliable data transmission.

INDEX TERMS Observation instrument network, wireless sensor network, cluster routing algorithm,
layered architecture, energy heterogeneous.

I. INTRODUCTION

The cold and arid areas of China form about two-thirds of
the total land area. Although the ecological environment in
these areas is fragile, they contain indispensable resources for
the national economy and have a prominent strategic posi-
tion. Observation stations deployed in the field are important
bases for obtaining scientific data and carrying out scien-
tific research and scientific research data is mainly obtained
through long-term and continuous monitoring of geological
elements by field observation instruments [1]. In order to
establish the observation network system in cold and arid
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areas, we made a detailed investigation of the field obser-
vation stations in cold and arid areas in China. As shown in
Fig. 1, most of these observation stations are located harsh
natural environments with high altitude, cold, and pathless
locations, which result in a series of problems, such as poor
real-time transmission and lower accuracy of data collection
and processing. In particular, field stations mainly focus on
in-station observation and research to result in insufficient
regional comprehensive research. These problems have seri-
ously restricted the development of field monitoring and
scientific research in cold and arid areas [2].

A field observation instrument network is a wireless ad-hoc
network technology to achieve real-time monitoring of spe-
cific areas in the field. It has many characteristics such as
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many observation elements, a large amount of transmitted
data, complex structure, etc. Furthermore, it requires high
real-time and accuracy of data collection, transmission and
processing. Although the nodes of the field observation
instrument network have a certain amount of solar cell aux-
iliary power supply, due to the harsh environmental impact
of the deployment, energy consumption is still the primary
problem that needs to be addressed. Therefore, according to
the characteristics of observation instrument networks, it is
necessary to build a routing protocol with an efficient energy
balance and robust data transmission to solve the problem of
network “‘hot spots” and the short network life cycle caused
by uneven energy consumption of nodes. After the inves-
tigation and analysis of the field observation environment
in cold and arid areas, the observation instrument network
and wireless sensor network (WSN) [4] were compared, and
it was found that both of them had similar characteristics
such as self-organization, wireless transmission and dynamic
topology, etc. Thus, according to the unique characteristics
of instrument networks, the wireless sensor network can be
adapted to meet the requirements of the observation instru-
ment network.

Wireless sensor networks are a new type of net-
work [5]-[7], which can conveniently monitor areas that need
real-time monitoring and send data to Base Station (BS) to
achieve specific functions. Nodes of WSN have the advan-
tages of low cost and a self-organizing network, but also
have the disadvantage of energy limitations [8], [9]. How to
balance the energy consumption of each node to extend the
life cycle of the network has great significance to the appli-
cation of the improved WSN to the network of observation
instruments mentioned in this paper.
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FIGURE 1. Field monitoring network for ecology and environment in cold and arid regions of China [3].

The key point of the routing protocol for field station
observation instrument networks is network clustering opti-
mization and the combination of network clustering and
inter-cluster routing. In this way, the problem of network
death caused by the uneven energy consumption of nodes
can be alleviated and avoided. However, current solutions
of clustering have not fully solved the problem of uneven
distribution of CHs and the unbalanced energy consump-
tion of CHs in the network. Therefore, based on the clus-
tering routing algorithm LEACH (Low Energy Adaptive
Clustering Hierarchy), a layered and heterogeneous routing
algorithm for field observation instrument network, LHC,
is designed to achieve real-time, long-term and stable obser-
vations in cold and arid areas and provide high real-time,
high quality and stable data for scientific research in these
areas.

The main contributions of this study can be summarized
as follows: (1) We model the network with a layered hetero-
geneous structure and the mechanism of energy and distance
factors to improve the CH election method. (2) We propose
that the LHC algorithm is not only suitable for field obser-
vation instrument networks but also to provide efficiency of
nodes in such networks. (3) Through comprehensive simula-
tions, we verify the performance of the proposed algorithm.

The rest of this paper is organized as follows. In Section 11,
relevant research work is described. In Section III, the net-
work model of field observation instruments is established.
The design idea and detailed steps of the LHC algorithm
are described in detail in Section I'V. The simulation exper-
iments are described and analyzed in Section V. And in
Section VI, the conclusions and future work are summarized
and described respectively.
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Il. RELATED WORKS

A. ROUTING ALGORITHM

The primary function of a wireless sensor network routing
algorithm is to construct the data transmission mode and path
between the nodes and the BS, which is the core technology
of the network layer of WSN. The quality of the routing
algorithm has an essential impact on the performance of wire-
less sensor networks [10], [11]. To meet the requirements of
various application scenarios, scholars have designed a vari-
ety of routing algorithms. Routing algorithms can be divided
into different types according to different requirements. For
example, based upon the data transmission path, they can
be divided into single-path routing protocols and multi-path
routing protocols [12], [13]; based upon whether or not the
geographical location of nodes is utilized, they can be divided
into location-based routing protocols and non-location-based
routing protocols [14]; based upon the network topology, they
can be divided into plane routing protocol and cluster routing
protocol [15].

B. CLUSTERING ROUTING ALGORITHM

In the routing algorithms of WSNs, the clustering routing
algorithm has the advantages of low energy consumption,
high stability and good expansibility, and so on. In clustering
routing algorithms, clustering is grouping, that is, all nodes
in the network are divided into different groups according to
specific application requirements, and each group is a cluster.
Each cluster consists of a CH and multiple member nodes
within the cluster. The working principle of the clustering
routing algorithm can be summarized as follows: firstly, the
member nodes in the cluster send the monitored data to the
CH, and then the CH forwards its monitored data and all
the received data to the next-hop node or BS after data fusion.

Cluster routing algorithm has the following advan-
tages [16]:

1) Low energy consumption. On the one hand, the cluster
head fuses the data of member nodes and then trans-
mits it, which reduces data redundancy and transmis-
sion volume, and correspondingly reduces the energy
consumption of nodes. On the other hand, a sleeping
mechanism is introduced into intra-cluster communi-
cation, and member nodes in the cluster can be in a
sleeping state when they are not sending data, which
also reduces energy consumption to some extent.

2) High stability. The subnetwork formed by clustering
is relatively stable, so the influence of the change of
network topology structure on the network is reduced.

3) Good Scalability. Clustering can make the network
adapt to the change of topological structure dynami-
cally and has high expansibility, so it is suitable for
large-scale networks.

The advantages of clustering routing algorithms make it a
hot research topic for domestic and foreign scholars. In recent
years, researchers have proposed many clustering routing
algorithms for WSNs, which have made great breakthroughs
in energy consumption and network life cycle [17].
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Clustering routing algorithms of WSNs can be divided into
two types: homogeneous clustering algorithms and heteroge-
neous clustering algorithms. At present, most clustering rout-
ing algorithms are homogeneous types, such as LEACH [18],
LEACH-C [19], PEGASIS [20], HEED [21], etc. LEACH
algorithm adopts a distributed random selection method of
CHs, in which all nodes are periodically selected as CHs to
achieve the goal of uniform energy consumption. LEACH-C
is a centralized CH election algorithm, which requires that
only nodes with energy higher than the average residual
energy of the network can be elected as CHs. LEACH-C
requires each node in the whole network to communicate
directly with the BS to report its location information and
energy information, to estimate the average value of the
remaining energy of the network. The BS selects CHs accord-
ing to the information sent by each node. Although the
process consumes a lot of communication energy, it pro-
longs the stable period of the network. In literature [22],
the Genetic Algorithm (GA) is used to replace the simulated
annealing algorithm in selecting CHs based on the LEACH-C
algorithm, which makes the process of CHs selection better.
In Literature [23], fuzzy inference systems have been adopted
into the CH selection. The goal of this paper is not only
to prolong the lifetime of a mobile sensor network for a
certain amount of energy, but also to reduce the packet loss
in a mobile sensing environment. In literature [24], fuzzy
inference systems have been adopted into the CH selection,
too. In literature [25], a power distribution method is used
to select CHs, and the network throughput is significantly
increased. The LEACH-EPM algorithm proposed in litera-
ture [26] optimizes the selection of CHs. It uses the Dijk-
stra algorithm to establish the inter-cluster routing mecha-
nism, which reduces the communication energy consumption
between clusters. The EMESLSC algorithm [27] is a proba-
bilistic clustering algorithm. The probability of nodes being
selected as CHs depends on the residual energy, the length
of the buffer and the power of received signals. PEGASIS
algorithm [20] organizes all nodes into chains, and greatly
reduces the number of nodes directly communicating with the
BS through the effective chain structure. However, it requires
each node to know the location information of other nodes
in the network, which costs a large amount of energy. More-
over, if the network size is large, the chain length of the
algorithm will increase the data transmission delay. Same as
the LEACH algorithm, the HEED algorithm is a completely
distributed clustering algorithm [21], which mainly studies
and improves the uneven distribution of CHs. The HEED
algorithm introduces the residual energy of nodes and the
communication cost within the cluster as parameters, so that
the selected CHs are well distributed in the network which
results in faster clustering speed and a more uniform network
energy consumption. However, this algorithm needs to carry
out multiple data iterations when generating clusters, and the
communication cost is high. Literature [28] found that the
HEED algorithm is only applicable to a homogeneous net-
work environment, and proposed a DWEHC algorithm [28]
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for heterogeneous networks. The DWEHC algorithm further
improves the message iteration, makes the CH distribution
more balanced, reduces the number of message iterations,
and relatively reduces the energy consumption. The com-
bination of WSNs and intelligent algorithms in clustering
routing algorithms is also a research hotspot in recent years,
such as the STBCP algorithm [29], MOFPL algorithm [30]
and so on, and good research results have been obtained.
In addition, the RRDLA algorithm [31] studied the QoS
routing of WSNs and modeled the reliable routing problem
as an MCOP problem. RRDLA algorithm achieved a good
balance among multiple QoS constraints such as end-to-end
delay and energy consumption. Literature [32] investigated
the problem of self-protection in WSN and devised the SPLA
algorithm, which is a novel and efficient algorithm. The
SPLA algorithm not only preserves the self-protection but
also provides efficiency of nodes.

The deployment environment of field observation instru-
ment networks are more suitable for the clustered routing
algorithms of the heterogeneous network. On the one hand,
some nodes in an observation instrument network use solar
cells for auxiliary power supply which forms network nodes
with heterogeneous energy. On the other hand, the differ-
ence in the power supply capacity of solar cells will also
lead to the energy heterogeneity of network nodes. In the
related heterogeneous network research, Qing et al. improved
the heterogeneous energy algorithm SEP [33] and proposed
the DEEC algorithm [34]. The SEP algorithm is based on
a second-level heterogeneous network. That is, there are
advanced nodes and normal nodes in the network. The algo-
rithm allocates different rotation cycles for nodes with dif-
ferent initial energy with the purpose of extending the stable
period of the network. However, the CH election of the SEP
algorithm is only based on the initial energy of nodes and
does not consider the remaining energy of nodes. The DEEC
algorithm extends the second-level heterogeneous network
to the multi-level heterogeneous network, and the selection
of CHs is determined by the residual energy level of nodes
and the heterogeneity of the network, which can not only
make full use of the heterogeneity of the network but also
adapt to the change of energy of nodes. However, the DEEC
algorithm uses an estimation scheme of the average residual
energy of the network. It assumes that the network energy
consumption is uniform, which is inconsistent with reality,
thus weakens its practicability. The optimal number of CHs
and the formula of average energy per round of the DEEC
algorithm are improved in literature [35] to reduce the overall
network energy consumption, but the node location is not
considered. Literature [36] takes into account the location
distribution of nodes, making it easier for nodes close to the
BS to be selected as CHs. However, low-energy nodes are
not protected, which can easily lead to the rapid death of
nodes near the BS due to the repeated selection of CHs. Liter-
ature [37], [38] also as modified the SEP algorithm to address
multi-level energy heterogeneity and adopted a probabilistic
calculation method based on energy ratio in the stage of the
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CH election, which protects low-energy nodes to a certain
extent. Aderohumu et al. proposed the E-SEP algorithm [39]
which added intermediate nodes and divided the nodes in the
network into three categories according to energy. Compared
with the SEP algorithm, it further improves the stability of
the network, but the distance between the nodes and the
BS was not taken into account by the E-SEP algorithm.
Faisal et al proposed the Z-SEP algorithm [40], in which
the heterogeneous energy nodes in the network are deployed
in different regions according to different energies, and the
CHs are elected only in the regions where the advanced
nodes are deployed. This partitioning deployment strategy
can save energy consumption to some extent and prolong
the network life cycle. Literature [41] proposed an adaptive
and efficient dynamic clustering routing algorithm, EDFCM,
which is similar to the DEEC algorithm. It also predicts
the average energy consumption in the next round of the
ideal state by estimating the average residual energy of the
network. The EDFCM algorithm takes the predicted value
and historical energy consumption as the reference factors
for calculating the probability. In literature [42], an improved
and heuristic clustering algorithm was proposed to obtain the
optimal number and location of CHs. Compared with the SEP
algorithm, it extended the network life cycle, but it shortened
the stable period of the network.

To sum up, although these algorithms have improved the
life cycle of the network to some extent, they still have not
fully solved the problems such as the uneven distribution of
CHs and the unbalanced energy consumption of CHs in the
network. How to solve these problems effectively is still the
research hotspot of WSNs, and it is also a key problem that
needs to be solved as we introduce WSN into the observation
instrument network.

IIl. NETWORK MODEL OF OBSERVATION INSTRUMENTS
NETWORK

A. NETWORK OF OBSERVATION INSTRUMENTS

Based on the investigation and analysis of the field observa-
tion environment in cold and arid areas, and the comparative
analysis of a field observation instrument network and a
WSN, it is concluded that the network routing protocol for
an observation instrument network should have the following
characteristics:

1) The observation instrument network has fewer nodes
than a WSN. However, in cold and arid areas with
complex geographical environments, the deployment
model of nodes of field observation instruments net-
works is the same as WSNs, where nodes are usually
deployed in a random manner in specific areas.

2) Nodes of WSNs use battery power, and once the battery
runs out, the nodes will not work. A field observation
instrument network is usually powered by solar cells,
and the power supply capacity is stronger than a wire-
less sensor network. However, due to the influence of
harsh weather in the field, the battery may not be able
to be charged for a long time and the power supply
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efficiency cannot be guaranteed. Therefore, the main
design strategy is that observation instrument networks
should be efficient and have balanced utilization of
energy.

3) WSNs usually have a single observation element
and data transmission content is generally simple.
However, observation instrument network has many
observation elements, large data transmission volume
and a complex structure, which require the obser-
vation instrument networks to have a large network
throughput.

4) Generally, the hardware design of the nodes in obser-
vation instrument networks is complex, and the cost of
the nodes is higher than that of normal wireless sensor
nodes, which requires the node density to have less
influence on the network performance.

5) The network of observation instruments should have
the character of redundancy. The network can be auto-
matically adjusted or rebuilt when the original cluster
is destroyed due to node death or failure.

Solar cells are used as an auxiliary power supply in

a part of the nodes of observation instrument networks,
which inevitably leads to the energy heterogeneity of net-
work nodes. Secondly, due to the different energy consump-
tion rates of nodes in the process of network operation,
energy heterogeneity is ubiquitous in the network. Therefore,
the heterogeneous energy model is adopted to design the
network routing algorithm for observation instrument net-
works. In addition, the routing protocol focuses on the net-
work clustering optimization and the combination of network
clustering and inter-cluster routing to alleviate and avoid
the problem of rapid network death caused by the uneven
energy consumption of nodes. In this paper, the main reasons
for designing the network routing algorithm for observation
instrument networks based on LEACH algorithm are as fol-
lows: (1) The LEACH algorithm is a classical clustering
routing algorithm, which has the advantages of high stabil-
ity, simple data fusion and high energy utilization; (2) The
LEACH algorithm has a unique logical hierarchy, which can
better support other important WSN technologies such as a
security mechanism.

B. LEACH ALGORITHM

The Low Energy Adaptive Clustering Hierarchy algo-
rithm (LEACH) is the first WSN cluster routing algorithm,
which was proposed by Heinzekman et al. of Massachusetts
Institute of Technology. It is a typical clustering and data
fusion clustering routing algorithm [43]-[45], and most clus-
tering routing algorithms were developed based on its idea of
clustering. LEACH’s basic idea is described as follows: CHs
are selected periodically utilizing equal probability to reduce
the number of direct communications between nodes and BS.
New CHs will be selected in each round, and the energy
load of the whole network will be averaged to each node,
to reduce the energy consumption of network communication
and extend the whole network life cycle [18]. The network
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network routing protocol.

architecture of the wireless ad-hoc network clustering net-
work routing protocol based on LEACH is shown in Fig. 2.

The basic process of CHs election by the LEACH algo-
rithm is as follows: each node in the network selects a random
number between 0 and 1. If the value selected at random in
the current round is less than the set threshold T'(n), then this
node will be selected as the CH in the round.

The calculation formula of 7'(n) is shown in Equation (1).

S R
T (n) = { 1 —plrmod(;)] (1)
0 others

where p is the probability of each node in the network being
elected as CH, r is the number of current rounds, and G is the
set of nodes that are not elected as CHs in //p round. When
T (n) is set to 0, all nodes on the network will start to elect
CHs again. After the election of CHs, the CH nodes broadcast
their CH status to the whole network, and the CSMA MAC
protocol is adopted in the broadcast process to avoid conflicts.
All non-CH nodes in the network judge which cluster to join
according to the strength of the received signal and inform
the relevant cluster heads, so the establishment of the cluster
is completed.

The LEACH clustering routing algorithm has a unique log-
ical hierarchy which can better support data fusion, security
mechanisms and other important WSN technologies. Thus,
it is suitable to be adapted for field observation instrument
networks in cold and arid areas. However, the LEACH algo-
rithm still has the following disadvantages [46]:

1) The energy consumption of CHs is difficult to balance.
In the process of the CH election, the LEACH routing
algorithm does not consider the remaining energy of
nodes. Since each node has the same probability of
becoming the CH, a node with lower energy can be
elected as a CH, which will accelerate the death of this
node and affect the performance of the whole network.

2) The CHs far away from the BS consume too
much energy. From the network energy consumption
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mode [18] adopted by the LEACH routing algorithm,
it can be seen that there is a threshold value for the
distance between the BS and the CH. When the distance
is larger than the threshold value, the energy consump-
tion of sending messages of CHs will be proportional
to the fourth power of the distance, which will result
in excessive energy consumption of the CHs far away
from the BS.

3) The distribution of CHs is difficult to optimize. The CH
selection mechanism of the LEACH routing algorithm
makes it difficult to achieve the optimal number and
distribution of CHs.

C. HETEROGENEOUS ENERGY NETWORK

The heterogeneous WSN is a network composed of a variety
of different types of sensor nodes [33]. In heterogeneous net-
works, node energy heterogeneity is ubiquitous. It is because
different types of sensor nodes may have different initial
energies; even for the same type of nodes, due to the different
rate of energy consumption, the remaining energies of nodes
are varied in the process of network operation. Secondly,
when new nodes are added to the network or some advanced
nodes can replenish energy, the energy of network nodes
will be heterogeneous [34]. Solar cells are used for auxiliary
power supply in part of nodes of field observation instrument
networks, and the heterogeneous energy network is more
suitable for practical application scenarios.

In this paper, a two-level heterogeneous energy network is
adopted, which consists of two types of sensor nodes with
different initial energy: advanced nodes and normal nodes.
Suppose Ey is the initial energy of normal nodes, m is the
proportion of advanced nodes in the network, and the energy
of advanced nodes is a times higher than normal nodes. Of the
total number of nodes N, the initial energy of m*N advanced
nodes is Eg * (1 4+ a), and the initial energy of (1 — m) x N
normal nodes is Ey. Then the total initial energy of the two-
level heterogeneous energy network is shown in Equation (2).

Eioral = N % Eo * (1 + a % m) @

D. BASIC ASSUMPTIONS

In order to facilitate simulation, we assume that the obser-
vation network of the study is distributed in a square area of
M*M , which is composed of N nodes randomly distributed in
an observation instrument network. The BS is located at the
edge of the area, and the whole network carries out the data
collection periodically. The network is assumed as follows:

1) The nodes and the BS will not move after deployment.

2) Each node has the ability to conduct data fusion and
each node has a unique ID.

3) Two-level heterogeneous energy of nodes.

4) The node can freely adjust its transmission power
according to the distance of the receiver and the link
is symmetrical. If the transmission power of the other
party is known, the node can calculate the distance from
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FIGURE 3. Energy consumption model of wireless communication.

the sender to itself according to the received signal
strength indicator (RSSI) 47].

5) The BS is not limited by energy and does not need to
consider energy consumption. When the BS transmits
signals at specific transmitting power, all sensor nodes
in the whole network can receive the signals.

E. ENERGY MODEL

The LHC algorithm adopts the same wireless communication
energy consumption model as the LEACH algorithm [18],
as shown in Fig. 3. The energy consumption model is divided
into three components: E7y, Erx and Epr, which represent
the energy consumption of sending data, receiving data and
data fusion, respectively. The energy consumed by a node
sending L bits of data a distance of d consists of two parts:
transmitting circuit loss and power amplification loss, as
shown in Equation (3).

Erx(L,d)

L *Eelect + L % 8fsd2 d < do(Free space model)

| L*E e + L*empd4 d>dy(Multipath decay model)
(3)

where E,.; represents the transmitting circuit 10ss, L * Egjecy
is the energy consumed by the node to receive L bits of data,
&fs and g, represent the energy required for power amplifi-
cation in the Free space model and Multipath decay model,
respectively. dp is the distance threshold, and its calculation
formula is shown in Equation (4).

dy= | @)
Emp

F. THE PRACTICAL APPLICATION

Observation instrument networks mainly include sensors,
data acquisition instruments, nodes, a BS and sensor net-
works. In this paper, on the basis of the original sensors and
data acquisition instrument on the observation platform of
field stations, the key technology of observation instrument
network is designed independently.
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FIGURE 4. The practical application scenario of an observation
instrument network.

Data acquisition instruments are connected with a number
of sensors and the instrument network nodes deployed in
the observation area. Nodes are connected with the deployed
data acquisition instrument through RS232 serial port and
send control commands to the data acquisition instrument to
realize data automation, digital collection and reverse control
of the data acquisition instrument.

The instrument network nodes constitute the network with
the routing protocol of a wireless ad-hoc network, and trans-
mit the packets to the BS, which returns the data to the
data center through network technologies of the network
transport layer. The BS is mainly responsible for receiving
the observation data transmitted from the instrument network
nodes. The data is then fused and transmitted back to the data
center through network technologies. The practical applica-
tion scenario of an observation instrument network is shown
in Fig. 4.

IV. DESIGN OF LHC ALGORITHM FOR FIELD
OBSERVATION INSTRUMENT NETWORK

BASED ON LEACH ALGORITHM

In this paper, based on the characteristics of field observation
instrument networks, a Layered and Heterogeneous Cluster-
ing routing algorithm LHC is proposed based on LEACH,
which considers the residual energy and transmission dis-
tance of nodes.

A. NETWORK INITIALIZATION
Working the same as the LEACH algorithm, the LHC algo-
rithm uses rounds as the working cycle of the algorithm,
and each round includes the stages of CH election, cluster
establishment, schedule establishment, and data acquisition
and transmission. In order to ensure the effective working
time of the network, the total working time of the first three
stages of the algorithm is much less than that of the data
acquisition and transmission stage, and the whole working
cycle is automatically triggered to start again after a specified
time.

The initialization of the observation instrument network is
carried out only once in the initial stage of network operation,
and there is no initialization stage in each subsequent cycle.
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The BS initiates network initialization. When the network
deployment is completed, the BS will broadcast the message
of starting. All nodes will start to work after receiving the
message. The working sequence of the network is shown in
Fig. 5.

Different from the LEACH algorithm, the LHC algo-
rithm uses a hierarchical structure similar to the Progressive
Multi-hop Rotational Clustered (PMRC) algorithm [48] to
divide the network into multiple adjacent virtual sub-layers
according to the size of the network in the initial stage of the
network, and select a fixed number of CHs in each layer.

The structure is a hierarchical structure proposed by
Mei et al. [48], which is suitable for large-scale WSNs. The
structure divides the network into multiple layers, each of
which is composed of several clusters. The CHs are responsi-
ble for forwarding the data of the cluster members to the inner
CHs, and finally to the BS. The PMRC structure is designed
for WSNs based on multi-hop clustering. As the CH needs
to forward more data, it consumes too much energy, which
limits the network life. Thus, only the similar hierarchical
structure of PMRC is used to optimize the cluster head distri-
bution in this paper.

Fig. 6. shows the hierarchical architecture adopted in this
paper. According to the network model, all nodes are ran-
domly distributed in the monitoring area, and the BS is
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deployed in the central position at the edge of the monitoring
area. When the network is initialized, the BS based on the
network size and user requirements divides the observation
area into k layers by the circles O;(i = 1, 2,3...) which iR
(i=1, 2, 3...) are the radius of the circle, respectively. And
the center of the circles is the BS. The first layer takes the BS
as the CH because nodes located in it are close to the BS, and
kopt /(k—1) CHs are selected for each layer of the other layers.
kopr denotes the number of optimal CHs of the network, which
is an important parameter related to the clustering routing
algorithm [37]. In literature [17], the author deduced the
calculation formula of k., as Equation(5).

| N
kopt = E :
where dy,ps is the average distance from the CH to the BS,
and is shown in Equation (6).

Efy M

2
Emp dy,pg

&)

M
diops = 0.765 7 (©6)

In order to evenly distribute the CHs, the relationship
between the number of layers k and the optimal number of
CHs (kopr) is expressed in Equation (7).

k—1=vVkop )

Assuming that the side length of the observation area is M
and the radius of the first circle (O1) is R, then, the number
of layers (k) should satisfy Equation (8).

VO +M2 ms
k=) = 15 ®)

Suppose the total number of sensor nodes in the network
is N and number of sensor nodes in each layer is n;(i =
1,2, ..., k), then the relationship between N and n; satisfies
Equation (9).

N=Y" n ©)

Then, the probability that a node in the k—/ layers will be
elected as CHs is shown in Equation (10).

. kopt
pi= (10)

The probability of CH election for nodes in the k—1/ layers
of the LHC algorithm is pi. From Equation (5), it can be seen
that the number of optimal CHs is related to the number of
nodes and the size of the network. For example, N = 100 and
M = 100, kop; ~9. Then, when 3 CHs are selected from each
layer, the radius R should be set to 25.

This layered structure can make the distribution of the
elected CHs more uniform, which solves the problems of
uneven distribution of the CHs in LEACH and other improved
algorithms to some extent.
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B. CLUSTER HEAD ELECTION

After dividing the whole network into k layers, each layer is
equivalent to a small network. The mechanism of candidate
CHs was introduced in this paper. Firstly, the candidate CHs
are elected in each layer except the first layer, and then the
optimal CHs are selected from the set of candidate CHs to be
the final CHs.

1) ELECTION OF CANDIDATE CLUSTER HEADS

The election of CHs is the core of the whole clustering algo-
rithm, and the elected CHs directly affects the performance
of the algorithm. Whether a node is suitable for CH is closely
related to the following two points:

a: THE RESIDUAL ENERGY OF THE NODE

The residual energy of node directly affects its viability.
If nodes with relatively high residual energy elected to be
CHs, the life cycle of the whole network could be extended.
However, if nodes with lower energy are elected as CHs,
they will die quickly due to the massive energy consumption,
which will have a certain impact on the network topology,
data transmission, life cycle and other aspects.

b: DISTANCE BETWEEN THE NODE AND THE BS

As can be seen from the energy model Equation (3), when the
distance between the node and the BS is less than the given
threshold value (dp), the communication overhead is O(nz);
but when the distance is higher than dy, the communication
overhead becomes 0(n4). Therefore, if a node far away from
the BS is elected as a CH, due to the long communication
distance, the power consumption will be too high and the
death of the node will be accelerated. Thus, to elect a node as
the CH the residual energy of the node should be considered,
as well as its distance from the BS. And if the residual energy
is equivalent for all nodes, it is more advantageous for nodes
close to the BS to be elected as CHs.

The residual energy of the node reflects its ability to pro-
cess amessage, which is called the energy factor. The distance
between the node and the BS reflects the energy consumption
rate of the node, which is called the distance factor. Through
the above analysis, a cost function for the node(i) in the
cluster(j) based on energy factor and distance factor is shown
in Equation (11).

costij(r) = E; (r)? + (1 — E(r)*) - D; (r)*  (11)

where r is the current number of rounds, E;(r) represents the
ratio of the residual energy of node(i) to the initial energy of
normal nodes in the network, and D;(r) represents the ratio
of dj to the distance between node(7) and the BS.

The expression of E;(r) is shown in Equation (12).

E) = (12)
Ep
The expression of D;(r) is shown in Equation (13).
Di(r) = il (13)
d;
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The LHC algorithm considers these two factors compre-
hensively, and sets the threshold value for nodes to be elected
as CHs according to Equation (14).

pnrm
——Xcost; j(r) neGp
1= (rmod(;1-)) Y
T'(n) = pa#xcosti (r) neG, (14
1 J
1-— (rmod(]%))
0 others

where, py, 1s the probability that normal nodes are elected
to be the CH, and the calculation formula is shown in Equa-
tion (15).

pi

D 15
l+a-m (15

Pnrm =

Padv 18 the probability that advanced nodes are elected to
be the CH, and the calculation formula is shown in Equa-
tion (16).

_ pi(l+a)
T l4am

Padv (1 6)
where r is the current number of rounds, G is the set of
normal nodes that have not been elected to be the CHs in the
previous //p rounds, and G, is the set of advanced nodes that
have not been elected to be the CH in the previous //p rounds.

In the process of CH election, the larger the cost (cost; j(r))
of a node and the larger value of 7’(n), then, the higher
probability that it will be elected as CH. The probability that
a normal node and an advanced node are selected as CHs
is proportional to the residual energy of the node, and is
inversely proportional to the distance from the node to the BS.
After the completion of network initialization, the residual
energy of all normal nodes is Ey, and that of advanced nodes
is Ep * (1 4 a). Thus, the probability that advanced node to be
elected as CH is higher than normal nodes. With the operation
of the network, the larger the residual energy and the closer
to the base station a node is, the higher probability the nodes
will be elected as a CH.

2) DETERMINATION OF THE FINAL CLUSTER HEAD
Although the LHC algorithm divides the network into layers
in the initial stage, the distribution of cluster heads elected
in each layer is more random. The mechanism to control the
distance between cluster heads and set a minimum spacing
value of CHs was adopted to make sure that the distance
between CHs elected in each round in each layer will not be
larger than this threshold value. In this way, data redundancy
caused by the close distance of CHs can be avoided and
the CHs can be distributed more evenly. If the observation
network is evenly divided into K clusters in a square area of
M*M, and the region radius of the cluster is set as d, then the
maximum dy,;, and minimum d,,;;, of d can be expressed in
Equation (17) and (18), respectively.

d 1 M? M (17
= X — = —
min ) K 2\/?
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FIGURE 7. Flow chart of cluster head election in LHC algorithm.

1 M? M

—_— = —
T K K
Then, the region radius of each cluster should be between

the interval [L, L], and the minimum distance D
between CHs is defined in Equation (19).

M
2/K

If in a round of CH election, two distances between candi-
date CHs are less than D, then the candidate with the lower
value of the cost function cost; j () will be discarded.

The process of electing CHs for each layer of the LHC
algorithm is shown in Fig. 7.

(18)

dmax =

D = dyin = 19)

C. CLUSTERING PROCESS

Each node that has elected itself a CH for the current round
broadcasts an advertisement message to the rest of the nodes.
For this “CH-advertisement” phase, the CHs use a CSMA
MAC protocol, and all CHs transmit their advertisement
using the same transmit energy. The advertisement mes-
sage of CH includes node location, residual energy, current
number of rounds, etc. The non-CH nodes must keep their
receivers on during this phase of set-up to hear the adver-
tisements of all the CH nodes. After other nodes receive the
advertisement message, they decide which cluster (the near-
est cluster) to join according to the strength of the received
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signal, and send the join information to the corresponding
CH. After each node has decided to which cluster it belongs,
it must inform the CH node that it will be a member of the
cluster. Each node transmits this information back to the CH
again using a CSMA MAC protocol. During this phase, all
cluster-head nodes must keep their receivers on.

The cluster head node receives messages from all the nodes
joining the cluster. Based on the scale of the cluster, the
cluster head node creates a TDMA (schedule) and broadcasts
it to the members of the cluster to inform them of the start
time to transmit data, so that they can transmit data within
the corresponding time, so as to ensure that the members of
the cluster will not have conflicts when they transmit data.

D. THE SELF-HEALING MECHANISM OF CLUSTER

In the operation process of the whole network, whenever a
node dies, the established cluster is destroyed, and the self-
healing mechanism of the cluster should be considered. Node
death can be divided into two cases: cluster member node
death and cluster head node death.

1) The member node of the cluster dies. Members of the
cluster should broadcast the news that they are about to
die before running out of energy. Therefore, all normal
nodes should have an energy threshold that is larger
than the energy required for this broadcasting. Once
their energy is smaller than this threshold, they will
immediately start broadcasting their dying message.
The message includes the ID information, location
information, current number of rounds, and so on.

2) Cluster head node dies. The energy threshold of the
CH is larger than the energy used to send the dying
message to the BS. When the BS receives the news of a
CH death, it immediately organizes a new round of CH
election.

E. DATA ACQUISITION AND TRANSMISSION

After the establishment of the cluster, the network nodes
begin to collect and transmit data. If the node in the cluster
wants to send data, it will start collecting and sending data to
the CH in a time slot allocated by the CH. If the node does
not transmit data, it will turn off the wireless signal and sleep
automatically to reduce the energy consumption of the node.
When the CH receives the data transmitted by all the nodes
in the cluster, the data is fused and forwarded to the BS. The
purpose of data fusion is to eliminate redundant data, reduce
data volume and energy consumption of transmission.

When the algorithm finishes executing for a period, the
network restarts and enters the next round of CH election,
clustering and data transmission.

As described above, the operation flow chart of LHC algo-
rithm is shown in Fig. 8.

V. EXPERIMENTAL RESULTS AND ANALYSIS

A. ANALYSIS OF ALGORITHM COMPLEXITY

The complexity of the routing algorithm has an essen-
tial influence on the communication overhead of the
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FIGURE 8. Workflow of LHC algorithm.

network [49]. The complexity of the field observation instru-
ment network should be kept constant or changed linearly
with the number of nodes.

The messages generated by the LHC algorithm in each
round are: in the stage of CH election, k,p; nodes are elected
as CHs, and each cluster head broadcasts an elected message,
the total number of messages is kp,; after the BS receives the
selected message of all CHs, it broadcasts a CH confirmation
message to all nodes, and the total number of messages is
1; each node sends a cluster-added message according to the
calculated result of the threshold value T’(n), and the total
number of messages is N — k,,; Each CH confirms the
addition of nodes, and the total number of messages to be
sentis N — kop;.
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TABLE 1. Parameters configuration in simulation experiments.

Parameter Value
Network area (m) (100,100)
Coordinates of BS (m) (50,0)
Total number of nodes N 100
Initial energy of node (J) 0.05
Data packet size L (bits) 4000
Eetect (nJ/b) 50
& (pJ/b/m?) 10
Emp (PJ/D/M*) 0.0013
dy (m) 87.7
Multiple to initial energy of normal 1
nodes a
Percentage of advanced nodes 0.1
number m

In a single round of the network running, the total number
of messages generated is: 2N + 1—k,p, so the message
complexity of this algorithm is O(N). This shows that the
LHC algorithm has low message overhead and high energy
efficiency. According to the analysis of algorithm complexity,
the threshold (7”(n)) determines the message overhead of the
algorithm. Choosing the appropriate 7”(n) can not only make
more suitable nodes become CHs, but also avoid excessive
messages overhead.

B. NETWORK SIMULATION EXPERIMENT

MATLAB was used to run the simulation experiments of
the LHC algorithm in this paper, and the LEACH, SEP
and DEEC algorithms were also implemented in the same
experimental environment to evaluate and analyze the algo-
rithm’s performance. First, because some of the nodes in
the field observation instrument network use solar cells
for auxiliary power supply, the influence of heterogeneous
parameters a and m on the improved algorithm were simu-
lated and analyzed. Then, the LHC algorithm was compared
with the other three algorithms in terms of CH distribution,
network life cycle, network energy consumption and packet
quantity.

1) SIMULATION PARAMETER SETTING

The parameters of the simulation experiments selected in
this paper are shown in Table 1. In literature [33], [34],
sufficient simulation experiments have been carried out on
the SEP and DEEC algorithms for heterogeneous energy net-
works. The initial value of the heterogeneous parameters in
LHC algorithm is consistent with SEP algorithm and DEEC
algorithm.
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2) INFLUENCE OF HETEROGENEOUS PARAMETERS A AND
M ON THE LHC ALGORITHM

Field observation instrument networks are different from the
general WSNs in terms of the power supply method. Due
to the deployment of observation instrument networks in
harsh environments, some of the nodes use solar cells as
an auxiliary power supply. In this paper, the heterogeneous
parameter a is a multiplier that describes the initial energy
of an advanced node based on the initial energy in a normal
node. In the LHC algorithm, it is used to describe the power
supply capacity of the node using solar cells as a power
supply. We assume a = I, and varying a from /- 10 represents
the increase in power supply capacity. The parameter m is
the proportion of advanced nodes. It is used to describe the
number of nodes using solar cells as an auxiliary power
supply. We assume that m = 0.1, and when m varies from
0.1 to 0.9, this represents the increase in number of advanced
nodes.

The parameters a and m are mainly used to verify whether
the LHC algorithm can make full use of supplementary
energy. Therefore, a and m are essential indexes for evalu-
ating the performance of an observation instrument network.

In the second-level heterogeneous network, the parameter
values of advanced nodes to the total number of nodes (m)
and the multiple (a) to initial energy of normal nodes were
changed gradually in the simulation experiments, and the
performances of four clustering algorithms (LEACH, SEP,
DEEC and LHC) were observed.

Fig. 9. describes the time (round) of first node death of the
four algorithms in the cases of m = 0.1 and as a increases
from 1 to 5. It can be seen from Figure 9 that, the increase in
energy of the advanced nodes in the LEACH algorithm has
almost no effect on the death time of the first node. This is
because all nodes in the LEACH algorithm can be elected
as CHs with the same probability, and the residual energy of
nodes is not considered in the CH election. In SEP, DEEC
and LHC algorithms, the increase in energy of the advanced
nodes leads to a delay in the death time of the first node, which
increases the network stability period. Among them, LHC has
the best effect on extending the stable period of the network.
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FIGURE 10. Round of the first node death when m is varied from 0.1
to 0.9.

Fig. 10. describes the first node death time (round) of the
four algorithms when a = I and m increases from 0.1 to 0.9.
As it can be seen from the figure, the increase in the number
of advanced nodes does not affect the death time of the first
node of the LEACH algorithm, which also indicates that it is
more suitable for isomorphic networks. For the other three
algorithms, increasing the number of advanced nodes will
prolong the death time of the first node.

As it can be seen from Fig. 9. and Fig. 10, the LEACH
algorithm cannot make good use of the increase in energy by
the changes to m and a, which result in a shorter stable period
for LEACH in the whole process. It suggests that the LEACH
algorithm is not a suitable algorithm for heterogeneous net-
work clusters, thus, it cannot be applied to field observation
instrument networks directly.

In addition, the LHC algorithm can make good use of the
energy increase by the change of a, and its stable period
is longer than that of the LEACH, SEP and DEEC algo-
rithms. In other words, as the number of deployed advanced
nodes increases or the power supply capacity of solar cells
increases, the stable period of an observation instrument net-
work can be significantly extended.

3) DISTRIBUTION ANALYSIS OF CLUSTER HEADS

The distribution of CHs has a significant influence on the
performance of the network. Fig. 11 shows the CH distri-
bution when each algorithm runs to 100 rounds in the same
simulation experimental environment. In the figure, “0” rep-
resents normal nodes, “+4” represents advanced nodes, ““x”’
represents CHs, and “” represents the BS.

It can be drawn from Fig. 11. (A), (B), and (C) that the CHs
of the LEACH, SEP and DEEC algorithms are not evenly dis-
tributed. At some rounds, the number of nodes between each
cluster varies greatly, and there are cases of massive clusters
and tiny clusters. In this way, the energy consumption of CHs
in clusters with many nodes will be large, and may result in
the “‘hot spot” problem in the network. Also, cluster heads
may be dense in some regions and absent in other regions.
As aresult, nodes far away from the CH have to increase their
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TABLE 2. The number of CHs generated during the execution of four
algorithms.

Rounds
Algorithm
10 20 50 80 100
LEACH 6 5 8 16 5
SEP 15 8 13 8 12
DEEC 10 3 4 12 4
LHC 9 9 9 9 9

transmission power in order to maintain communication with
the CH which results in unbalanced energy consumption.
As can be seen from Fig. 11(D), due to the implementation
of hierarchical architecture in the LHC algorithm, a fixed
number of CHs are selected in each layer and the minimum
distance between CHs is set, the CHs are evenly distributed,
and the distance between nodes in the cluster and CHs is rela-
tively short. The LHC algorithm can maintain better network
communication and extend the network life cycle.

Cluster heads play a very important role in clustering
networks. Whether the number of CHs can be kept stable is
an important criterion to measure and evaluate the clustering
algorithms. Table 2 and Fig. 12(A) show the number of CHs
of four algorithms from 1 to 100 rounds in the simulation
process. As can be seen from the chart, the number of CHs
in the LEACH, SEP and DEEC algorithms fluctuate severely.
In particular, the DEEC algorithm changes the probability of
nodes being selected as CHs, resulting in the phenomenon of
zero CHs. Therefore, it is difficult for the number of CHs to
be stable near the optimal number of CHs. However, in the
LHC algorithm, the number of CHs keeps near the optimal
number of CHs and remains stable. As shown in Fig. 12(B),
this stability will not be broken until the number of dead
nodes starts increasing.

4) THE LIFE CYCLE OF NETWORK

Table 3 and Fig. 13 show the network lifecycle of four
different algorithms. Due to the improvements of the SEP,
DEEC and LHC algorithms over the LEACH algorithm, the
performances of these three algorithms are all better than the
LEACH algorithm. The improvements of the SEP and DEEC
algorithms were carried out under the assumption that the
BS was located at the center of the observation area. Thus,
in the case of BS locating at the edge of the observation
area, the two algorithms perform moderately. In practical
application, the BS is generally located outside the observa-
tion area. The LHC improves the CH election method and
adopts a hierarchical structure to make the CHs distributed
evenly. Therefore, when the BS is located at the edge of
the observation area, the number of rounds before the first
node death and the total rounds before network death of LHC
algorithm are all better than the other two algorithms.
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FIGURE 11. Cluster head distribution diagram of four algorithms at 100 rounds, among which (A) LEACH algorithm, (B) SEP

algorithm, (C) DEEC algorithm, and (D) LHC algorithm.

TABLE 3. Comparison of network life cycles for the four algorithms.

Algorithm First Node Dies 70% Node Last Node
Dies Dies
LEACH 80 133 329
SEP 90 136 255
DEEC 91 156 207
LHC 140 297 658

As can be seen from Table 3, the first node death occurs
when the LHC algorithm runs to about 140 rounds, and 70%
of the nodes die when it runs to about 300 rounds. The death
time of the first node of the LHC algorithm is 75% higher
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than that of the LEACH algorithm, and the death time of
70% nodes is 120% higher than the LEACH algorithm. It is
because the nodes with lower residual energy and nodes far
away from the BS in the LEACH algorithm may also be
selected as CHs, which will cause the premature death of
the CHs due to excessive energy consumption. The LHC
algorithm first divides the network into k layers according
to the optimal number of CHs, and then selects the optimal
number of CHs in each layer, which can ensure the CHs are
evenly distributed in the network and can balance the energy
consumption of the whole network. The LHC algorithm also
takes into account the energy factor and distance factor in the
CH election to make the elected CH the most suitable node
to be the CH, so as to prolong the network life cycle.

Fig. 14 shows the comparison diagram of the remaining
energy of the four algorithms in the whole network. It can be
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seen from the figure that the remaining energy of the LHC
algorithm is obviously higher than the other three algorithms
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FIGURE 15. Comparison of data packets received by the BS with the
number of rounds.

which indicates it has the highest energy efficiency of the
algorithms.

5) NUMBER OF PACKETS RECEIVED

Table 4 shows the statistical comparison of packets received
by the BS after 50, 100, 150, 200 and 500 rounds of the four
algorithms. It can be seen that when running to 500 rounds,
the number of packets received by using the LHC algorithm
is about 5400, which is much larger than the other three
algorithms. This indicates that the LHC algorithm can meet
the demand of large data transmission volume in observation
instrument networks.

Fig. 15 is a comparison of the number of packets received
by the BS in the four algorithms with the number of rounds.
As can be seen from the figure, the total number of pack-
ets received by LHC algorithm before the death of the
first node was two times that of both the SEP algorithm
and LEACH algorithm, and 1.1 times that of the DEEC
algorithm. The number of packets received by LHC algo-
rithm before 200 rounds increased linearly, and most data
was received in the algorithm process, indicating that LHC
was stable in operation and higher in energy efficiency.
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TABLE 4. Comparison of packets received by the BS.

Rounds
Algorithm
50 100 150 200 500
LEACH 507 980 1240 1380 1419
SEP 518 1006 1343 1391 1427
DEEC 986 1926 2559 2632 2632
LHC 1000 1969 2987 3966 5398
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FIGURE 16. Comparison of the life cycles with different density.

The number of packets received by the DEEC algorithm
fluctuated significantly, which is mainly due to the large
fluctuation in the number of generated CHs leading to the
fluctuation in the amount of sent to the BS. The amount
of data received by LEACH algorithm and SEP algorithm
increased approximately linearly before about 100 rounds
and then decreased slowly. The main reason was that the
number of dead nodes increased rapidly after 100 rounds,
resulting in a decrease in the amount of data received by
the BS.

6) INFLUENCE OF NODE DENSITY ON THE LHC ALGORITHM
Generally, there are fewer nodes in a field observation instru-
ment network, and the hardware design of the nodes is sophis-
ticated which results in a higher cost per node compared to
WSNs nodes. Therefore, the influence of node density on the
network life cycle is also an important indicator to measure
the performance of the observation instrument network. Fig.
16 shows the comparison of the LHC algorithm life cycle
when the number of nodes is 50, 100, 150 and 200 in the
network area of 100m+100 m. It can be seen clearly that
the node density has little influence on the stable period of
the LHC algorithm, which is of considerable significance
to observation instruments networks due to the high cost of
nodes.
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VI. CONCLUSION

To address a series of problems that exist in field observation
stations, such as poor real-time, poor accuracy of data collec-
tion and processing, and failure to realize networked obser-
vation, a Layered, Heterogeneous and Clustering network
routing algorithm (LHC) was designed based on the LEACH
algorithm. This paper mainly does the following: (1) Due
to the fact that some nodes in field observation instrument
networks use solar cells as an auxiliary power supply, the
routing algorithm is designed by using the heterogeneous
energy model; (2) To improve the uneven distribution of
CHs in clustering routing algorithms, a layered mechanism
is adopted to improve the CH distribution effectively; (3)
Considering that the selected CHs in clustering routing algo-
rithms do not adequately consider the residual energy and
location of nodes, a cost function is proposed to improve
the threshold equation of CH election, and a candidate CH
mechanism is introduced to make the selected CHs better. (4)
To solve the problem of unbalanced energy load caused by an
unstable number of CHs in clustering routing algorithms, the
optimal number of CHs strategy is adopted in the improved
algorithm which selects a stable number of CHs and reduces
the energy burden of CHs in each round. The comprehensive
and in-depth simulation experiments show that the CH distri-
bution in the LHC algorithm is uniform and the energy con-
sumption of nodes is balanced, which effectively improves
the energy efficiency and data transmission capacity of the
observation instrument network. It prolongs the life cycle of
the network and provides an important routing method for
realizing observation and reliable data transmission of field
instruments networks. However, the drawbacks of the LHC
algorithm can be summarized as follows: (1) The LHC algo-
rithm adopts single-hop data transmission, which will cause
the nodes far away from the BS consuming more energy,
resulting in an uneven distribution of dead nodes. (2) The
candidate CH mechanism of the LHC algorithm will cause
the speed of cluster generation to be slower than the LEACH
algorithm.

At present, research on the routing protocols of field obser-
vation instrument networks is still in the initial stage. This
paper conducts exploratory research in theory, proposes a
routing algorithm which can be suitable for field observation
instrument networks, and carries out theoretical analysis and
relevant simulation experiments. In the future, we will try to
develop and implement the protocol on a hardware node, and
study the performance and adaptability of the LHC algorithm
in the actual deployment environment.
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