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ABSTRACT The proposed emotion recognition model is based on the hierarchical long-short term memory
neural network (LSTM) for video-electroencephalogram (Video-EEG) signal interaction. The inputs are
facial-video and EEG signals from the subjects when they are watching the emotion-stimulated video. The
outputs are the corresponding emotion recognition results. Facial-video features and corresponding EEG
features are extracted based on a fully connected neural network (FC) at each time point. These features are
fused through hierarchical LSTM to predict the key emotional signal frames at the next time point until the
emotion recognition result is calculated at the last time point. Specially, a self-attention mechanism is applied
to show the correlation of the stacked LSTM at different hierarchies. In this process, the ‘‘selective focus’’ is
used to analyze the human-emotional temporal sequences in each model, which improves the utilization of
the key spatial EEG signals. Moreover, the process includes the temporal attention mechanism to predict the
key signal frame at next time point, which utilizes the key emotion data in temporal domain. The experimental
results prove that the classification rate (CR) and F1-score of the proposed emotion recognition model are
significantly increased by at least 2% and 0.015, respectively, compared to other methods.

INDEX TERMS Emotion recognition, long-short term memory neural network, attention mechanism,
multimodal signal fusion, electroencephalogram, time sequence.

I. INTRODUCTION
Emotions are very complex mental states or processes of
human beings. They reflect the attitudes and cognition of
people. Emotion communication is an important part of social
life [1]. Therefore, emotionalization for human-computer
interaction is not only a hot topic in the life science and infor-
mation research, but also a focus with many unsolved prob-
lems in the cognitive field. In 1990, Salovey andMayer firstly
proposed the concept of emotional intelligence. It involves
the ability to perceive, express, and regulate the emotion [2].
Most existed human-computer systems have certain logical
intelligence. However, their emotional intelligence is not
enough to interact and communicate with users smartly. With
the rapid development of human-computer interaction, more
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humanized computers are expected to understand people bet-
ter, and to assist people with many duties. This means the
computers need to recognize different emotions. During the
human-computer interaction, if the computer can identify
the emotions of users quickly and accurately, it will adjust its
working methods and content intelligently. A more friendly
and natural human-computer interaction is created to provide
a better user experience [3], [4]. Consequently, studies on how
to obtain sentiment state information efficiently and how to
model, recognize, and adapt the human emotion state, have
been an important part in human-computer interaction and
artificial intelligence.

Emotions includes three parts: subjective experience (per-
sonal feelings), physiological arousal (physiological signal
changes in body), and outer performance (quantified response
to actions for each body part). During daily communica-
tion, people usually identify the emotional state of others
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by external performances, such as facial expressions, ges-
tures, and intonations, which is also widely used in tra-
ditional emotion recognition. But besides above external
performances, emotion changes are related to physiological
indexes in the central nerves and autonomic nerves system.
All these indexes provide the quantified base to the emotion
changes [4], [5]. Actually, both external performance and
physiological arousal reflect emotion changes in different
respects and angles. Therefore, it is difficult to fully represent
the exact emotion state just through actions or body physio-
logical signals. Thatmeans single-model emotion recognition
is unable to meet the requirement of human-computer inter-
action [6]. The future human-computer emotional interaction
research tends to: use the complementarity for themultimodal
signals to emotional state, build a more robust emotional
recognition model, and establish a multimodal emotional
interaction algorithm combined outer performance with body
signals [7], [8].

Emotion recognition in this paper is defined as a process
to analyze the time series signals from each emotional modal
in a ‘‘selective focus’’ manner. This process was inspired by
attention mechanism of human visual system. When human
observe a specific scene, instead of accepting and understand-
ing the whole situation at one time, they dynamically ‘‘focus’’
on partial or local information slices in the visual space. Then
they integrate the obtained information to understand the cur-
rent scene. Similarly, when the proposed emotion recognition
model receives the modal signals of emotion, it learns the
signal at each time point and predicts the key signal frame that
is needed ‘‘focus’’ at the next time point. Repeated analysis
and prediction will continue until sufficient information is
obtained to give finial emotion recognition results.

II. RELATED RESEARCH
External features, such as the facial expression, body gesture
and voice, are widely used in traditional emotion recognition
methods [9]. The acquisition of these signals does not need
wearable sensors. It is simple, convenient and low-cost. How-
ever, these signals are easily affected by the subjective factors
from each participant. In the case of inconsistent between
the real emotions and external performances, the system
is unable to make a correct judgement. Moreover, external
performance is not all of the emotions, it is not enough to
express rich emotions. Physiological changes are controlled
by central nervous system, which reflects the emotional state
more objectively. In consequence, using physiological signals
for emotion recognition is now an international hotspot in the
emotional computing field [10].

Physiological signals, for example electroencephalogram,
electromyogram (EEG), galvanic skin response (GSR), elec-
trooculogram (EOG), electrocardiogram, blood pressure
(ECG), blood volume pulse (BVP), epidermal temperature,
and eye movement signal, are used to study emotion recog-
nition by many scholars worldwide. Picard et al. [11] used
four signals, including electromyogram, blood pressure, gal-
vanic skin response and heart rate, to identify eight emotions

(grief, pleasure, anger, annoyance, neutrality, and reverence),
resulting in 81% classification accuracy. As a dominant emo-
tion, physiological activities in brain can not only represent
different emotions, but also objectively reflect the real one.
In 2011, Nie et al. [12] extracted energy values from five
frequency bands after the short-time Fourier transform of the
EEG signals and achieved 87.53% recognition accuracy.

At present, as is proved in many EEG-based emotion
recognition studies, the use of EEG signals for emotion
recognition is effective. These studies mainly focus on dif-
ferent aspects like feature extraction, feature selection, and
classification models of EEG. In 2012, Duan et al. [13]
firstly applied Short-time Fourier transform to original EEG
signals, extracted energy, rational asymmetry (RASM) and
differential asymmetry (DASM) features from five frequency
bands (Theta, Delta, Alpha, Beta, Gamma). They succeed
to identify two types of emotions (calm and excited) with
these three kinds of EEG features, achieving more than
80.03% classification rate. Their result shows that the brain
discharge has asymmetric characteristics when emotions are
generated. Zheng et al. [14] put forward a novel deep belief
network (DBN) based method to recognize emotions. They
trained DBN to recognize three emotions (positive, neutral,
and negative) and the obtained average recognition accuracy
is 86.08%. Furthermore, they explored critical regions and
frequency bands by examining theweight distribution learned
by DBN. As a result, the Bets band and Gamma band at the
temporal lobes of the head were found to be mostly relevant
to emotion.

The basic theory proves that when emotions arise, a variety
reaction of human physiological and external behavior are
activated [15]. For example, some changes may occur in face,
voice, gesture and other physiological states (such as heart
rate increasing) when people get angry. All these contribute
to application of multimodal signals in emotion recognition.
Even the difficulties inherent in single-modal emotion recog-
nition will bring more challenges to multi-modal occasions,
the advantages of the latter still attract scholars to further
studies.

For example, Wagner et al. [16] extracted voice, face and
gesture features and performed multimodal fusion in both
feature and decision level. At the same time, a problem was
solved that researchers were able to use other modal data
for emotion recognition when the data of one modal was
missing. Experiment results shown that the accuracy rate of
emotion recognition using just one signal is between 42% and
51%. But after three-modal fusion, the accuracy rate reaches
to 55%. In 2016, Ranganathan et al. [17] applied DBN and
convolutional deep belief network (CDBN) to fuse facial
expressions, body gestures, voice and physiological signals
together. And then four emotions were recognized through
unsupervised learning method. As a result, they found that
the deep belief network can extract multi-modal features with
high robustness, and the accuracy of emotion recognition is
also higher than that of the existing emotion recognition tech-
nologies. In addition, the convolutional deep belief network
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designed by them is able to learn significant facial features.
At that time, their model is better than the other methods in
recognizing low-intensity emotions or subtle expression.

Facial expressions, speech, voice, body gestures and other
external behaviors are often used as inputs in above studies
to emotion recognition, which are also the main signals used
in multimodal conditions. Moreover, some central nervous
system signals (such as EEG signals) and other physiological
signals are also common in multimodal emotion recognition.
For instance, Verma and Tiwary [18] recognized thirteen
emotions using EEG, GSR, blood pressure, breath model,
skin temperature, EMG and EOG signals.

Many studies have proved that EEG signals can iden-
tify different emotions effectively. However, scholars cannot
highly improve the recognition accuracy after combining
physiological signals with EEG signals. It may because that
effective information which is related to emotions are not
precisely extracted from these signals. A lot of redundancy
and noise existed in it. Therefore, this method does not work
well in emotion recognition. In 2015, Oleymani et al. [19]
proposed an emotion recognition algorithm based on EEG
and eye movement signals. The algorithm was not depending
on individuals. From the Arousal level, the three states of
calmness, moderate excitement and arousal are identified,
and finally the accuracy rate of 68.5% is achieved. From the
valence level, three states of the pleasant, moderate pleasant
and unpleasant are recognized, and finally the accuracy rate
of 76.4% is achieved.

In recent two years, research has gradually focused on
the heterogeneous multi-modal fusion about facial images
and EEG signals. For example, Huang et al. [20] studied
emotion recognition technology through two inputs involv-
ing face image and EEG. The input signal is collected
by emotional stimulus from the movie clips correspond-
ing to different emotions. Facial expression detection rec-
ognized 4 basic emotion states. EEG detection recognized
four basic emotion states and three emotion intensity levels,
respectively. Emotion recognition and classification is based
on two decision-level fusion methods. Li et al. [21] proposed
a decision-level fusion framework of both EEG and facial
expression in continuous emotions recognition. Three types
of movie clips (positive, negative, and neutral) were used
to elicit specific emotions of subjects, simultaneously, the
EEG and facial expression signals were recorded. The power
spectrum density (PSD) features of EEG were extracted by
time-frequency analysis, and then EEG features were selected
for regression. For the facial expression, facial landmark
localization was applied to calculate the facial geometric
features. The decision-level fusion was completed, and tem-
poral dynamics of emotions were captured by Long short-
term memory networks (LSTM). Islam et al. [22] revealed
the emotional essence through two cases, and then judged
whether emotion fluctuated by comparing two emotions.
In addition, the data in two cases could obtain emotion state
effectively. One process was facial expression recognition,
the other was EGG extraction. Combining the evaluation

result and analysis data of these two processes, we can get
the fluctuation of emotional state.

However, two critical problems are still needed solving in
this field. One is how to integrate the heterogeneous multi-
modal emotion signals in an interactive and collaborative
manner, to obtain more accurate recognition results. The
second is how to quickly locate key emotional information
from multi-modal signals which contain a lot of redundancy,
to improve the efficiency and accuracy of the model. Take a
two-minute face video as an example, it recorded the expres-
sion of one subject when he was watching comedy images. In
this video, the subject only laughed for about 10 seconds, and
the remaining video frames were all redundant for emotion
recognition.

In response to the above problems, a LSTM-based emotion
recognition model of video-EEG signal interaction and col-
laboration is proposed in this paper. The main contributions
are as follows:

1)For better expressing the correlation between different
levels of stacked LSTM, a self-attention mechanism is used
in this research. The traditional attention model introduces
external information, which is more similar to an alignment
mechanism, to measure the matching degree between the
corresponding positions of the output and the input.While the
self-attention mechanism can update the learning parameters
only through its own information instead of using external
information.

2)The proposed model analyzes the time series from each
emotion modal in a ‘‘selective focus’’ manner. With the help
of the time domain attention mechanism, it can use the emo-
tion date efficiently and predict the time information in the
key signal frame at the next time point.

III. SYSTEM MODEL AND PROBLEM MODELING
A. EMOTION RECOGNITION MODEL OF VIDEO-EEG
SIGNAL INTERACTION AND COLLABORATION
The target face videos are facial expression signals collected
by ordinary cameras, depth cameras, etc., which helps to
analyze intuitive and external emotions. The EEG signal is
an amplified biological signal at the scalp generated by brain
activity. It reflects the activity of billions of neurons in the
cerebral cortex, which can help to analyze the deep and inter-
nal sentiments. Theoretically, the emotion recognition model
which used both face video and EEG signals can integrate the
external and internal emotion information, thus giving more
accurate recognition results.

FIGURE.1 shows the structure of the proposed video-EEG
model, it involves two important processes: feature extraction
and interaction coordination. The two processes are cou-
pled and related with each other. Then time series in each
emotional model is further analyzed in a ‘‘selective focus’’
manner to give final recognition results.

On the one hand, in the feature extraction stage, the orig-
inal EEG signals are first visualized as the image sequence
of α, β and θ waves, in order to save more time-spatial
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FIGURE 1. Emotion recognition model of video-EEG signal interaction and collaboration.

information from the signals, then the two models can col-
laborated efficiently. Corresponding EEG image features are
finally extracted from the FC-based face-video frame. On
the other hand, in the interactive collaboration stage, LSTM
was trained to fuse the features from the two modalities and
learned from them. Then it predicts the time information from
the ‘‘focused’’ key signal frame at the next time point. The
network will feed the prediction back to the feature extraction
stage. That forms a loop, the above loop will repeat until the
end of the sequence. The emotion recognition results for the
entire signal is calculated at last. During the whole process,
through the attention mechanism of spatial frequency band,
the importance of images from three EEG waves (α β and
θ ) is computed, thus the key spatial information in EEG
signals can be used to an effective degree. Through the time
domain attention mechanism, the time information from the
key signal frame at next time point is predicted, thus the
significant information in emotion data will also be used at
most efficiency.

In this model, a closed loop is formed between the inputs
and the model reactions. It was also an emotion recognition
process by selectively ‘‘repeat focusing’’ the multi-modal
signals of human beings.

B. FC-BASED FEATURE EXTRACTION
The input signals in this paper are the face video and EEG
signals collected from each subject when they are watching
the emotion-stimulus video. Among them, the facial video,
as a visual signal, is collected by camera from the expres-
sion activity of each subject. EEG, as a physiological signal,
refers to the electric potential generated from spontaneous
and rhythmic movements of cortical neurons according to the
chronological order. Subjects wear EEG caps while watching
emotion-stimulus video. Then 32 different channels of EEG
signals from the cerebral cortex is collected. Since these
two signals have different structure that are difficult to be
fused directly, extracting features with strong expression and
generalization ability is recommended to interact themselves
effectively in two models. For the face video, compared with
other feature extraction algorithms, the FC-based expression

feature performs better at further mining distributed expres-
sion features of data. Meanwhile, the EEG signal in this
paper is firstly converted into images of three frequency
band. This visualization process preserves the time-spatial
features of EEG signals while unifying the two modal signals
into images. Then the EEG image features are extracted by
attentionmechanism based on FC and spatial frequency band.

FIGURE 2. Feature extraction flowchart for facial video and EEG.

FIGURE.2 presents the flowchart for face video feature
extraction. The face detection was firstly done by Faster-
RCNN, then the facial features was extracted with FC algo-
rithm, feature vectors are eventually obtained through fully
connection layer xv,n.

Especially, the feature extraction was the most complex
part. Firstly, artifacts in original EEG signal are removed
by wavelet soft threshold algorithm, to achieve pure signals.
Next, referring the data processing proposed by Bashivan et
al. [24], the EEG signals are divided into different segments
with a duration of T (1/T is the frame rate of facial video), then
spectral energy are extracted from three types of waves (α, β
and θ ) at t th data segment. The EEG images corresponding
to 32 channels was achieved by visualizing above spectral
energy. It can be seen that as the rising of emotion activation,
β wave on the forehead will significantly increase. At last,
eα,n, eβ,n and eθ,n features from three frequency band are
extracted and fused by FC algorithm, as is shown in equa-
tion (1) and(2).
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Importance indexes e′n from three sets of features are
calculated by attention mechanism of spatial frequency band,
and inputted into the fully connection layer to obtain feature
vector xe,n.

en = eα,nθen,1 + eβ,nθen,2 + eθ,nθen,3 (1)

θen,1, θen,2, θen,3 represent the importance assigned to eα,n,
eβ,n and eθ,n respectively:

θen,i =
exp

(
Wh,ihn−1 + bn,i

)
3∑
j=1

exp
(
Wh,jhn−1 + bn,j

) i = 1, 2, 3 (2)

Wh,i indicates the weight matrix waited for training, bn,i is
the deviation. hn−1 shows the hidden state at last time point
(n− 1) in LSTM network.

FIGURE 3. Interactive collaboration flowchart of hierarchical LSTM-based
attention mechanism.

IV. INTERACTIVE COLLABORATION OF HIERARCHICAL
LSTM-BASED ATTENTION MECHANISM
A. INTERACTIVE COLLABORATION
FIGURE.3 explains the interactive collaboration process in
this paper, a two-layer LSTM (the first layer includes two
LSTMs with shared parameters) is applied to fuse and learn
the feature sequences from eachmodel. LSTM is good at han-
dling time series, avoiding the long-distance dependence of
traditional recurrent neural networks. Time-domain attention
mechanism is also introduced, in a reinforcement learning
manner, to learn and predict the signal frame that needs to
be ‘‘focused’’ at the next time point. Finally, emotion recog-
nition is completed by the Softmax classifier.

Based on hard attention, time selective attention mecha-
nism is proposed in this paper, which involves four parts:
glimpse, core, action and reward. For the specific face video
and EEG signals in a certain segment of T , the largest length
of action sequence was pre-set to Nmax, so at the time point
n:
1) Glimpse part: the focused position fn and two feature

vectors xv,n, xe,n at this target frequency are accepted, the first
LSTM layer handles the features from two models and the
state from last time point as two sets of hidden states. Then the
two sets are spliced into one feature vector, finishing multi-
modal signal fusion.

2) Core part: this part was made up by the second LSTM
layer. The inputs for this layer involve two elements: partial
emotion features produced from glimpse period, and the
hidden state hn−1 at the last time point. The outputs are the

latest hidden state hn at current time point. The whole process
integrates emotional information in history.

3) Action part: this part is used to predict the time position
fn+1 of the key signal frame at the next time point, and finally
to output the emotion recognition result at the last time point
by Softmax classifier. It gives as: p = (p1, . . . , pC )T , pk =
p (Ck |hN ) , k = 1, . . . ,C indicates the probability that the
emotion belongs to class Ck . Especially, the ending condition
of the prediction is: the time position of the key signal frame
at the next time point is the last frame of the given emotional
signal, it is given by fn+1 = Nmax, or when the length of the
behavior sequence reaches the maximum value, namely for
N = Nmax.
4) Reward part: after each time of sampling, a reward

message is fed back. With the time attention mechanism,
the emotion recognition model is working in a reinforce-
ment learning manner. But The model cannot observe the
whole environment at one time, instead, the partial or local
information from the two modal signals is obtained from
each sampling. In this case, the model can autonomously
learn strategies π (αn |s1:n; θ ). αn represents the behavior
of the emotion recognition model under the strategy at the
time point n, that means, the time information fn+1 of the
‘‘focused’’ signal at the next moment needed calculating.
s1:n refers to the past state (including the state at current
time point), which is the input and output time series of the
time attention mechanism. Therefore, the strategy π with the
parameter θ (namely for πθ ) is the analysis results combined
the current inputs with historical glimpse, which is significant
to calculate the key signal frame to be ‘‘focused’’ at next time
point. As a result, our goal is to find a strategy tomaximize the
cumulative sum of reward time. But there is a delay in reward
accumulation, as is given by RN =

∑N
n=1 rn, RN refers to

the total reward obtained from one-time emotion recognition
during total N time points, rn is the reward that is obtained
by each ‘‘focus’’ analysis behavior in one recognition. It is
consistent with the reward obtained at the end of the entire
behavior sequence.

B. HIERARCHICAL ATTENTION MECHANISM
As the LSTM is stacked on the time axis, new information is
added during the iteration of each time step. The network will
update by passing on this information. The essence for this
process is to provide infinitememory depth for LSTM, but the
network update process does not deal with any layered infor-
mation. The hierarchical architecture allows greater model
complexity. At lower level, it focuses on the basic concepts,
and at the higher level, it concerned more about abstract fea-
tures. The stacked LSTM layer is used in this paper to express
the hierarchical time series. A vector sequence, obtained from
each LSTM layer, is the input of the next LSTM layer. This
creates a more effective feature representation for the input
data and enhances the modal expression.

In order to express the correlation between different layers
of stacked LSTM, a self-attention mechanism is proposed in
this paper. Traditional attentionmodel involvesmany external
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information. It is similar to an alignment mechanism to mea-
sure the matching degree between the current output position
and the specified input position. But the self-attention mech-
anism does not require any external information, but only
update the learning parameters through its own information.

FIGURE 4. Flowchart for hierarchical attention model.

FIGURE.4 shows the hierarchical attention model, which
consists of two parts: stacked LSTM and self-attention
mechanism. The self-attention mechanism functions between
multi-levels from the same time step of the stacked LSTM.
The inputs are the hidden and unit state of the stacked LSTM,
the outputs are weight vectors.

ut = vT tanh (W sX t + b) (3)

at = Softmax
(
ut
)

(4)

The dimension of the vector X t is n × r ,the dimension
of the vector W s is r × da; b and vT are all the vectors
with the dimension of da (n is the number of samples for
batch processing, r is the number of neurons in LSTM hidden
layers, da is a hyper parameter that can be set randomly).W s,
b and vT are the parameters learned from the model. X t is
the input, it means the hidden state H t or the unit state C t of
LSTM, as is given by:

H t =

(
h(1)t , h(2)t , . . . , h(l)t

)
(5)

h(l)t is the corresponding hidden state in the l th LSTM layer
at the tth time step.

C t =

(
c(1)t , c(2)t , . . . , c(l)t

)
(6)

c(l)t is the corresponding unit state in the lth LSTM layer at
the tth time step.
Then it gives the dot product between weight vector at and

the state value of LSTM, as:

Y t = atX t (7)

Y t respectively indicates the weighted hidden stateH′
t and

the weighted unit stateC′
t of the update LSTM. The attention

mechanism is used to calculate the weights, and then the hier-
archical state is weighted according to the importance. The
weighted state Y t can dynamically capture the relationship
between the hierarchical levels and improve the performance
of the hierarchical characteristics.

C. PENALTY FACTORS
In order to prevent the self-attention mechanism from always
providing similar sum weights for LSTM unit states between
different time steps, a penalty index is required to encour-
age the diversity of weight vectors from different layers
of the LSTM unit between multiple time steps. The hier-
archical attention mechanism adaptively extracts the rela-
tionship between high-layer features and low-layer features,
so the penalty factor can be considered as a kind of attention
enhancement. That means, by optimizing the weight coeffi-
cients between features, the penalty index further strength-
ens the expression features at the interest level, weakens
redundant features, and improves the quality during feature
extraction.

The weight vector indicates a specific feature layer of
the focused sequence frame. Multiple attention transfers are
required at different time steps. As a result, an attention
matrix is formed by all the attention vectors at different levels
in each time step. In order to differentiate the hierarchical
relationship, statistical variance is chosen to optimize the
network weights, as is shown in below formula:

P =
1
T

T∑
t

L∑
i

(
(αti − µ)

2
+
(
β ti − η

)2) (8)

µ =
1
L

L∑
i

αti, η =
1
L

L∑
i

β ti (9)

αti is the attention weight of the hidden sate h at layer i,
time t . β ti is the attention weight of the unit sate c at layer i,
time t . L is the number of LSTM layers,µ and η represent the
average value of the attention matrix in column t of hidden
state h and unit state c, respectively.

Variance indicates the dispersion degree of the data.
A larger variance means more obvious difference between
various weights. Therefore, variance is taken as a penalty
factor to achieve the differentiation of weights between levels.
Specifically, the penalty index P is multiplied by a coefficient
λ (λ > 0), then it is given as a negative value and minimized
together with the original loss function

Ld = − log (p (y |a ))− λP (10)

− log (p (y |a )) is the cross entropy loss function, expresses
the difference between the true sample label and the predicted
probability;a is the actual output of the model, y is the sample
label, λ is the penalty factor. λ = 1 is the hyperparameter
which is determined by a random search.

D. REWARD FUNCTION
fn+1 is non-differentiable, thus a reinforcement learning is
used for training based on policy gradient. For the specific
sequence space A, pθ (τ ) represents the distribution on A
with the parameter θ , τ ∈ A is a set of state sequences. The
reinforcement learning function is given

W (θ) =
∑
τ∈A

pθ (τ )r (τ ) (11)
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r (τ ) shows the reward that is brought by each sequence;
W (θ) represents the expected reward under the possible
sequence distribution. The network parameter θ is learned to
maximize the expected reward of the sequence fn+1.
The gradient of the objective function is given as:

∇W (θ) =
∑
τ∈A

pθ (τ )∇ log pθ (τ ) r (τ ) (12)

In general, in model-free reinforcement learning tasks,
the policy gradient is estimated by sampling. Especially, the
Monte Carlo strategy gradient algorithm is used in this paper.
The basic idea of this method is continuous exploration, that
means, the model explores the scene and generates a state-
action sequence from the start to the end of the state according
to the current strategy.

The Monte Carlo algorithm is used in sampling and
approximate estimation, a sequence is obtained by random
sampling according to the current strategy:

∇W (θ) ≈
1
M

M∑
m=1

∇ log pθ (τ ) r (τ ) (13)

The sequence is supposed as τm =
{
sm1 ,α

m
n , . . . , s

m
N ,α

m
N

}
,

its likelihood probability is given by:

pθ
(
τm
)
=

N∏
n=1

P
(
smn+1

∣∣smn ,αmn )πθ (αmn ∣∣smn ) (14)

P represents the state transition probability; πθ represents
the behavior strategy, the Gaussian strategy used in the train-
ing process. At the time point n, under the behavior sequence
m, smn+1 indicates the policy state at the next time point. αmn
indicates the current behavior of the policy (ie. fn+1), smn
indicates the current policy state. Consequently, the gradient
expression of Monte Carlo strategy is as follows:

∇W (θ) =
1
M

M∑
m=1

N∑
n=1

∇ logπθ
(
αmn

∣∣smn )Rm (15)

Rm represents the reward that is obtained from the sequence
m. The reward is obtained after the end of the entire behavior
sequences, as shown in equation (16):

R′ =

{
λtp, If correctly tested
λfp, If error detection

(16)

λtp (> 0), λfp (< 0) are reward values respectively for cor-
rect detection and false detection at each time point. Partic-
ularly, false detection will be highly punished in this paper.
Meanwhile, considering the sparsity of effective emotional
information, the sparsity constraint term λsparseN < 0 is also
added in equation (17), to ensure fewer signals is observed
while the highest accuracy is obtained.

R = λrR′ + λsparseN (17)

Here, λr is a reward factor, its value is larger than zero.
λsparse is a sparsity factor, its value is less than zero. N is the

length of behavior sequence. The basic idea of the strategy
iteration is given as:

θ = θ + ζ∇W (θ) (18)

Here, ζ is the step factor, refers to the learning rate of this
algorithm.

V. EXPERIMENT AND RESULTS
To verify the effectiveness of the method in this paper, the
DEAP dataset is used in our experiments. Emotion activity
and effectiveness value are mainly identified in this section.
Classification rate and F1-score are used as two evaluation
indexes for recognition effects.

A. DATE COLLECTION
DEAP is a dataset for multimodal emotion recognition to
analyze human sentiment states. It has multiple modal data,
including EEG and peripheral physiological signals. This
database is often used not only in comparison experiments
about physiological signals, but also in research on EEG
emotions. The DEAP dataset has 32 subjects. EEG and
peripheral physiological signals are obtained through them.
Each subject usually watches a one-minute long music video
clip every time, 40 sets of music videos in total. As a result,
40 sets of physiological signals is collected at the same
time. Each experimental signal includes 32 channels of EEG
signals and 8 channels of peripheral physiological signals,
details are: 2 channels of EOG signals, 1 channel of GSR
signal, 2 channels of EMG signals, 1 channel of respira-
tion recording, 1 channel of plethysmography, 1 channel of
temperature recording. Each channel can be divided into a
3-second baseline and a 60-second emotion segment. There
are wo sampling rates: 512Hz for original data and128Hz
for preprocessed data. Dimension is used as emotional label,
including: Valence, Arousal, Dominance, and Like/Dislike,
which respectively represent value, arousal degree, advan-
tage, like/dislike, and the scoring interval is [1], [9]. Valence
means the satisfaction or pleasure, the higher the score, the
more satisfied. The Arousal level, the higher the score means
the subject is more likely to be awake, the lower the score
means the subject is closer to sleep. The Dominance changes
from low to high, indicating the subject turned from the
passive to the active. Like/Dislike changes from low to high,
indicating that the attitude to the video is turned from hate
to like, but this label was rarely used by scholars. Instead,
Valence and Arousal are the most commonly used. Therefore,
verification experiments with and without baseline strategy is
carried out based on these two scores.

B. EXPERIMENT SETUP AND EVALUATION INDEX
The DEAP data is divided into training set A, verification
set A0 and test set B at a ratio of 5:1:1. During data pre-
processing, the face video from the dataset is down sampled
to 8fps. Meanwhile, the face image in the video is detected
and reduced with the re-scaled image size of 227 × 227. In
training process, the Adam algorithm was applied to update
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the parameters. 12 samples (mini batch) from training set A is
extracted through the experience playbackmechanism, which
is used as the sample set used for each update. To prevent
overfitting, the dropout value is set to 0.6, and the value of
the max time step Nmax is 40.
Recognition accuracy and F1-score in this paper are used

to evaluate the recognition results. Recognition accuracy rate
(Classification rate, CR) refers to the percentage of the quan-
tity of correct-classified samples and that of the total samples
in the test set, as is shown in equation (12). F1-score is an
index to measure the accuracy of multi-classification models
in statistics. It can be regarded as a weighted average ofmodel
precision and recall, which can take the balance between the
former and the latter.

CR =
NTP
Ndata

(19)

CR =
2NTP

2NTP + NFP + NFN
(20)

Ndata is the sample quantity for emotion data in test set.
NTP,NFP andNFN are the quantity for correct-detections, fail-
detections and miss-detections in test samples, respectively.

C. RESEARCH ON STACKED LSTM LAYERS
The investigation was conducted to study the quantitative
effect of LSTM stack layers on the experimental results in
a multi-layer architecture. FC is trained by Faster-RCNN and
then used to extract image features. Then these features are
put into the single-layer LSTM network without adding the
layered attention mechanism. The output at the last time step
is sent to the Softmax classifier for discrimination.

FIGURE 5. Relation between LSTM layer number and CR.

FIGURE. 5 shows the recognition results of the LSTM
layer number under different values on the DEAP data set. It
can be analyzed that: compared with the single-layer LSTM,
multi-layer LSTM combines low-level features in a more
descriptive manner, so that the higher LSTM layers can
better extract abstract features from the sequence and have

FIGURE 6. Relation between LSTM layer number and CR.

FIGURE 7. Classification rate comparison for penalty experiment.

higher recognition performance. Particularly, when L = 3,
the recognition is the best. But when the stacked LSTM
has more than 3 layers, the performance gradually decreases
because the saturation activation function is used. Too many
layers cause the gradient disappearance, so that the weight
of the shallow LSTM cannot be updated. Based on below
recognition results on the DEAP data set, three-layer LSTM
is selected in this paper.

D. HIERARCHICAL ATTENTION MECHANISM
EXPERIMENT
The attention mechanism is used to selectively focus on dif-
ferent levels at various time steps. Since the attention mech-
anism between the levels has an effect on the experimental
results, a comparative experiment is designed to do further
analysis. The results in FIGURE. 6 shows: with the common
stacked LSTM structure, the recognition rate of 85.9% is
achieved on the DEAP dataset. This indicates that the hier-
archical attention mechanism performs well in extracting the
effective information from the video frame.
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FIGURE 8. Comparison of classification rate about different emotion
recognition methods.

The layered architecture of LSTM creates a hierarchical
feature representation of input data. The attention mechanism
adjusts the information proportion between different levels,
which helps to select information that is more valuable to
the current task goal. Then more attention is put on the more
critical level. The results prove that the classification rate with
the attention mechanism has been fully improved.

E. PENALTY EXPERIMENT
In the attention extraction, attention weights represent the
relationship between various levels. By introducing a penalty
factor, the combination of weight vectors can be adjusted,
then there are more various ways to combining attentions
between frame-sequence levels. Especially, variance is used
to measure the difference between attention weights. It is
maximized through back propagation. FIGURE.7 compares
the recognition rate of the model before and after adding
penalty factors. As is shown in FIGURE.7, the penalty fac-
tor improves the overall performance of the network and
improves the recognition rate to a certain extent.

F. COMPARISON WITH OTHER ALGORITHMS ON
EXPRESSION-EEG MULTIMODAL EMOTION RECOGNITION
The proposed model is respectively compared with the model
in Ref [20] Ref [21] and Ref [22]. The results are shown in
FIGURE.8 and FIGURE.9.

It can be seen from FIGURE.8 and FIGURE.9 that the
classification accuracy rate (CR) and F1-score of the pro-
posed model are significantly higher than other methods.
Particularly, CR and F1-score increased by at least 2% and
0.015 respectively. Recognition result is improved because
the remainingmethods directly analyze themulti-modal emo-
tional signals containing a lot of redundant information. But
the proposed model in this paper introduces an information
attention mechanism to compress the redundant information
and improve the accuracy. In addition, the proposed model
analyzes time series of human emotions from each modal in

FIGURE 9. Comparison of F1-score about different emotion recognition
methods.

a ‘‘selective focus’’ way, and predicts the time information of
the key signal frame at the next time point through the time-
domain attentionmechanism, which effectively uses the time-
domain information from emotion data.

VI. CONCLUSION
An emotion recognition model of video-EEG signal interac-
tion based on hierarchical LSTM. Taking the advantages of
the collaboration and complementarity for the two models,
Human emotions can be accurately identified by proposed
method. In order to fully use the key spatial information in
EEG signals, EEG signals are firstly converted into image
sequences. Then the importance, corresponding to three fre-
quency bands(α, β and θ ) from EEG signals, is calculated
by the spatial frequency band attention mechanism. To use
the key time information from the data effectively, the time-
domain attention mechanism is introduced to automatically
locate critical signal frames. The experimental results on the
two datasets show that the proposed model achieves a higher
classification rate and performs better in recognition.

However, the human emotional state in natural scenes is
different from a specific dataset and will change with time.
Under the premise of guaranteeing recognition effect, how to
identify different emotional states in one emotion segment is
still a focus need to be studied in the future.
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