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ABSTRACT Optimal pulse shifting in timed antenna array for the reduction of sidelobe and sideband
using improved harmony search algorithm (IHSA) dealt in this paper. The essence of ‘Time-modulation’
lies in the fact that ‘Time’ can be used as an additional control parameter in antenna array synthesis. The
proposed approach demonstrates the controlling nature of periodic time sequences through pulse shifting.
The undesired sideband radiations (SRs) generated in time modulated linear array (TMLA) is controlled by
minimizing the sideband levels (SBLs) with an optimal pulse shifting scheme applied to the outer elements
of the array. Evolutionary algorithm-based design is considered to optimize the time sequences and the
excitation coefficients of the array along with the inter-element spacing between the array elements for
sidelobe level (SLL) reduction at the fundamental frequency. Pulse shifting with optimized switch-ON
instants and switch-ON time intervals of outer elements is responsible for the minimization of SBL only,
as the fundamental pattern does not depend on pulse shifting. Thus, a combined approach is developed
with optimized excitation coefficients and controlled pulse switching to reduce the SLL and SBL of TMLA
simultaneously. 16 and 30 isotropic elements of TMLA structures are considered with a music-inspired
IHSA to get the optimal solution. IHSA based numerical results are compared with the results obtained from
other applied algorithms such as harmony search algorithm (HSA), particle swarm optimization (PSO), and
real-coded genetic algorithm (RGA)with the proposed pulse shifting scheme. The obtained numerical results
are also compared with previously published literature results to show the superior performance achieved by
the proposed approach.

INDEX TERMS Genetic algorithms, harmony search algorithms, improved harmony search algorithms,
particle swarm optimization, pulse shifting, sidelobe level, sideband level, time-modulation.

I. INTRODUCTION
Single element antenna usually has a wide radiation pat-
tern with low directivity. For long-distance communication,
highly directive radiation patterns are required. Directivity
or gain can be enhanced by increasing the electrical size of
the antenna or by arranging multiple radiating elements in
a specific electrical or geometrical configuration, acting as
an array [1]. Fields from multiple radiating elements add
constructively in the desired direction and destructively in
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all other directions to form a highly directive main beam.
Synthesis of conventional antenna array with specific ele-
ment positions, optimally weighted amplitude distribution,
and phase excitations can achieve multiple objectives such
as beam shaping, placing nulls, low/ultra-low SLL, etc. [2].
But the conventional array synthesis methods suffer from
large dynamic range ratio (DRR) for which precise error
tolerance is required. Phase shifters used to control the phase
excitations of each element, also have high insertion loss and
quantization errors. Furthermore, the complexity of the array
feeding network also increases with attenuators and phase
shifters for each element. To get the better of these problems,

VOLUME 8, 2020 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see https://creativecommons.org/licenses/by/4.0/ 131063

https://orcid.org/0000-0002-2243-9925
https://orcid.org/0000-0001-8781-7993


A. Chakraborty et al.: Optimal Pulse Shifting in Timed Antenna Array for Simultaneous Reduction of Sidelobe and SBL

a fourth dimension – ‘Time’ is introduced as an additional
control parameter by Shanks et al. in 1959 [3]. The basic
idea behind ‘Time-modulation’ is the variation of excitations
as a function of time in a periodical manner, to produce the
desired time-averaged radiation pattern. Periodically modu-
lated excitations or suitable time sequences can be generated
with simple ON-OFF switching of array elements by a set
of high-speed radio-frequency (RF) switches in a stipulated
manner. The additional degree of freedom comes with the
inherent problem of undesired SR, as a portion of the radiated
or received energy is shifted at multiples of the modulation
frequency (harmonic frequency) due to periodical commuta-
tion of the switching device. Following the idea of time mod-
ulation, Kummer et al. realized an ultra-low SLL using time
modulated receiving array with slot radiators [4]. In addition
to sidelobe suppression, the concept of fourth dimensional
(4D) array also becomes relevant to multipattern operation
and electronic scanning [5]. Yang et al. first reported the
suppression of SR by lowering the SBL with optimized static
amplitude excitation and switch-ON time instants [6]. The
research on time-modulated antenna arrays (TMAAs) has
gained acceleration with the emergence of evolutionary opti-
mization algorithms. Comparative studies have shown that
low/ultra-low SLL can be achieved by uniformly as well
as a non-uniformly excited array with adjustable switch-
ing sequences [7]. Both, equally and unequally spaced lin-
ear array with static excitation are presented for broadband
response [8]. The exploitation of different time schemes with
quantized time steps optimized directly via an evolutionary
algorithm has found suitable applications in lowering the SLL
and SBL simultaneously [9]. Synthesis of sum and differ-
ence patterns [10], as well as shaped pattern synthesis [11],
opened up the possibilities to use TMAA in emerging fields
such as radar tracking system [12], direction-finding [13],
the direction of arrival estimation [14], beam steering [15]
and so on. Unwanted SR generally considered as a loss of
radiated energy, but in some instances, it is used on purpose
to get the steered multi-beam pattern [16], which enhances
the potentialities of TMAA in harmonic beamforming appli-
cation [17]. Evolutionary algorithm-based designs have also
considered for various applications such as directivity max-
imization [18], multiple broad nulls [19], and null synthe-
sis [20], which implies the applicability of TMAA in point
to point communication with interference rejection.

Several research works have been proposed using
unequally spaced elements [21] or partially thinned ele-
ments [22] to suppress the unwanted radiation in harmonics.
The concept of pulse shifting first appeared in the beam steer-
ing application [15]. The mathematical proof shows that SBL
can be controlled with optimized switch-ON instants and
switch-ON intervals without affecting the SLL, as the funda-
mental pattern does not depend on pulse shifting [23], [24].
The pulse or the time sequence of each element within the
stipulated modulation period is shifted in a rotational manner
such that they are divided into sub-sectional time steps keep-
ing the total switch-ON time constant [25]. Pulse splitting

with binary optimized time sequence [9] and pulse shifting
under static fundamental radiation have also improved the
SBL suppression [26]. Sideband reduction has also been
reported with isotropic linear and planar arrays [27] as well
as directive linear array based on the optimization of pulse
sequence [28].

Time Modulated Linear Arrays (TMLAs) have shown
radical improvements over the conventional linear antenna
arrays in achieving ultra-low or nearly ultra-low SLL, which
is suitable for leading-age applications like radar communi-
cation, interference rejection for the cluttered environment,
and highly secure point-to-point and multi-point signal trans-
mission. The challenges that need to be addressed for these
applications are SLL reduction, SBL suppression, directivity
improvement, and maintaining a pointed main beam pattern
with narrower beamwidth. Published works on TMLAs have
addressed these issues with distinct approaches [29]. Most
of the literature has considered conventional methods such
as Chebyshev or Taylor to produce −30 dB SLL and then
tried to reduce the SBLs through different approaches based
on some suitable optimization strategy. In some literature,
analytical techniques have also been developed to reduce
the SBLs instead of using optimization techniques. Apart
from that, some research also shows a combined approach to
reduce the SLL and SBLs in such a way that a balanced result
between these two can be achieved. Due to the conflicting
nature, low or nearly ultra-low SLLs and SBLs have been
achieved with these methods, so far. The scope of improve-
ment in simultaneous reduction of SLL and SBLs along with
narrower beamwidth to produce a highly directive main beam
is still a serious research concern for TMLA. This paper has
addressed these challenging issues with a unique approach
of controlling the outer elements of the array through an
optimized pulse shifting strategy. The proposed approach
has also managed to achieve a narrower main beam, with
an enhancement in directivity in comparison to the already
published works. Furthermore, only four outer elements are
considered for optimized pulse shifting, which implies that
the complexity of the switching network is also reduced as a
lesser number of switches are required to be controlled.

The proposed approach has exploited evolutionary opti-
mization techniques to generate the desired array pat-
terns. The excitation coefficients of each element and the
switch-ON intervals (theON-time duration) of outer elements
along with the inter-element spacing between them are opti-
mized to get the ultra-low SLL for the fundamental pattern.
The optimized ON-time durations (pulses) of outer elements
are shifted based on the optimized switch-ON instants within
the stipulated modulation period to reduce the SBL. TMLA
structures of 16 and 30 isotropic elements are considered in
this paper with an optimal pulse shifting scheme.

Due to the emergence of advanced meta-heuristics and
their new variants in recent years, evolutionary algo-
rithms have become more imperative to multi-disciplinary
research [30], [31]. Numerous applications of evolution-
ary algorithms can also be found in the field of antenna
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array synthesis [32]–[38]. These algorithms can produce
near-global optimum solutions for a particular problem based
on a suitable objective function. In the proposed approach,
multiple objectives have been taken care of using a single
objective optimization with appropriate weighting factors.
For this problem, IHSA is performing better than all other
opted algorithms to achieve an optimal solution due to its
superior exploitative and explorative properties. For a fair
comparison, results obtained from IHSA, HSA, PSO, and
RGA are presented. Nature of ultra-low SBLs up to the first
twenty positive harmonics and ultra-low SLLs obtained from
different optimization techniques are compared with already
published results.

The rest of the paper is organized as follows: In Section II,
the theoretical background of TMLA is summarized along
with the design equations. Evolutionary algorithms applied
for the proposed work are covered in Section III. Section IV
deals with numerical results, comparisons, and analysis of
the results. In section V, convergence profiles obtained for
applied algorithms are discussed in detail. Finally, the con-
clusive statements are presented in Section VI.

II. THEORY AND DESIGN EQUATION
Consider a linear antenna array of N equally spaced isotropic
elements, directed along the positive z-axis, shown in Fig. 1.
The far-field radiation pattern of the array, proportional to the
weighted sum of the received signal from each element, can
be expressed as

AF (θ) =
∑N

n=1
Inejk(n−1)dcosθ (1)

where In is the amplitude excitation of the nth element, k is
the propagation constant, d is the spacing between radiating
elements, θ denotes the angle measured from the array main
axis, and the phase excitations are considered to be identical.

Each element of the time-modulated array is assumed to
be connected with a high-speed RF switch, shown in Fig. 2.
Considering all excitations to be real, the time-dependent
expression of the array factor can be modified from Eq. (1)
as [6]

AF(θ, t) = ej(2π f0)t
∑N

n=1
InUn(t)ejk(n−1)dcosθ (2)

The array is operating at fundamental frequency f0 (in GHz),
with T0 being the fundamental period. The switching function
Un(t) is periodic in nature with time-modulation frequency
fp (in MHz), which is much smaller than the fundamental
frequency f0 (i.e., fp � f0 and Tp � T0) where Tp is the
period of modulation). Due to the periodical nature of the
switching function, it can be decomposed into the frequency
domain as

Un(t) =
∑∞

m=−∞
amnejm(2π fp)t (3)

where amn denotes the Fourier excitation coefficient of
nth element for the mth order frequency component
(m = 0,±1,±2,±3, . . . . ± ∞), can be obtained from

FIGURE 1. The geometry of N-element isotropic TMLA.

FIGURE 2. Generalized N-element TMLA configuration with switches.

equation (3) as

amn =
1
Tp

∫ Tp

0
Un(t)e−jm(2π fp)tdt (4)

Here, m = 0 represents the fundamental frequency, and m =
±1,±2,±3, . . . .±∞, represent the harmonic components.
Combining Eq. (2) and the periodic switching function of
Eq. (3), the time-dependent array factor becomes

AF(θ, t) =
∑∞

m=−∞

∑N

n=1
amn{ejk(n−1)dcosθ }ej2π (f0+mfp)t

(5)

The expression of array factor in Eq. (5) can further be
simplified for the mth order harmonic frequency as

AFm(θ, t) = ej2π (f0+mfp)t
∑N

n=1
Inamne

jk(n−1)dcosθ (6)

The radiation pattern of (f0 + fp) at m = 1 and (f0 +
2fp) at m = 2 represent the first two positive sidebands
of the array with the fundamental frequency component at
f0 (f0 � fp). The directivity of the time-modulated linear
array can be expressed as [39]

D =
|AF0(θ0, φ0)|2

1
4π

∑
∞

m=−∞
∫ 2π
0

∫ π
0 |AFm(θ, φ)|

2 sinθdθdφ
(7)
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FIGURE 3. Time schemes (a) without shifted pulse, and (b) with shifted
pulse configuration for TMLA.

where the main lobe of the fundamental radiation pattern
(m = 0) is pointing at θ = θ0, φ = φ0, direction and
AFm(θ, φ) is the radiation pattern at mth harmonic frequency
with an isotropic point source.

A. PULSE SHIFTING
The switching function Un(t) can be expressed with different
time schemes for different TMLA applications, but they must
be periodic in nature. The proposed work is focused on
controlling the outer elements of the array with pulse shifting
within the modulation period Tp to get the desired radiation
pattern. The switching scheme is shown in Fig. 3, and the time
switching function can be expressed as

Un(t) =

{
1, 0 ≤ τ 1n ≤ t ≤ τ

2
n ≤ Tp

0, otherwise
(8)

The switch-ON time for the nth element of the array is
presented as τn within the modulation period Tp (0 ≤ τn ≤
Tp), and the normalized ON-time duration for the nth pulse
can be expressed as τn/Tp. The normalized pulse, starting
from 0 (without shift), is presented in Fig. 3(a), and the same
pulse is shifted in Fig. 3(b) within the modulation period.
The shifted pulse is starting from τ 1n and ending at τ 2n with
normalized ON-time duration of {(τ 2n−τ

1
n)/Tp}.

Considering nonuniform amplitude excitation (In 6= 1) for
each element of the array and shifted pulse shown in Fig. 3(b),
the Fourier excitation coefficient amn can be determined as

amn =
1
Tp

∫ τ 2n

τ 1n

Un(t)e−jm(2π fp)tdt (9)

= Infp(τ 2n − τ
1
n )

[sin{mπ fp(τ 2n − τ
1
n )}]

[mπ fp(τ 2n − τ 1n )]
e−jmπ fp(τ

1
n+τ

2
n )

(10)

=
In(τ 2n − τ

1
n )

Tp
[sinc{mπ fp(τ 2n − τ

1
n )}]e

−jmπ fp(τ 1n+τ
2
n )

(11)

Equation (11) represents the shifted pulse sequence Fig. 3(b).
In this proposed approach, the outer elements of the linear

TMLAs are considered for pulse shifting, and for all other
elements, the normalized switch-ON times are predefined as
{(τ 2n−τ

1
n)/Tp} = 1. The generalized expression of amn for the

mth harmonic without pulse shifting can be derived as

amn =
Inτ n
Tp
{sinc(mπ fpτn)}e−jmπ fp(τn) (12)

The Fourier coefficient of fundamental component (m =
0) is given as a0n = Inτn/Tp. This shows that the fundamental
pattern is not affected by pulse shifting, as it only depends on
the normalized ON-time duration and amplitude excitation
of each element. But, the undesired radiation pattern at har-
monic frequencies depends on both the switch-ON instants
and the switch-ON intervals.

B. COST FUNCTION
The power associated with sidebands is generally considered
as losses. The realization of ultra-low SLL at the fundamental
pattern, and a simultaneous reduction in SBLs at harmonics,
can be cast into an optimization problem. SLL of the fun-
damental pattern can be minimized by optimizing excitation
amplitudes and normalized ON-time pulses of each element.
SRs can be averaged over the whole angle of arrival region
of the array, as uniformly as possible, with optimized pulse
shifting. Here, four outer elements are considered for pulse
shifting. So, the ON-time duration and the switch-ON time
instants of all the outer elements within each modulation
period are considered for the minimization of SBLs. The cost
function (CF) for the overall minimization of SLL and SBLs
is expressed as

CF=w1 ∗ (SLL(i)
max)

∣∣∣
f0
+w2∗(SBL(i)

max)
∣∣∣
f0+mfp

+FNBW(i)

(13)

where i is the number of iterations for the evolutionary opti-
mization; SLLmax and SBLmax are the maximum sidelobe
level at the fundamental frequency and the maximum side-
band level at the harmonic frequencies respectively; FNBW
represents the beam width between the first nulls of the
radiation pattern of the array; w1 and w2 are the real-valued
weighting factors to balance the different contributions to the
CF. For this minimization problem, equal contributions have
been considered for SLLmax and SBLmax (w1 = w2 = 1.2).

III. EVOLUTIONARY OPTIMIZATION EMPLOYED
Evolutionary optimization methods can be designated as
population-based meta-heuristic search processes influenced
by natural phenomena. Due to the adaptive nature, these
stochastic methods are capable of producing a sufficiently
good solution to the optimization problem. The musical
harmony-based IHSA is employed in this work, and the
results obtained from IHSA are compared with the results of
other applied algorithms such as HSA, PSO, and RGA. IHSA
based results combined with pulse shifting of outer elements
outperform HSA, PSO, and RGA based results.
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A. IMPROVED HARMONY SEARCH ALGORITHM
Harmony search algorithm (HSA) is based on improvisation
of musical harmony, an artificial phenomenon of creating
music from a combination of sounds, with aesthetic pleasure.
HSA searches for a global solution just as amusician searches
for the best combination of random harmonies from different
musical instruments to create the most pleasing music. Pitch
adjustments for different instruments play a decisive role in
this process. In the mathematical modelling of this harmony,
four adjustable parameters are used to get the near-global
optimum solution. These parameters are harmony memory
size (HMS), harmony memory considering rate (HMCR),
pitch adjusting rate (PAR), and fret width (FW). PAR and
FW dominate the exploitation process by utilizing the gained
information to achieve the desired goal. On the other hand,
the ability to search uncovered areas or the exploration pro-
cess is controlled by HMCR. HMCR also behaves as an
exploitation agent as the number of iteration increases. The
balance between exploitative and explorative capabilities can
be achieved with these adjustable parameters to get the opti-
mal solution. A detailed discussion of HSA, introduced by
Geem et al., can be found in [40].

Improved HSA (IHSA), proposed by Mahdavi et al. [41],
is an enhanced version of original HSA with dynamic
PAR and FW, changing with the number of iterations. The
flowchart of IHSA is presented in Fig. 4, and the basic steps
of IHSA are illustrated as follows [42]:
Step 1: The parameters of IHSA, such as HMCR, HMS,

minimum PAR (PARmin), maximum PAR (PARmax), mini-
mum FW (FWmin), maximum FW (FWmax), and the num-
ber of iterations (NI) will be initialized. The optimization
problem will also be determined using a suitable objective
function f (xi), where xi will be the possible solutions from N
(where N ∈ number of decision variables of xi).
Step 2: Harmony memory (HM) matrix will be generated

with as many random solution vectors as HMS, where HMS
is the number of rows in the HM matrix, and each column
represents the notes played by a musician, can be expressed
as

HM=


x11 x12 · · · x1N−1 x1N
x21 x22 · · · x2N−1 x2N
...

... · · ·
...

...

xHMS−11 xHMS−12 · · · xHMS−1N−1 xHMS−1N
xHMS1 xHMS2 · · · xHMSN−1 xHMSN


(14)

HMwill be initializedwithin the lower and upper boundary
using the following equation:

xi = LB+ r1 ∗ (UB-LB) (15)

where r1 is a random number between 0 and 1. LB andUB are
the lower bounds and upper bounds of each decision variable
such that, LB ≤ xi ≤ UB.

FIGURE 4. Flowchart of IHSA.

Step 3: The new harmony will be generated using a combi-
nation of HMCR, PAR, and FW. This process of improvising
new harmony has two main steps.

First, two randomvalues (r2 and r3) will be created between
0 and 1. If r2 > HMCR, a new value xnewj will be created
using Eq. (15). Otherwise, if r2 < HMCR, a random value
will be selected from HM with a rate of (1 – HMCR), and if
r3 < PAR(gn), the new harmony xi will be modified using the
following equation:

xnewj = xnewj ± r4 ∗ FW (gn) (16)

where r4 is a random number between 0 and 1.
PAR(gn) and FW(gn) are the dynamic values of PAR

and FW changing with generation or number of iterations
expressed as follows:

PAR (gn) = PARmin +
PARmax − PARmin

NI
∗ gn (17)

FW (gn) = FWmax ∗ exp

 ln
(
FWmin
FWmax

)
NI

∗ gn

 (18)

Step 4: If the newly generated harmony is better than the
worst harmony in the HM, the new harmony will be updated
by discarding the worst harmony, based on the objective
function.
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Step 5: If the maximum number of iterations is reached,
the process will be terminated. Otherwise, step 3 and 4 will
be repeated until the stopping criteria is satisfied.

The conventional HSA requires more number of iterations
to achieve a near-global optimum solution due to the fixed
value of PAR and FW [41]. The convergence rate and the
fine-tuning of optimal solution vectors depends on the adjust-
ments of these two parameters. Small PAR with large FW
can be beneficial in initial generations. The large values of
FW contribute to get more diverse solutions and enhance
the algorith’s exploration process. But, at the same time,
it requires more number of iterations to reach the optimal
solution. For the final stages of iterations, large PAR with
small FW helps the algorithm for better tuning the solution.
In IHSA,Mahdavi et al. [41] have introduced amethod of bal-
ancing these two parameters by proposing two new equations
presented in Eq. (17) and Eq. (18). Dynamically changing
PAR and FW values have enhanced the performance of IHSA
over HSA and other opted algorithms.

B. OTHER OPTIMIZATION TECHNIQUES EMPLOYED
Other well-known algorithms, such as PSO andRGA, are also
employed with the optimal pulse shifting scheme proposed in
this paper. A detailed discussion of these algorithms can be
found in [43]–[46]. IHSA based results are compared with
the results obtained from other applied algorithms to show a
fair comparison between them for this optimization problem.
Representative results are reported to prove the superiority of
IHSA over other opted algorithms.

IV. RESULTS AND DISCUSSION
This section deals with the numerical results and the detailed
analysis of the proposed approach, where evolutionary algo-
rithms and pulse shifting strategies are used to achieve
ultra-low SLL and SBL for TMLA. Numerical results for
two sets of array structures with 16 and 30 isotropic ele-
ments are presented here usingMATLAB. IHSA, HSA, PSO,
and RGA are employed with best-proven control parameters
to optimize the proposed scheme of switching as well as
excitation coefficients of the array elements. Outcomes of
these algorithms for two sets of arrays are reported. The
best results obtained by IHSA are compared with already
published literature results for the simultaneous reduction of
SLL and SBL. All computations are performed on Intel(R)
Core (TM) i5-8250U CPU @ 1.80 GHz with 8 GB RAM.
The best-proven control parameters for all the algorithms are
selected after several runs, presented in Table 1.

Considering uniformly excited (In = 1) linear array
with 0.5λ equally spaced isotropic elements and uniform
normalized ON-time duration (i.e., all the elements are ON),
the non-optimized values of SLL, FNBW, and directivity
are calculated. For the 16-element and the 30-element array,
the values of SLL, FNBW, and directivity are −13.15 dB,
14.4◦, 12.04 dB, and −13.24 dB, 7.56◦, 14.77 dB,
respectively.

TABLE 1. Control parameters of RGA, PSO, HSA, and IHSA.

FIGURE 5. Normalized amplitude excitations for 16-element TMLA.

A. 16-ELEMENT TMLA
For the 16-element TMLA, the optimized excitation ampli-
tudes and the switching sequence using IHSA are presented
in Fig. 5 and Fig. 6. The ON-time duration of four outer
elements (element number 1, 2, and 15, 16) are considered
for optimization as well as pulse shifting to reduce the SBL
so that the undesired radiation in sidebands can be spread over
the whole angle of arrival region as uniformly as possible. For
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FIGURE 6. Normalized switch-ON sequence for 16-element TMLA.

FIGURE 7. Radiation patterns for 16-element TMLA with IHSA based
approach and pulse shifting.

the rest of the elements (element number 3 to 14), uniform
ON-time durations (τn = 1) are considered. The optimized
excitations (In) of Fig. 5 and the pulse-shifted sequence of
Fig. 6, along with the optimized inter-element spacing of
0.8886λ, are considered for the simultaneous reduction of
SLL and SBL. The radiation patterns for 16-element TMLA
at the fundamental frequency (f0 at m = 0), as well as
harmonic frequencies (f0 + mf p, at m = 1, 2), are presented
in Fig. 7.

The IHSA based approach has achieved an ultra-low
SLLmax of −40.31 dB in comparison to −13.15 dB SLLmax
of the uniform pattern. The SLLmax obtained from HSA,
PSO, and RGA based approaches are−37.31 dB,−37.86 dB,
and −33.86 dB, respectively. The reduced values of SBLs
for the first two positive harmonics with IHSA based opti-
mized and shifted pulses at the outer elements of the array
are presented as SBL1

max = −29.47 dB and SBL2
max =

−32.59 dB. The first two positive SBLs without opti-
mized and pulse-shifted switching sequences are reported
as SBL1

max = −11.25 dB and SBL2
max = −15.76 dB.

So, the proposed approach’s effectiveness with pulse shifting

TABLE 2. Results obtained for 16-element TMLA with applied algorithms.

FIGURE 8. First 20 positive SBLs for IHSA, HSA, PSO, and RGA based
approach for 16-element TMLA.

is clearly visible in terms of the first two SBLs with a
reduction of 18.22 dB and 16.83 dB. The SLL is also low-
ered by 27.16 dB from the uniform pattern. The SBL1

max
obtained from HSA, PSO, and RGA based approaches are
−28.24 dB, −28.15 dB, and −26.71 dB. The SBL2

max with
these algorithms are reported as −31.39 dB, −31.16 dB,
and −29.73 dB. Thus, IHSA based results outperform HSA,
PSO, and RGA based results in terms of reduced SLL and
SBL. The FNBW and the directivity reported for IHSA are
15.12◦ and 13.2947 dB in comparison to 14.4◦ and 12.04 dB
of the uniform pattern. Numerical results obtained from
IHSA, HSA, PSO, and RGA based approaches are presented
in Table 2.

SBLs obtained at first twenty positive harmonics using
IHSA, HSA, PSO, and RGA are shown in Fig. 8, which
confirms that the proposed approach reduces all other SBLs
below the level of SBL1

max. A comparison of SBLs at first
two positive harmonics is shown in Fig. 9 when the number
of outer elements considered for pulse shifting increases.
Shifting of pulses results in gain reduction. For a 16-element
TMLA, the estimated reduction in gain with an increasing
number of pulse-shifted elements is also presented in Fig. 9.
From the figure, it is clear that the reduction in gain is
always positive, which implies that the pattern with pulse-
shifted elements has a lesser gain than the pattern without
pulse shift. The reduction in gain and SBLs also decrease
when the number of outer elements considered for pulse
shifting decreases. For example, reduction in gain and the
first two positive SBLs by controlling 4 and 6 outer elements
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FIGURE 9. Comparisons of SBL1, SBL2, and reduction in gain with
different number of elements considered for pulse shifting with IHSA
(N = 16).

are reported as 0.2434 dB, −29.47 dB, −32.59 dB, and
0.6420 dB, −24.09 dB, −30.19 dB, respectively. Fig. 9 also
shows that a reduction in gain of less than 1 dB can be
achieved when the number of outer elements considered for
pulse shifting is not more than 6. So, the best results in
terms of SBLs are obtained by controlling four outer elements
with a gain reduction of only 0.2434 dB for 16-element
TMLA.

The best results obtained by the IHSA based approach
for the 16-element TMLA is also compared with previously
published results. The SLL and SBL with optimized time
sequences and uniform amplitude excitation are reported as
−25.5 dB and −24.6 dB using a genetic algorithm (GA)
in [9]. Considering a static Chebyshev excitation of −30 dB,
pulse shifting is applied with PSO for the reduction of
the SBL1

max and SBL2
max up to −19.5 dB and −21.7 dB

in [24]. Phase modulation-based approach with −20.21 dB,
−19.28 dB of SBL1

max and−22.33 dB,−20.79 dB of SBL2
max

have been reported with two different examples in [47].
SBL of −21.12 dB with −30 dB SLL is presented for
beam scanning purpose in [48]. Pulse splitting and shifting
with static amplitude excitation has improved the SBL to
−22.51 dB while maintaining a −30 dB SLL at the funda-
mental pattern, shown in [26]. Further improvement in SBL
has been reported as −27.8 dB with sub-sectional switch-
ing sequences optimized with differential evolution (DE)
algorithm [25].

The proposed approach with IHSA and pulse shifting to
the outer elements outperform the already published best
result with a reduction of 10.31 dB in SLL. The first two
positive SBLs for the 16-element TMLA is also improved to
−29.47 dB and −32.59 dB from the already reported best
results of −27.8 dB and −22.33 dB, respectively. The pro-
posed approach of controlling outer elements is also imple-
mented with HSA, PSO, and RGA. The results obtained by
these algorithms are compared with IHSA based results to
show the superior performance of IHSA over others, pre-
sented in Fig. 10.

FIGURE 10. Comparison of IHSA, HSA, PSO, and RGA based results in
terms of SLL, SBL1, and SBL2 for 16-element TMLA.

FIGURE 11. Normalized amplitude excitations for 30-element TMLA.

B. 30-ELEMENT TMLA
For the 30-element TMLA, the optimized excitation ampli-
tudes using IHSA are presented in Fig. 11. The optimized
ON-time sequences with four number of outer elements
(element number 1, 2, and 29, 30) considered for pulse
shifting are presented in Fig. 12. For the rest of the ele-
ments (element number 3 to 28), uniform ON-time dura-
tions (τn = 1) are considered. The optimized excitations
(In) of Fig. 11 and the pulse-shifted sequence of Fig. 12,
along with the optimized inter-element spacing of 0.9096λ,
are considered for the simultaneous reduction of SLL and
SBL. The radiation patterns for 30-element TMLA at the
fundamental frequency (f0 at m = 0), as well as har-
monic frequencies (f0 + mf p, at m = 1, 2), are presented
in Fig. 13.

The IHSA based approach has achieved an ultra-low
SLLmax of −41.15 dB in comparison to −13.24 dB SLLmax
of the uniform pattern. The SLLmax obtained from HSA,
PSO, and RGA based approaches are−37.49 dB,−30.17 dB,
and−25.88 dB, respectively. The reduced values of SBLs for
the first two positive harmonics with IHSA based optimized
and shifted pulses at the outer elements of the array are
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FIGURE 12. Normalized switch-ON sequence for 30-element TMLA.

FIGURE 13. Radiation patterns for 30-element TMLA with IHSA based
approach and pulse shifting.

presented as SBL1
max = −35.71 dB and SBL2

max =

−38.82 dB. The first two positive SBLs without opti-
mized and pulse-shifted switching sequences are reported as
SBL1

max = −11.15 dB and SBL2
max = −15.64 dB. Due

to the flexibility of the proposed approach, the SBLs at the
first two positive harmonics show a reduction of 24.56 dB
and 23.18 dB. The SLL is also lowered by 27.91 dB from
the uniform pattern. The SBL1

max obtained with HSA, PSO,
and RGA based approaches are −34.13 dB, −30.38 dB, and
−29.39 dB. The SBL2

max with these algorithms are reported
as −37.45 dB, −33.39 dB, and −32.4 dB. Thus, IHSA out-
performs HSA, PSO, and RGA in terms of reduced SLL and
SBL. The FNBW and the directivity reported for IHSA are
7.92◦ and 16.1579 dB in comparison to 7.56◦ and 14.77 dB of
the uniform pattern, respectively. Numerical results obtained
from IHSA, HSA, PSO, and RGA based approaches are
presented in Table 3.

SBLs obtained at first twenty positive harmonics using
IHSA, HSA, PSO, and RGA are shown in Fig. 14, which
implies that the proposed approach reduces all other SBLs
below the level of SBL1

max. The estimation of reduction
in gain and nature of SBLs with an increasing number of

TABLE 3. Results obtained for 30-element TMLA with applied algorithms.

FIGURE 14. First 20 positive SBLs for IHSA, HSA, PSO, and RGA based
approach for 30-element TMLA.

FIGURE 15. Comparisons of SBL1, SBL2, and reduction in gain with
different number of elements considered for pulse shifting with IHSA
(N = 30).

pulse-shifted elements for the IHSA based approach is pre-
sented in Fig. 15. For a 30-element TMLA, less than 1 dB
reduction in gain can be achieved when the number of outer
elements considered for pulse shifting is not more than 10.
The reduction in gain by controlling 4, 6, 8, and 10 number
of outer elements are reported as 0.1457 dB, 0.3494 dB,
0.6358 dB, and 0.9976 dB, respectively. So, the best results in
terms of SBLs are obtained by controlling four outer elements
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FIGURE 16. Comparison of IHSA, HSA, PSO, and RGA based results in
terms of SLL, SBL1, and SBL2 for 30-element TMLA.

with a gain reduction of only 0.1457 dB for 30-element
TMLA.

The best results obtained for 30-element TMLAwith IHSA
are compared with already published literature results. The
SLL and SBL of −20.04 dB and −30.08 dB with optimized
time sequences through simulated annealing (SA) is reported
in [8]. PSO based pulse shifting strategy is implemented for
the reduction of SBL to −28.9 dB and −32.90 dB in [23]
and [24]. Further reduction in SBL is performed with DE
based array thinning approach, and−34.08 dB of SBL along
with −23.01 dB of SLL is reported in [22]. Further improve-
ment with −28 dB SLL along with −30 dB of SBL has
been published in [49] for pencil beam pattern generated with
30-element TMLA.

The proposed approach with IHSA and pulse shifting
to the outer elements outperform the already published
best result with a reduction of 13.15 dB in SLL. The
reduced SBLs for the 30-element linear TMAA is reported
as −35.71 dB and −38.82 dB with considerable improve-
ment over −34.08 dB and −35.10 dB of the previously
published best result. The previously reported best FNBW
of 9.34◦ [8] is also improved to a narrower FNBW of 7.92◦

along with a simultaneous reduction in SLL and SBL with
the proposed approach. The proposed approach of control-
ling outer elements is also implemented with HSA, PSO,
and RGA. The results obtained by these algorithms are
compared with IHSA based results to show the superior
performance of IHSA over other algorithms and presented
in Fig. 16.

To illustrate the effectiveness of the proposed approach,
the best results obtained for 16- and 30- element TMLAs
are compared with already published works and presented
in Table 4. The proposed IHSA based approach outper-
forms other results in terms of SLL, SBLs, FNBW, and
directivity.

C. COMPARISONS OF ACCURACY
To find the accuracy and stability of the best performing
algorithm, Two-sample t-test with an equal sample size of

TABLE 4. Comparison of the proposed approach with already published
literature results in terms of SLL, SBLs, and directivity.

TABLE 5. t-test values and p-values for comparison of IHSA with other
applied algorithms for 16-element TMLA.

10 na = nb, where na and nb are the sample sizes of the
first and second algorithm) is performed at the default 5%
significance level α = 0.05). Two sample t-test is a hypothe-
sis testing method for determining the statistically significant
difference between two independent samples of equal sample
size [50]. The positive values of the t-test imply that the first
algorithm is performing better than the other one. The p-
values are calculated using students’ t cumulative distribution
function [50]. If the p-value is less than the significance level
(α), the null hypothesis can be rejected with 100(1 − α) %
confidence level which implies that the proposed algorithm
can be accepted with 95% confidence over the other algo-
rithm if the default value of significance level α = 0.05)
is considered. The critical values of the t-test for comparing
two independent samples for different values of α and v
(v is the degree of freedom = min{na − 1, nb − 1}) are given
in [50]. The t-test values and p-values of IHSA over HSA,
PSO, and RGA for 16-element TMLA results are presented
in Table 5. If the t-test values are higher than 2.821, 2.998,
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FIGURE 17. Convergence profiles of proposed algorithms for 16-element
TMLA.

FIGURE 18. Convergence profiles of proposed algorithms for 30-element
TMLA.

3.250, 3.690, 4.781 (for v = 9), then there is a significant
difference between the two algorithms with 99%, 99.25%,
99.5%, 99.75%, 99.95% confidence levels, respectively [50].
The t-test values presented in Table 5 implies that all the val-
ues are greater than the threshold value of 4.781 for 99.95%
confidence level. The p-values obtained for this comparison
are also much lesser than 0.05. So, IHSA is a significantly
better performing algorithm over the other applied algorithms
for this particular problemwithmore than 99.95% confidence
level.

V. CONVERGENCE PROFILES
The evolutionary algorithms are compared in terms of cost
function (CF) values. The minimum cost values of each
algorithm against the total number of iterations performed
are recorded for the convergence profile. Convergence pro-
files for TMLAs with 16 and 30 elements are presented
in Fig. 17 and Fig. 18, respectively.

IHSA based profiles for both sets of antenna arrays have
converged to optimal lowest fitness values in comparison to
HSA, PSO, and RGA. Thus, the performance of IHSA can be

considered as the best among the applied algorithms for this
particular design problem.

VI. CONCLUSION
In this paper, a simultaneous reduction of sidelobe
level (SLL) and sideband levels (SBLs) of time-modulated
linear arrays (TMLAs) are presented with optimized excita-
tion and switching sequences. The outer elements of the array
are controlled with pulse shifting to reduce the SBL while
maintaining an ultra-low SLL at the fundamental pattern
in an IHSA based approach. The proposed approach also
outperforms HSA, PSO, and RGA based results towards
achieving the desired goal. The ultra-low SLLs obtained
for 16- and 30-element TMLAs are reported as −40.31 dB
and −41.15 dB, which implies a considerable improvement
compared to the already published best results. The first
two positive SBLs for 16- and 30-element TMLAs with
−29.47 dB, −32.59 dB, and −35.71 dB, −38.82 dB has
shown the effectiveness of the proposed approach compared
to the already published methods of sideband reduction. The
proposed method also maintains a narrow FNBW, which
implies a highly directive main beam at the fundamental pat-
tern. Directivity maximization is also considered as one of the
important aspects of this optimization problem. For both sets
of TMLAs, the optimized pattern’s directivity has improved
over the uniform pattern. For all the cases, fully filled or
illuminated arrays are considered, so that all the elements
can contribute to generating the desired pattern according to
the optimized values. Here, the switching sequences of outer
elements are optimized, and uniform switching sequences are
considered for the rest of the elements. So, the number of
switches required is lesser than the total number of elements
present in the array, which, in turn, reduces the complexity
of the switching network. Thus, the proposed approach is
suitable for achieving multiple objectives such as SLL reduc-
tion, SBL reduction, FNBW improvement, and directivity
maximization, simultaneously.
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