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ABSTRACT Ensemble methods based on k-NN models minimise the effect of outliers in a training dataset
by searching groups of the k closest data points to estimate the response of an unseen observation. However,
traditional k-NN based ensemble methods use the arithmetic mean of the training points’ responses for
estimation which has several weaknesses. Traditional k-NN based models are also adversely affected by the
presence of non-informative features in the data. This paper suggests a novel ensemble procedure consisting
of a class of base k-NN models each constructed on a bootstrap sample drawn from the training dataset
with a random subset of features. In the k nearest neighbours determined by each k-NN model, stepwise
regression is fitted to predict the test point. The final estimate of the target observation is then obtained
by averaging the estimates from all the models in the ensemble. The proposed method is compared with
some other state-of-the-art procedures on 16 benchmark datasets in terms of coefficient of determination
(R?), Pearson’s product-moment correlation coefficient (r), mean square predicted error (MSPE), root mean
squared error (RMSE) and mean absolute error (MAE) as performance metrics. Furthermore, boxplots of the
results are also constructed. The suggested ensemble procedure has outperformed the other procedures on
almost all the datasets. The efficacy of the method has also been verified by assessing the proposed method
in comparison with the other methods by adding non-informative features to the datasets considered. The
results reveal that the proposed method is more robust to the issue of non-informative features in the data as
compared to the rest of the methods.

INDEX TERMS k-NN, random k-NN, regression, stepwise model selection, ensemble learning,

non-informative features.

I. INTRODUCTION

Supervised learning is a machine learning task dealing with
functions that map an input to an output based on samples in
pairs of input and outputs. k-nearest neighbours (k-NN) algo-
rithm is considered as one of the top ten supervised learning
methods used for classification and regression [1]—[3]. It uses
a set of k-nearest observations to decide on the response value
of a test case thus trying to minimize the effect of outliers in
a training dataset. This algorithm is fast, simple and easy to
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understand, robust to outliers in training data and effective
if training data is large [4], [5]. Despite being simple, k-NN
gives viable results and in some cases even beats other com-
plex learning methods. However, k-NN suffers from various
data related issues, for example, non-informative features and
noise in the data.

Combination of individual k-NN models in conjunction
with randomization technique(s) further improves predic-
tion accuracy. Randomization techniques usually involves
taking random samples from the training data and/or the
given feature set for building the base k-NN models. This
increases diversity in the base models reducing their chances
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to repeat the same error [6]-[9]. Several ensemble techniques
have been proposed based on the above notion. Examples of
the algorithms are bootstrap aggregated k-NN [10], random
k-NN [11], ensemble of subset of k-NN [12], etc. Majority
of the k-NN ensembles use simple or weighted mean of the
target variable values in the neighbourhood of the test point
determined by each of the base models. Final estimate is
computed by pooling all base k-NN models results. Such an
estimate is highly sensitive to non-informative features and
scale of the data [8].

This paper presents the idea of an ensemble of k-NN
models, the optimal k-NN ensemble (Ok-NN-E) based on
fitting stepwise regression for observations in the test data.
The stepwise model selection minimizes the effect of the
non-informative features in the data on the response vari-
able. The k-NN models are constructed on bootstrap samples
taken from the training data along with taking a random sub-
set of features. Sequential backward and/or forward model
selection based on the k-nearest neighbours identified by
each k-NN model and the selected feature subset is used
for predicting the test sample. The final estimate of the test
point is obtained by averaging the results of all the optimal
k-NN models in the ensemble. A total of 16 bench mark
datasets have been used to assess the performance of the
proposed Ok-NN-E. For further assessment, non-informative
features generated random from uniform distribution over the
interval [0, 1] are added to the datasets used in the paper.
The number of non-informative features added to each of
the dataset is the same as the original number of features in
the data. Coefficient of determination (R2), Pearson’s product
moment correlation coefficient (r), mean square predicted
error (MSPE), root mean squared error (RMSE) and mean
absolute error (MAE) have been used as performance metrics.
Boxplots of the results have also been constructed. The rest
of the paper is organized as follows. A summary of the related
work is given in Section II. The proposed method, its mathe-
matical description and its algorithm are given in Section III-
B. Experiments are given in Section IV. This section consits
of a brief description of the datasets used, the addition of
non-informative features, experimental set-up and a detailed
description of the results obtained. The paper ends with a
conclusion given in Section V.

Il. RELATED WORK

Many authors have developed methods for improving the
performance of the standard k-NN method. As the standard
k-NN method assigns equal weights to observations in the
neighbourhood of a test observation, Bailey [13] proposed
weighted k nearest neighbour (Wk-NN) to overcome this
problem by assigning weights to the neighbours according
to the distance calculated. This method, however, uses all
the training observations in the training data thus making
the method global. To reduce size of the data and boost up
query time of the k-NN method, Gowda and Krishna [14],
Angiulli [15] and Alpaydin [16] suggested the idea of con-
densed nearest neighbour (C-NN) by removing observations
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showing similarity and not adding extra information. How-
ever, C-NN depends on the order of data and is likely to
ignore points on the boundary. Gates [17] proposed a similar
method, the reduced nearest neighbour (R-NN), by removing
patterns which do not affect the results in the training data.
This method reduces training data size and removes tem-
plates. However, this method, like C-NN, is computationally
complex. Guo et al. [18] proposed model based k-NN method
that estimates test data using a model based on the training
data. This method also reduces training data size and is shown
to improve prediction accuracy. This method fails to consider
marginal data outside the region. Clustered k nearest neigh-
bor [19] selects the nearest neighbours from the clusters to
overcome defects of uneven distributions of training samples
and is consequently robust in nature. Selection of the thresh-
old used for distances between observations within clusters
in this method is difficult. Criteria for finding the optimum k
value for each category is also unknown. Modified k nearest
neighbour (Mk-NN) [20], uses weights and validity of data
point to classify nearest neighbour. k-d tree nearest neigh-
bour (kd-NN) [21], divides the training data exactly into half
plane and it is used for the organisation of multi-dimensional
points. It is simple, fast and produces perfectly balanced tree.
However, it is computationally complex, requires intensive
search and blindly slice points into half which may miss data
structure.

In addition to the above work, there are several ensem-
ble methods using k-NN or its modification as the base
learner. One of the fundamental ensemble methods is bag-
ging (bootstrap aggregation) [22] which construct a new
model to approximate the exact bootstrap expectation of the
model [23]-[25]. This method has become the fundamental
step in various state-of-the-art ensemble learning methods.
In bagging, a large number B of bootstrap samples are ran-
domly drawn from the learning data and the base learning
model is applied on each of the sample. Response for a
new observation is predicted by averaging (for regression
problems) or majority voting (for classification problems)
based on predictions made by all the B base models [22]. The
method proposed in this paper also uses bagging as one of
the steps for improved prediction performance. Steele [10]
extended the idea of exact bagging to bootstrap sub-sampling
schemes (with and without replacement). Various ensemble
methods exist that combine bagging with feature subspace
for building base k-NN models [11], [12], [53]. This is done
by randomly selecting a subset of features for each bootstrap
sample to build the base model [11], [12]. Random feature
subset selection is also implemented in the proposed method
as one of the steps of the method. The proposed method uses
the subspace idea in a novel way in that a further search is
made in the subset of features selected initially for best fitting
observations in nearest neighbourhood of a test point in each
base k-NN model. This inculcates additional randomness in
the models and thus improves the overall performance of the
ensemble method. Other studies have considered optimiz-
ing the number of nearest neighbours, k, in the base k-NN
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models for ensemble learning [26], [31]. Garcia-Pedrajas
and Ortiz-Boyer [9] proposed boosting k-NN by using two
methodologies. The first method involves selecting a subset
of the features and the second transform the inputs by using
non-linear projection of the features. Several other studies
consider boosting methods for k-NN model to gain improved
performance [27], [28].

Furthermore, there has been several methods proposed in
literature based on the idea of locally linear models. The
ensemble of locally linear models predict each data point in
the test dataset based on a model build on its nearest neigh-
bours in the training dataset. This idea was initially presented
for classification problems by Bottou and Vapnik [46] and
later used for regression problems choosing models based on
leave-one-out cross validation [47]. A locally linear regres-
sion fits a linear model for each observation in the data in the
form of a linear combination of its nearest neighbours [47].
The current paper has used locally linear model fitting for
each k-NN model in conjunction with bootstrapping and
random feature selection for each bootstrap to produce diver-
sity and accuracy in the base models. Locally linear model
fitting is done for each observation in the test data using
both forward and backward model selection methods based
on selected subset of features.

Kainulainen et al. [29] proposed a k-NN ensemble using
feature subsets selected by forward model selection method
on random samples of the data for building each base k-NN
model. They also suggested using values of k, the number
of nearest neighbours, optimized for each k-NN base model.
The current paper has considered feature selection for each
base k-NN model based on a random subset of features
and a bootstrap sample taken from the training data. Model
selection is done by using the nearest observations identified
by each base k-NN model unlike the method in [29]. The
proposed method is also inspired from the method of Kang
and Kang [30] where ensemble of multiple linear models is
used. The proposed method improves prediction performance
in three ways.

1) Each base model is based on random bootstrap sample
of the training data with random subset of features
making the base models diverse.

2) Model selection in each base model is done based on
the observations in the nearest neighbourhood com-
posed of k samples.

3) The effect of non-informative features is eliminated by
forward/backward stepwise regression. The fitted mod-
els are also allowed to predict the test observations thus
avoiding the adverse effects of simple mean estimation.

lil. METHOD

Suppose a training data £ = (X, Y), where X is p features
matrix with n rows (observations) and Y is the response vari-
able. Let x" be a p-dimensional query/test observation, and it
is required to predict the target value i.e. y for x’. Let B be
the number of bootstrap samples drawn from training dataset
L = (X, Y). The samples are drawn such that a random subset
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of features of size d < p is considered with each sample.
The k nearest nieghbours for x’ are identified in each of the
bootstrap samples using some distance metric, say, Euclidean
distance. Each bootstrap sample thus reduces to a data matrix
M xa+1)- Let Hj(.) be a linear regression model consisting
of j=0,1,2,...,d variables and Cj(.) be the corresponding
value of the objective function used for model assessment.
The proposed method fits an initial (empty) regression model
Ho(.). Ho(.) is then updated as H;(.) by adding one from
the d variables that optimizes the objective function value
C1(.). Similarly H;(.) is updated as H»(.) by adding another
from the remaining d — 1 variables optimizing the objective
function value C(.). Stop updating H;(.) to H;;1(.) when
Ci+1() — Ci(.) < 7, where 7 a threshold set for the gain in
predictive capability of model Hj4(.) as compared to model
Hj(.). Call the final model from the data matrix My x(4+1) as
I:Ij(.). Let ¥, (t = 1,2,..., B), be the value predicted for
x' by the stepwise regression model. In this way, estimates
31,2, ..., yp of the same test point (x") are obtained, which
are B predicted values. To get the overall estimated of the
test point, the arithmetic mean of all these predicted values
is calculated.

In this method one can use; forward, backward and both
stepwise model selection procedures. In case of forward
selection, there is no issue with the value of k, that is kK may be
less, equal or greater than the number of features. In case of
backward selection, the value of k should be taken equal to or
greater than the number of features, in that backward selec-
tion starts from the full model. In cases where the number of
features is more than the number of observations, a random
sample (with replacement) of the required size need to be
selected to use backward model selection.

A. MATHEMATICAL MODEL

Let b is a “campaigner” value for the true model parameter
vector 8 and the amount y; — (x;)7 b, known as the residual
term for the ith sample, which measures the perpendicular
distance between the hyperplane y = x”b and the point
(xi, yi). Thus, it measures the level of fit between the true data
points and the model values. The ““sum of squared residuals™
is a quantity which measures the whole model fit, i.e.,

k
Si(b) =) (i —x/b)* = (y — Xb)' (v — Xb),
i=1

where, t = 1,2,...,Bandi = 1,2,...,k, T is used
for matrix transpose and k is the number of samples in the
neighbourhood of the test point. S;(b) is a quadratic function
of b and hence it possesses a single minimum value at b = B ,
which can be obtained through the explicit expression:

B = argminpen Sy (b) = X X)"1xTy.

By this way, B stepwise models are obtained for a test
point x”. Each of the models is built on a subset of features
taken randomly from the given feature space. Estimate the
response of x” by all these functions to obtain B values i.e.
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, 8 and pool them as

1 B
j\): Z&ta
t=1

to get the final overall estimate of the response.

.25 - -

|

B. ALGORITHM
The proposed O-k-NN-E takes the following steps.

1) Take B bootstrap samples from training data along with
randomly selecting a subset of d < p features.

2) Apply k-NN on each sample to identify the k nearest
neighbours for a test observation x’.

3) Form a data matrix My (4 1) consisting of the k obser-
vations identified by k-NN and d features from each
bootstrap sample.

4) Fit stepwise linear regression models on the B matrices
and use them to predict x’.

5) Final prediction for x’ is the average of all the B pre-
dictions by the regression models.

Pseudo code of the proposed method Ok-NN-E is given in
Algorithm 1 along with an illustrating flow chart in Figure 1.

Algorithm 1 Pseudo Code for Ok-NN-E
/* Construct B k-NN models each on a bootstrap sample
and d < p features */
p < number of features in the dataset;
d < number of features for each k-NN;
B < number of k-NN learners;
k <— number of nearest nieghbours in each k-NN;

fort =1— Bdo
Y Built base k-NN;
% Identify k nearest samples for test point x’ in base
k-NN model using Euclidean distance;
% Fit stepwise regression model H;(.) using k points in
k-NN model to estimate x’;
% Predict x’ through H;(.) model;
% Save all the results obtained by H;(.);
end for

Pool all B estimates to get final result i.e., y = Z?:l Y

IV. EXPERIMENTS AND RESULTS

A. BENCHMARK DATASETS

1) BENCHMARK DATASETS WITH ORIGINAL FEATURES

To compare the proposed method with the other state-of-the-
art methods, a total of 16 datasets are used. These datasets
are taken from various open sources. A brief summary of
the datasets is given in Table 1. The table shows the number
of observations, number of variables and the sources against
each dataset. Datasets are arranged in ascending order with
respect to the number of features.
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Training Data £ = (X, Y ) (p41):
Test Point z'
Number of Bootstraps, B:

Bootstrap Sample
L = [-X* }’}n}c{p+1j;
where d < p;

v

Find k-Nearest
Observations for z';

I

Predict ' Using a Step-
wise Regression Model

Based on the k-Neighbours

'

Store the Result

True 4 i

Average the
Stored Predictions

FIGURE 1. Flow chart of the proposed “Ok-NN-E” method.

2) BENCHMARK DATASETS WITH CONTRIVED FEATURES

To further assess the method, random non-informative fea-
tures are added to the datasets. Number of non-informative
features added to each dataset is the same as the original num-
ber of features in the dataset. All the features are generated
from uniform distribution over the interval [0, 1].

B. EXPERIMENTAL SETUP
Experiments carried out on the given datasets are designed
as follows. Each dataset is divided randomly into two
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FIGURE 2. Bar plots for R2 and r for datasets with original features.

TABLE 1. Benchmark datsets. Table shows the number of observations n,
number of features p and source against each dataset.

Dataset n p Sources

Free 39 4 [32], [33]

Swiss 47 5 [33], [34]

Atti 30 6 [35]

CPU 209 7 [36]

Bolts 40 7 https://www.openml.org/d/193
Kcl 145 8 http://openml.org/

slump 103 9 [36], [37],

Mu284 284 9 http://openml.org/

Merc 53 9 https://www.openml.org/d/1090
Hap 158 10 https://www.openml.org/d/40916

Chat 235 12
SMSA 59 14

https://www.openml.org/d/695
https://www.openml.org/d/1091

Bfat 252 14 https://www.openml.org/d/560, [37], [38]
Wisc 194 32 https://www.openml.org/d/191

Andro 49 35 [39]

Pah 80 112 https://www.openml.org/d/424

non-overlapping parts; a training part with 70% observations
and a testing part with the remaining 30% of observations.
For the proposed method, the values of hyper-parameters are
fixed for simplicity purpose as given below. A total of five
hundred k-NN models are constructed each on a bootstrap
sample from the training part along with randomly selecting

= +/(p) number of features. The value of k is fixed for
all the given datasets at k = 0.1 x n, forward stepwise
model selection is executed using AIC as the model selection
criterion in each k-NN model using the k nearest observa-
tions and the random set of d features. Final results are the
average of the results obtained from all the 500 runs. The
hyper-parameters might effect the performance of the pro-
posed method and could be fine-tuned using cross-validation,
for example. A discussion on the effect of hyper-parameters
on the prediction performance of the proposed method is
given in Section IV-D.
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Random forest is used as implemented in the R package
randomForest [42]. For random k-NN, the R package
rknn [45] is used, whereas for SVM, R package kernlab
[41] is used. For k-NN, R package knn [44] is used. For
random forest, nodesize, nt ree and mt ry are fine-tuned
using tune . randomForest function available within the
R-Package 1071 [40]. For selecting the node size value a
grid search is made in the values (1, 5, 10, 15, 20, 25, 30), for
tuning ntree we tried values (500, 1000, 1500, 2000) and
for tuning mt ry, a search in values (\/p, p/5, p/4,p/3.p/2)
is made. All the possible values of mtry are checked
in cases where p < 12. k-NN is fine-tuned by using
the R function tune.knn within the R library “el1071”
for different values of the hyper-parameter k ie. k =

, 10. Similarly, random k-NN is fine-tuned by search-
ing values of k = 1,...,10 and the number of fea-
tures in /p, p/5,p/4,p/3, p/2. The rest of the settings are
kept intact as given in the Rk-NN [45] R package. All the
above hyper-parameters values are fine-tuned using 10-fold
cross validation on the training data by searching the best
values from the given search spaces. The same is imple-
mented in the R packages used, i.e. tune . randomForest
and tune.knn, for tuning the hyper-parameters. SVM is
used with linear kernel as implemented in the R package
kernlab [41] with default setting.

C. RESULTS

The results given in Table 2 reveal that the proposed
Ok-NN-E has outperformed all the other methods on almost
all the datasets. For quick insights, the results are also given
in the form of bar plots (see Figures 2, 3). Ok-NN-E is giving
higher R? values than the other methods on 13 datasets, ran-
dom forest is giving the highest R> values on 2 datasets. k-NN
gave better results than the other on 1 dataset in terms of R
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FIGURE 3. Bar plots for R2 and r for datasets with adding non-informative features.

TABLE 2. Proportion of explained variations R2, Pearson’s product moment correlation coefficient r, predicted mean square error PMSE, root mean
square error RMISE and mean absolute error MAE for the methods against each dataset with original features.

Matrics ~ Methods Datasets
Merc Hap CPU Kcl  Chat Pah SMSA  Bfat Slmp  Andro Mu284 Swiss Bolts  Free Atti Wiscn
Ok-NN-E 0.880 0.974 0912 0.332 0.854 0.686 0.713 0953 0.662 0.875 0.559 0.463 0.799 0.996 0.415 0.101
E-NN 0.244 0963 0.810 0.140 0.795 0.635 0.008 0.564 0.060 0.577 0.004 0260 0.800 0977 0.299 0.015
R? Rk — NN 0432 0811 0.813  0.215 0.802 0.641 0.078 0542 0.444 0450 0.152 0348 0.534 0.980 0213  0.060
RF 0.870 0.951 0.906  0.232 0.832 0.684 0.155 0922 0.789 0814 0.752 0439 0.793 0.986 0290 0.071
SVM 0.682 0916 0.632  0.105 0.807 0.500 0.182 0900 0.718 0.762 0.743  0.455 0.619 0.983 0.113  0.060
Ok-NN-E  0.957 0.989 0974  0.647 0929 0.850 0901 0978 0.867 0972 0.778 0.750 0919 0.999 0.773  0.374
E-NN 0.659 0.984 0.936 0460 0.901 0.826 0.241 0.760  0.375 0.873  0.081 0.606 0924 0.993 0.712  0.197
r REk-NN 0.777 0.968 0.949 0549 0.906 0.834 0510 0.773 0.754 0.854 0419 0.711 0874 0.994 0.691 0.284
RF 0.957 0983  0.971 0.583 0919 0846 0.600 0968 0907 0.955 0.875 0.749 0.937 0995 0.694  0.307
SVM 0.873 0.963 0.827 0.118 0.906 0.740 0526 0954 0865 0.922 0870 0.741 0.848 0.996 0.606  0.320
OE-NN-E  0.020 0.128 18081.150 28.219 1587.976 0.002 607.442 16.599 78.106 0.109 812.982 160.439 210.613 0.001 82.162 1855.585
k-NN 0.113 0.191 42970.100 43.902 2252.036 0.003 2813.130 153.552 216.501 0.408 2053.541 223.508 214.822 0.005 106.088 2257.439
PMSE Rk-NN 0.094 0.943 45712.290 41.520 2184.488 0.003 2573.213 162.020 129.741 0.526 1517.056 202.810 497.530 0.005 120.174 1954.245
RF 0.025 0.245 23285.400 39.875 1836.718 0.002 2195.482 27.909 47.956 0.184 441.871 170.520 219.682 0.003 106.647 1952.488
SVM 0.057 0.425 86687.04 60.419 2163.604 0.004 2577.096 35.671 64.423 0.232 455.106 173.776 406.732 0.004 132.205 2025.512
Ok-NN-E  0.141 0.358 134.466 5.312 39.849 0.045 24.646 4.074 8.838 0.330 28513 12.666 14.513 0.032 9.064 43.077
k-NN 0.336 0.437 207.292 6.626 47.456 0.055 53.039 12392 14.714 0.639 45316 14950 14.657 0.071 10.300 47.513
RMSE Rk-NN 0.307 0.971 213.804 6.444 46.739 0.055 50.727 12.729 11.390 0.725 38.949 14.241 22305 0.071 10.962 44.207
RF 0.158 0.495 152.596 6.315 42857 0.045 46.856 5283 6925 0429 21.021 13.058 14.822 0.055 10.327 44.187
SVM 0.239 0.652 294427 7.773 46.515 0.063 50.765 5973 8.026 0.482 21.333 13.182 20.168 0.063 11.498 45.006
Ok-NN-E  0.114 0.552 140259 1939 68.613 0.020 14.536 6.556 7.780 0.133 64.608 15.273 12.808 0.036 8.670  48.521
E-NN 0.329 1.004 167.807 2.005 77.740 0.019 26.106 22.640 11.681 0.305 111.718 17.330 11.098 0.081 9.271  51.963
MAE  Rk-NN 0.303 2.381 172946 1.929 76.042 0.020 23.113 23.818 14.624 0.341 96.617 17.071 22.202 0.073 9.505  50.065
RF 0.129 1.603 120.076 1.894 70.436 0.018 20.109 8.192 10.346 0.190 41979 15901 13.401 0.066 9.111  49.538
SVM 0.203 0.969 197.652 2.063 71.187 0.021 19.548 7.747 7.069 0224 36.493 15356 17.992 0.066 10.205 48.893

Random k-NN and SVM did not outperform the other meth-
ods on any of the datasets considered. In terms of Pearson’s
product moment correlation coefficients (r), the proposed
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methods is better than the others on 12 datasets and similar
to random forest on 1 dataset. Random forest is better than
the others on 3 datasets. In terms of predicted mean square
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TABLE 3. Proportion of explained variations R2, Pearson’s product moment correlation coefficient r, predicted mean square error PMSE, root mean
square error RVISE and mean absolute error MAE for the methods against each dataset with added non-informative features.

Matrics  Methods Datasets
Merc Hap CPU Kcl Chat Pah  SMSA Bfat  Slmp Andro
Ok-NN-E 0.870 0.960  0.912 0.256  0.853 0.650 0.723 0907 0.684 0.713
k-NN 0.242  0.965 0.822 0.106  0.794 0.523  0.105 0.579 0.018 0.551
R? REK-NN 0428 0.664  0.749 0.203 0.779 0464 0210 0504 0.381 0.410
RF 0.843 0954 0892  0.165 0833 0.623 0135 0922 0749 0712
SVM 0.637 0904  0.568 0.100  0.772 0450 0.126 0.851 0.597 0.333
Ok-NN-E 0948 0.990 0.974 0.609 0927 0.834 0915 0.958 0.866 0.896
k-NN 0.655 0.985 0940 0435 0899 0760 0210 0770 0355 0.861
T REk-NN 0.815 0.963 0.939 0.547 0901  0.830 0511 0.762  0.737 0.841
RF 0.946 0.985 0967 0541 0918 0818 0589 0968 0.894 0.947
SVM 0.883 0966 0791  0.126  0.892 0711 0509 0939 0.824 0.782
OK-NN-E 0011 0.105 9482.000 15773 829.362 0.001 204.856 17.178 37.672 0.134
E-NN 0.060 0.094 20227.370 21.901 1173.130 0.002 1576.130 77.752 115.621 0.210
PMSE Rk-NN  0.051 0.873 29423.170 20.507 1265.580 0.002 1459.790 92.184 74.024 0.280
RF 0.015 0.121 12853.410 20.505 950.274 0.001 1259.970 14.775 29.377 0.140
SVM 0.034 0.253 49836.960 29.919 1314.340 0.002 1483.200 28.056 48.599 0.316
OKk-NN-E 0.105 0.324 97376  3.972 28.799 0.032 14313 4.145 6.138  0.366
E-NN 0.245 0307 142223  4.680 34251 0.045 39700 8.818 10.753 0.458
RMSE RE-NN 0226 0934 171532 4528 35575 0.045 38207 9.601 8.604 0.529
RF 0.122 0348 113373  4.528 30.827 0.032 35496 3.844 5420 0.374
SVM 0.184 0503 223242 5470 36254 0.045 38512 5297 6971 0.562
Ok-NN-E 0.064 0.613  88.074 1.131  36.313 0.009 5.563 7.841 6.674 0.141
k-NN 0.172 0966  93.049 1.046  40.723 0.012 12.186 11.498 5943 0.156
MAE Rk-NN 0166 1537 132075 1.022 42924 0012 10598 12584 8259 0.182
RF 0.075 0.928 75793  1.118 37.294 0.010 10405 3.882 6264 0.123
SVM 0.122 0.683 153.577 1.055 43993 0.011 9.731 6.029 6478 0.193
error (PMSE), Ok-NN-E has outperformed the other methods Original data Added non-informative features
on 13 datasets and similar to random forest on 1 dataset. &
Random forest gives the best results on 2 datasets. Random
k-NN, k-NN and SVM could not perform well on any of _
the datasets compared to the rest of the methods. Similarly,
Ok-NN-E outperformed all the other methods based on root
mean square error (RMSE) and mean absolute error (MAE). w
For the case of added non-informative features, the results g
are given in Table 3 for randomly selected 10 datasets. It is
evident from the results that the proposed Ok-NN-E is robust w
to the issue of non-informative features in the data. The pro- £
posed Ok-NN-E is giving promising results on 5 datasets in
terms of each of the performance measures considered. Ran-
dom forest has outperformed the other methods on 2 datasets g

based on each of the performance measures. Random forest
and Ok-NN-E gave similar results on 1 dataset based on
RMSE.

For further assessment, boxplots of Rz, r, predicted mean
square error RMSE, root mean square error RMSE and mean
absolute error MAE values obtained from all the 500 runs of
the experiments are also constructed. The boxplots are given
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FIGURE 4. Boxplots for Merc.

in Figures 4-13. The left panel in the figures are boxplots for
datasets with their original features whereas the right panel
are the ones for datasets with added non-informative features.
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FIGURE 7. Boxplots for Kc1.

The figures reveal that the proposed Ok-NN-E is less affected
by non-informative features in the data as compared to the

other methods considered.
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D. HYPER-PARAMETERS ASSESSMENT

This section presents the effect of hyper-parameters involved
in Ok-NN-E on its performance. There are 3 hyper-
parameters that could effect the performance of the

VOLUME 8, 2020



A. Ali et al.: k-Nearest Neighbours Based Ensemble via Optimal Model Selection for Regression

IEEE Access

Original data Added non-informative features
% % T T
o or 9o o 00O 4
B . B CITRE- - .
T T T T T T
- j . H I ‘
- Ak - o0 4 owr 0O+
e g™} - Be-t
Ok-NN-E orih ol
T T T T T T T
o Wy T el T
2] s o e
P i L 0a- o
T T T T T T T
° 8 g ° 8 g 8 8 g g
w svm = =RRE] S D@
» B 55 = -o@-e
S ] 3 - - ‘
o Ok-NN-E —|_+ - -ED@- - 4 + DQ - 40
T T T T T T T T T
w 3 o LSRR
Ak ot~ P T
2 s d-pg--- voomanee S e el
T T T T T T T T
FIGURE 11. Boxplots for Bfat.
Original data Added non-informative features
&
o
—
w
o
1)
=
w
7]
>
o
w
<
=

FIGURE 12. Boxplots for Simp.

Original data Added non-informative features

MSPE

RMSE

MAE

FIGURE 13. Boxplots for Andro.

proposed method. These are, the number of nearest neigh-
bours (k), the number of features (d) selected randomly
for each base k-NN model and the number of bootstrap
samples (B) taken from the training data. For assessing

VOLUME 8, 2020

g _
o

Merc
Hap
CPU
SMSA
Bfat
Free

RE
|
E0poEm

Number of k—-nearest observations

FIGURE 14. Plot of R2 for different number of nearest neighbours (k).

0
2 | g
—n——a—— ——e———6—_,
e - m SMSA
@ Bfat
4 @ Wisc
& < @ Andro
S @ Pah
B Chat
N
o
o
e T T T T T
4 6 8 10 12
Number of random subset of features (d)
FIGURE 15. Plot of R2 for different feature subset size (d).
e ]
- M = S
—
o |
o
©
@
~ ®m Hap
S @ Andro
N @ CPU
o« o | B Kcl
o =@ Simp
© B Free
p
<
P
@ | x\x/x/”
o

T T T T T T T
200 400 600 800 1000 1200 1400

Number of bootstrap samples (B)

FIGURE 16. Plot of R? for different number of bootstrap samples (B).

each parameter, 6 datasets are randomly selected from the
given benchmark problems. Effect of these parameters on
Ok-NN-E is shown in Figures 14-16. It is evident from
Figure 14 that the number of nearest neighbours does effect
the performance of the method and should therefore be fine-
tuned. Similarly, the number of features taken randomly for
bootstrapping also effect the performance of the method and
needs to be fine-tuned. For the case of bootstrap samples (B),
the method becomes stable after increasing this number from
B = 500. Thus it suggests that B = 500 is a decent number as
increasing this involves additional computational cost. In the
current paper, hyper-parameter values are fixed for simplicity
purposes as mentioned in Section IV-B. However, one could
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use cross-validation to select appropriate values for these
parameters.

V. CONCLUSION

This paper presented the idea of model selection based on
a random feature subset in the k-nearest neighbours of each
test data observation. The process of model selection is
stretched to a large pool of k nearest neighbours models by
bootstrapping method to construct an ensemble model. The
proposed method is compared with k-NN, random k-NN,
random forest and support vector machine on 16 datasets
using R?, Pearson’s product moment correlation coefficient r,
predicted mean square error RMSE, root mean square error
RMSE and mean absolute error MAE as performance metrics.
The results given in the paper show that the proposed method
has outperformed the rest of the methods on almost all the
datasets considering the performance metrics used.

k-NN and random k-NN have consistently performed
poor as compared to the proposed Ok-NN-E method due
to their sensitivity to non-informative features in the data.
Non-informative features in the data adversely affect k-NN
and k-NN based ensembles in that non-informative features
still play their role in the estimation of the response based
on the nearest neighbours. The proposed method fixes this
problem by selecting the best features in a stepwise fashion
to estimate the response variable value via linear regression
model. This phenomenon has also been demonstrated by
adding extra non-informative features to the existing datasets.
By the addition of non-informative features, the proposed
method has shown more robust as compared to the rest of
the methods. As k-NN and Rk-NN are based on the standard
approach of averaging the responses of the k-nearest obser-
vations of a test observations, these methods have shown
poor performance with added non-informative features in
the data. This revealed that model selection in the nearest
neighbourhood of test observations fixes performance issues
of k-NN models in general and in the case of non-informative
features in the data in particular.

Moreover, the proposed method constructs each k-NN
model on a subset of features that ensures diversity in the
ensemble in addition to the randomization brought by boot-
strapping. Accuracy in the base k-NN models in ensured by
proposed stepwise model selection based on the k-nearest
observations and the random features set. Thus, the analyses
given in the paper also show that by increased randomization
and accuracy, a more powerful ensemble model could be
constructed.

Model selection in each k-NN model in the ensemble could
be time consuming given high dimensional problems and the
proposed method may incur high computational cost as com-
pared to ordinary k-NN methods. One possible way is to use
parallel computing as implanted in the R package parallel
[43] by parallelizing Step 3 of the algorithm i.e. fitting B
stepwise models. The proposed method in the paper does not
take into account scale of the variables in the datasets and
use them in their original format. Although the results of the
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method are promising as compared to the rest of the methods,
it could further be improved by considering the appropriate
distance metric in nearest neighbours identification for each
data accordingly. Another possibility for further improving
the proposed method is to use it in conjunction with feature
selection methods as given in [48]-[52]. This could be done
by selecting features from the entire set of features using
the feature selection methods and then taking random set of
features from the selected features for each base k-NN model
in the ensemble.

This work can also be extended to the situations where the
response variable is categorical i.e. classification problems.
To achieve this, one could use the logit link function and
allowing for stepwise model selection based on the nearest
neighbours in each k-NN base model in the ensemble.

The proposed method is implemented in an R package
OkNNE.
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