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ABSTRACT Facial expressions convey exhaustive information about human emotions and the most
interactive way of social collaborations, despite differences in ethnicity, culture, and geography. Due to
cultural differences, the variations in facial structure, facial appearance, and facial expression representation
are the main challenges to the facial expression recognition system. These variations necessitate the need
for multicultural facial expression analysis. This study presents several computational algorithms to handle
these variations to get high expression recognition accuracy. We propose an artificial neural network-based
ensemble classifier for multicultural facial expression analysis. The facial images from the Japanese female
facial expression database, Taiwanese facial expression image database, and RadBoud faces database are
combined to form a multi-culture facial expression dataset. The participants in the multicultural dataset
originate from four ethnic regions including Japanese, Taiwanese, Caucasians, and Moroccans. Local
binary pattern, uniform local binary pattern, and principal component analysis are applied for facial feature
representation. Experimental results prove that facial expressions are innate and universal across all cultures
with minor variations.

INDEX TERMS Facial expression, multicultural, ensemble, artificial neural network.

I. INTRODUCTION
The cultural variation in facial expression representation
raises the issue of the universality of facial expressions.
In psychological and social science literature, the universality
of human emotions in the appearance of facial expressions
has remained one of the highest standing debates. In the late
1960s and early 1970s, researchers found evidence about the
universality of facial expressions [1], [2]. Ekman identified
basic emotions (i.e., happiness, anger, surprise, sadness, fear,
and disgust) which are common for all human across dif-
ferent cultures [5]. In our research, we studied five expres-
sions, such as anger, happiness, surprise, sadness, and fear
for cross-cultural facial expression categorization. The facial
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expression has always been a challenging problem in the field
of machine learning, image processing, and sample recog-
nition. It plays an important role in representing the inter-
nal feeling state in a computer-assisted human interaction
environment.

Due to such importance, a lot of effort has been
devoted to developing reliable facial expression classifi-
cation techniques. The smart meeting, visual surveillance,
social robotics, and video conferencing are some inter-
esting real-world applications which require cross-cultural
facial expression recognition, many machine learning tech-
niques [4]–[7] have been developing for culture-specific
facial expression recognition, but no effective technique has
been developed to recognize the multicultural facial expres-
sions efficiently [8], [9]. The reason behind is that the
facial structure has too many variations due to difference in
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FIGURE 1. Multicultural facial structure and facial expression representation variations from (row 1) Moroccan to
(row 2) Caucasian, (row 3) Taiwanese, and (row 4) Japanese.

culture, color, and the cultural state as shown in Fig. 1.
Due to this diversity, the existing facial expression classifi-
cation approaches focus only on the culturally specific facial
expression recognition. Therefore, more research efforts are
compulsory for multicultural facial expression recognition
techniques. This research focuses on the development of a
neural network-based ensemble technique to perfectly iden-
tify the cross-cultural facial expression representation varia-
tions. The identifiers should be talented to learn the variations
among Moroccan, Caucasian, cultures with the Japanese and
Taiwanese subjects.

We have developed a novel ensemble approach called
artificial neural network ensemble collection (ANNE). The
developed ensemble model consists of three-level of classi-
fiers, base level, meta-level, and predictor. A collection of
binary neural networks (BNNs) is experienced to form an
ANNE collection. The outputs of BNNs in an ANNE are
combined using a probability distribution, where each ANNE
represents the possible facial expression. Thus, the use of
a binary scheme allows each ANNE to admit or negligible
the survival of an expression. We believe that the proposed

system functions irrespective of constraints like culture,
color, ethnic and geographical region.

II. CONTRIBUTIONS
In this research, an ensemble technique called ensemble col-
lections is applied to those peoples which belong to dif-
ferent cultures, this type of dataset identifies the different
multicultural facial expressions by making the following
contributions:
• We developed the multi-culture facial expression
database by combining the three different facial expres-
sion databases: Japanese female facial expression
(JAFFE), Taiwanese facial expression image database
(TFEID), and RadBoud face database (RaFD). The par-
ticipants of the multi-culture database originate from
following cultural, ethnic, and geographic regions;
Moroccan, Caucasian, Japanese, and Taiwanese.

• We applied a two-level feature extraction approach,
in which the LBP, the PCA, and the ULBP filters were
used as the preprocessing stage for feature extraction,
representing the facial features with many dimensions.
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Furthermore, the dimensionality of the aspect vector was
decreased using the PCA algorithm.

• A novel ensemble approach called ensemble collections
is proposed to learn the cross-cultural facial expression
variations. The proposed ensemble classifier consists of
three levels of classifiers: base-level, meta-level, and
predictor.

• We developed a novel meta-learning technique, which is
the fusion of NB classifier and Bernoulli distribution for
well-organized cross-cultural facial expression which is
classified by learning the presence of facial expression
from a vast collection of ANNEs.

III. LITERATURE REVIEW
A comprehensive review of human emotion perception tech-
niques and issues up to 2009 are presented in [10]. The
authors discussed the challenges and data availability issues
also they extend to other types of media that can be used to
recognize the spontaneous human emotions. Lajevardi et al.
in [11] represented a comparative study of different facial
expression categorization methods and feature extraction
techniques. Donato et al. in [12] presented a comprehen-
sive comparison of facial feature representation and dimen-
sion reduction techniques. Zhao et al. in [13] proposed
scheme for facial region detection and facial expression
identification. Recently, Torre and Cohn [14] reviewed the
state-of-the-art facial expression recognition methods. The
authors analyzed essential approaches and current efforts
including feature extraction, face tracking, and facial feature
representation.

The main objective of the ensemble technique is to com-
bine a set of classifiers, where each classifier classifies the
same original class. The decisions of classifiers are combined
to obtain the best global classifier, with more accurate and
reliable decisions instead of using only one classifier. The
experimental studies in machine learning show that com-
bining the decisions of various classifiers reduces the sim-
plification error. The most popular techniques for construct
ensembles are bagging, boosting, and stacking. The objective
of constructing an ensemble of classifiers is not only the
expression recognition error minimization but also to opti-
mize the number of classifiers in the ensemble classifier. The
selection of an optimal number of classifiers from a pool
of classifiers while maintaining classifiers’ accuracy is an
optimization problem [15]. In this regard, many optimiza-
tion techniques have been used for ensemble construction.
Kuncheva et al. in [16] employed a genetic algorithm to
select the best combination of classifiers from three different
sets of classifiers and achieve capable exactness as compare
to the single classifier. Similarly, Kortemeyer et al. in [17]
introduced a genetic algorithm-based ensemble approach to
enhance classifier efficiency and to achieve better classifi-
cation accuracy. In [18] a heritable algorithm-based ensem-
ble design approach is urbanized where the training data
re-sampling and weak classifiers evolution maximizes the
classification accuracy. It proved that the optimization-based

ensemble approach gives better classification accuracy as
compared to AdaBoost.

Significantly, neural network-based ensemble techniques
are being used to enhance the expression recognition
accuracy. Chen et al. [19] proposed an ANN-based ensem-
ble technique for facial expression recognition. The bag-
ging ensemble manufacturing approach was applied to the
instructor the ANN classifiers. Wang and Xiao [4] proposed
a neural network ensemble technique using theMd-Adaboost
ensemble construction approach to combine the results of
a pool of neural networks. The artificial neural networks
were trained using different combinations of feature vectors
to enhance expression recognition accuracy and classifiers’
stability. Windeatt [20] described the various coding and
decoding techniques, which are used in ECOC ensemble
construction. The ECOCwas modified to tune the parameters
of artificial neural networks.

Extreme learning machine (ELM) is a new extension of
neural network-based learning techniques, which provide
the greatest generalization performance at exceptionally fast
learning speed [21]. On the other hand, the authors were
failing to present the criteria of judgment for the selection
of parameters such as the number of secreted layers and
numbers in each hidden layer. Recently, an extreme learn-
ing machine-based ensemble approach has been developed
for facial expression recognition [6]. A poll of ELMs was
trained using a bagging ensemble construction approach. The
experiments were performed on JAFFE and CK+ datasets
to evaluate the performance of the ensemble classifier. More
recently, Wang and Xiao [22] proposed a novel fuzzy integral
technique to integrate the facial expression predictions of
multiple neural networks. Extensive experiments were per-
formed on the JAFFE dataset to evaluate the validity of the
fuzzy integral ensemble approach. Ali et al. [7] introduced a
neural network based boosted ensemble approach for facial
expression recognition. A set of neural network classifiers
trained using the histogram of oriented gradients by varying
the neural network architecture. The final prediction was
made based on the weighted average of all neural networks’
decisions. Kim et al. [23] developed a deep Convolutional
neural network-based ensemble committee for facial expres-
sion recognition. Multiple deep CNNs were trained to vary
the network architecture, input normalization, and network
initial weights. To improve the expression recognition accu-
racy, the ensemble committee was organized in a hierarchical
structure with exponentially weighted decision fusion. The
expression recognition accuracy was very low on three facial
expression databases. The major drawback of this technique
is the use of exponentially weighted decision fusion instead
of the Meta-learning approach.

Meta-learning in ensemble models, learn how the classifier
can increase its efficiency through experience. The objective
is to understand how the classifier itself can become flex-
ible according to classification tasks. In meta-learning, the
meta-classifier learns from the errors of base-level classifiers
to accurately predict the presence of an expression. In the
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training of the meta-classifier, the major problem is the for-
mation of the training set to train the classifier. Chen and
Wong [24] proposed an ant colony optimization approach
with a stacking ensemble classifier. They performed some
preliminary experiments to compare the proposed approach
with many existing ensemble techniques such as bagging,
boosting, and ECOC. Ghimire and Lee [25] employed time
wrapping similarity distance as a weak classifier to select the
discriminative feature vectors and support vector machines to
predict the presence of an expression.

As one of the recent deep learning-based facial expres-
sion recognition approaches, Villanueva et al. in [26] devel-
oped a real-time facial expression recognition system to
recognize the happiness and sadness expressions. The pro-
posed approach is robust to variations in facial expression
representation, ethnicity, culture, age, geography, and pose.
Yu et al. in [27] proposed a deep learning technique to
mitigate the problem of inter-expression resemblance and
intra-expression variation. First extracted the region of inter-
est from facial images then applied deep metric learning and
partial image method to recognize the facial expression more
accurately. Similarly, Shi et al. [28] applied the FCM on
the convolution layer of CNN to achieve high expression
recognition accuracy with low execution time. The authors
in [45]–[48] proposed multimedia transmission schemes for
cognitive radio networks.

The evidence about the universality of facial expressions
is presented in [3]. It demonstrates that each expression has
unique features (gesture, structure, and internal emotional
state) as well as some common characteristics with other
expressions (rapid onset, short duration, unbidden occur-
rence, automatic appraisal, and coherence among responses).
The effects of these unique and common characteristics on
facial expression representation vary from culture to culture.
Russell [29] defined that emotions of anger, fear, and con-
tempt are universal that naturally evolve through the culture.
In [30] the authors examined similarities and differences in
cross-cultural expression recognition. Find out that facial
expressions across different cultures are universal with subtle
differences.

Until early 2009, the issue of cross-cultural facial expres-
sion recognition was comparatively ignored. Because, the
use of universal facial expression dataset is rare, and com-
paratively less attention has been given to the problem of
universal facial expression recognition. Matsumoto et al. [31]
performed cross-culture emotions analysis on spontaneously
produced facial expressions by American, Japanese, and
British students. The signal clarity of each expression
was similar across cultures. Dailey et al. [32] developed
a machine learning approach to recognize cross-culture
facial expression recognition. The authors concluded that
minute variations in multicultural facial images can affect
classifier performance. Da Silva and Pedrini [8] performed
a similar type of experiment. The authors suggested that six
basic facial expressions are natural and universal with minor
variations. The authors developed a multicultural dataset by

FIGURE 2. Multi-culture facial expression recognition framework Dataset
Preparation.

combining the four different benchmark databases. The pro-
posed technique was unable to define a suitable combination
of features and classifiers to recognition the multicultural
facial expressions efficiently. Similarly, Zia and Jaffar [9]
proposed a novel incremental learning technique to effi-
ciently recognize multicultural facial expression. The pro-
posed incremental learning technique enables the predictor
to learn the cultural variation incrementally. The classifiers
were trained incrementally on four different facial expres-
sion databases. The performance of trained predictors was
evaluated on the TEST facial expression database, which was
developed by collecting different facial images of female’s
actresses from different sources. The proposed techniques
performed significantly as compared to state-of-the-art tech-
niques. However, the multicultural facial expression recogni-
tion techniques presented in [8], [9], [32] motivates toward
the development of a diverse multicultural facial expression
database as well as more sophisticated prediction techniques
that can efficiently recognize the multicultural facial expres-
sions.

IV. METHODOLOGY
The goal of our research is to develop an automated facial
expression classification system that can classify the five
universal expressions, sadness, happiness, anger, fear, and
surprise. The proposed system is divided into the following
four phases.
• Preparation of dataset for the training of classifiers.
• Feature extraction and dimensionality reduction from
the preprocessed dataset.
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FIGURE 3. Face Detection and Localization.

• Training of classifiers using extracted feature vectors of
training data.

• A results analysis technique to evaluate the performance
of the proposed approach on the test set.

The databases used for the training and testing of classifiers
are publically available and represent four different cultural,
ethnic, and geographic regions. Therefore, we employed
JAFFE, TFEID, and RaFD databases.

A. PREPROCESSING
Following the generation of the dataset using these databases,
we applied the Viola-Jones face detector to localize the face
in each image. The faces were cropped, resized, and normal-
ized for further processing. Resizing applied using bicubic
interpolation technique [33] by preserving the fine details
of expressions, which produced a high-quality image in a
height of 150 pixels and a width of 128 pixels. The dimen-
sions were chosen to reduce the distortion over the whole
database. Pre-processing further includes face acquisition,
intensity normalization; thresh holding, and sharpening the
image. Before applying the feature extraction techniques,
the expression concentration region (eyes, mouth, and nose)
was detected, combined, and reshaped into a single vector to
represent a sample image.

An important feature of the multicultural facial expression
database is the spatial uniformity of all facial images. The
facial appearance varies due to many various factors such as
gender, age, ethnic region, and geography [34]. Irrespective
of these factors there is some common feature that defined
a standardized facial structure across all cultures and ethnic
regions as presented in [35]. However, these techniques focus
on defining the standards for creating spatial consistency to
overcome the variations of facial structure. In this research,
we adopted simple techniques to preprocess the facial com-
ponents. We applied Viola-Jones face detection and facial
components such as eyes, nose, and mouth detection. Later,
these components are combined to form the region of interest
which is used for feature extraction.

B. FEATURE EXTRACTION
Feature extraction is of fundamental importance in the classi-
fication of facial expression process. It plays a pivotal role in
increasing the classifiers’ accuracy. It is significant to extract
the features which are robust to illumination, noise, and

face alignment. Subsequently, the process of dimensionality
reduction is also very important because the feature extraction
process extracts many irrelevant features, which may affect
the accuracy of the classifier. However, it is necessary to
obtain the most significant features which contribute most to
the expression representation. Feature extraction and dimen-
sionality reduction processwas carried out using PCA,ULBP,
and LBP. As various feature extraction techniques extract
numerous features that may result in increased computational
cost and complexity. Hence, extracted features are reduced
using principal component analysis [138], which is a widely
used dimension reduction technique.

1) LOCAL BINARY PATTERN
The local binary pattern (LBP) descriptor was initially
reported by Ojala et al. [36]. Since then, it has drawn the
attention of the researchers working in facial expression and
face recognition. It has proved to be a very important facial
expression recognition technique by comparing the pixel
intensity of neighboring pixels with the center pixels of the
3× 3 window.

LBP(xc, yc) =
7∑

n=0

(Pn − Pc)2
n

(1)

2) UNIFORM LOCAL BINARY PATTERNS
Ojala et al. in [36] presented an extension of the LBP oper-
ator with different sizes of the neighborhood to capture the
discriminate features at different scales. In this technique,
a circular local neighborhood is defined as a set of neighbor-
ing points using bilinear interpolation. It allows defining a
neighborhood of any radius with any number of neighboring
pixels. It defines the texture of the image at different scales
which helps to extract the micro patterns more efficiently.

LBPP,R =
P−1∑
i=0

S(xi − xc)2j (2)

Here xi is the neighbor pixel of central pixel xc. The notation
(P, R) represents a circular neighborhood of P pixels on a
circle of radius R. The number of neighborhoods P and radius
R can be extended to compute large scale texture descriptors
according to requirements. The operator LBP P, R produces
2P different number of histogram bins with different values
of P.

For 8 points, the numbers of histogram bins are 256, and
4096 for 12 points. The circular LBP operator is not invariant
to image rotation because after rotation the neighboring pix-
els will move accordingly along the perimeter of the circle,
which will produce a different LBP code. To handle these
rotational effects a rotation-invariant LBP descriptor is intro-
duced in [108]. The rotation invariant LBP operator works as
follows:

LBPP,R = min
{
ROR(LBPP,R,i)

}
i = 0, 1, . . . ,P− 1

(3)
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FIGURE 4. Expression concentration Region detection.

FIGURE 5. Circular pattern with different micropatterns (left to the right
line, corner, edge, spot, and flat).

Here ROR (x, i) rotates each bit of binary string of length
P, x, i times. The LBP (P, R) operator counts the occurrence
of each rotational pattern which belongs to a microfeature in
the facial image. Therefore, these feature vectors can be used
to extract the micro details from facial images. The circular
pattern detects many different micro patterns such as a corner,
edge, line, flat, and spot. These patterns are combined to
represent local texture information. Fig. 4 shows the results
of detected circular patterns like line, corner, edge, spot, and
flat.

The subset of patterns is called uniform local binary pat-
terns [108]. A uniform LBP pattern contains a maximum of
two bitwise shifts from 1 to 0 and 0 to 1, like 11011111,
11110001, and 00110000. Where 01001101, 11101000, and
00001011 are examples of the non-uniform pattern.

LBPP,R =
P−1∑
i=0

S(xi − xc)2j
2

u (4)

S(x) =

{
1 if (x ≥ 0)
0 if (x < 0)

(5)

LBPu2 (P, R) denotes the uniform pattern, where u2 is used
to label the uniform patterns and non-uniform patterns are
labeled with a single label. The total number of binary pat-
terns in uniform LBP is computed as (P − 1) P + 2. Where
(P− 1) P are the rotational invariant patterns, including lines,
edges and corners, spot, and flat patterns. The LBP (8, 1) rep-
resents the texture features in 256 histogram bins. Whereas,
LBPU2 yields a lesser number of patterns as compared to the
LBP operator.

For example, uniform LBPU2 (8, 1) represents the facial
image in 58 uniform feature vectors and LBPU2 (12, 1.5)
represents the texture information in 134 feature vectors.

Fig. 5 illustrates the LBPU2 representation of u pat-
terns. The points black and white represent the binary value

FIGURE 6. Rotational patterns of the uniform local binary pattern.

as 1 and 0 respectively. There are eight possible representa-
tions of each uniform pattern except flat and spot. Experi-
ments show that the texture representation of uniform LBP
is similar to standard BP with a smaller number of features.
Fig. 5 represents the eight rotational patterns called uniform
patterns.

3) Principle Component Analysis (PCA)
Principle Component Analysis (PCA) is employed to explore
important facial aspects for expression classification. These
aspects represent the whole facial image with a subset of
principal components called optimal Eigenvectors. It is an
efficient dimension reduction technique to extract a minimal
set of features from a large feature set without losing the
important features.

Let training set X consists of N facial expression images
with X = {x1, x2 . . . xn}, then the mean image 9 is defined
as:

9 =
1
N

N∑
i=1

Xi (6)

Here Xi is the m x n dimension vector. The covariance matrix
C is defined as:

C = AAT (7)

A = {81,82,83, . . . , 8n} is the Eigenvector matrix of C
and8i = Xi−9 is the difference of the Xi image vector from
the mean image. The dimensionality can further be reduced
by:

C = ATA (8)

C. ARTIFICIAL NEURAL NETWORK ENSEMBLE
The process of constructing an ANNE classifier is catego-
rized into three phases. The first phase is to train a set of
base-level classifiers for each expression against all other
expression samples. Whereas the 2nd phase is to construct
the ANN collections by combining the results of base-level
binary classifiers using (12). At last, the decisions of nANNE
collections are combined with a final predictor to recognize
the presence of an expression.

1) BINARY NEURAL NETWORK
It is a feed-forward network with a tan-sigmoid transfer func-
tion that can be employed to excite the neurons to generate
the output value of each neuron in hidden as well as the
output layer. The output layer has one neuronwith two classes
associated with each input vector. The output neuron repre-
sents a single class either 1 or 0. The binary neural network
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Algorithm 1
Begin: Training samples {d1, e1}, . . . ,{Dn, En};
di is the sample dataset and ei is the expression;

Repeat e = 1 to E do
Randomly select subset SE and VE from training set D

Repeatn = 1 to Ndo (Number of ANNEs)
Repeat k = 1 to K do (Number of BNN in each
ANNE)
Randomly select a subset di from SE and vi
from VE
BNN (di, vi, ei)

End
Combine the hypothesis hi of BNNs in an ANNE

P(x) =
1
K

K∑
i=1

hi

End
End

Combine the decisions of ANNEs
Naive Bayes Predictor
Construct meta-data using training set D

Y (d) = max p(y)
∏
d

p
dx
yx

(1− pyx)
1− dx

End

can classify any unknown sample for prevalence within a
particular expression. The output of the binary neural network
represents the presence of one of the facial expressions.

2) ARTIFICIAL NEURAL NETWORK ENSEMBLES STRUCTURE
To combine the decisions of ANNE collections we adopted
the stacking ensemble technique. However, NBBDwas intro-
duced as a final predictor in an adopted stacking ensemble
approach. Hence, the NB classifier as the final predictor
learns from ensemble collection’s predictions to minimize the
error of base-level classifiers.

The major objective of this research is to learn the errors
of base-level classifiers to recognize the multicultural facial
expression efficiently. During the 1st, a set C= {C1, C2...Ck}
of K represents the number of base-level binary classifiers
(BNN1, BNN2...BNNk). A random vector Vi is generated
(for i-th BNN) independent of the previously reported ran-
dom vectors V1...Vi-1 but with the same distribution. A new
BNN is trained using the expression specific training set S
randomly selected from SE and Vi, resulting in a BNN (di,
vi, ei). Here di represents expression specific input vector, ei
represents class whereas vi represents other expression input
vector. In a random selection of input vector V, it is comprised
of a no. of independent vectors with random features (from
1 to N). The number of samples and dimensionality of V
depends on its use in the BNN training protocol (see Table 3).

After training of N number of BNNs, their outputs are com-
bined by using (9) and (10), to determine the prevalence of a
pose dependent expression. The resultant classifier is called
ANNE.

To recognize an unknown facial expression x the N deci-
sions {ANNE1(x), ANNE2(x), . . .ANNEn(x)} of the ANNE
collections in each ensemble collection (Multiple ANNEs
for each expression) on x are trained. The decisions of these
ANNE collections are then used to form the metadata to train
the final predictor. A pool of ANNEs trained for each expres-
sion to recognize the cross-culture expression. The feature
vector of the training set is further evaluated by ANNEs to
produce a meta-vector. This meta-vector is the input to an
NBBD classifier that predicts the prevalence of one of the
five expressions. ANNEs’ decision depends on the output
of base-level classifiers (BNNs) to compute the probability
to determine the prevalence of an expression. The resulting
ANNE collections give accuracy that compares favorably
with state-of-the-art ensemble techniques.

P(x) =
1
K

K∑
i=1

hi (9)

S(x) =

{
1 if (P(x) ≥ θ )
0 if (P(x) < θ)

(10)

3) ARTIFICIAL NEURAL NETWORK ENSEMBLE TRAINING
The extracted features with reduced dimensionality are rep-
resented in a feature vector to train to the binary classifiers.
Then the decision of binary classifiers is combined the form
an ANNE collection. The decisions of ANNE collections
generate the meta feature vector, which is used to train the
NBBD predictor. During testing, this meta feature vector is
the input to an NBBD predictor, that predicts the presence or
absence of expression. ANNEs, being classifiers relies on the
output of BNNs to decide eh presence of an expression.

The procedure of ANNE collections constructions is pre-
sented in Algorithm 1, which starts from a random selection
of feature vectors from training feature vectors, followed by
a random selection of subset feature vector, from expression
specific training data, for a particular ANNE. The number
of ANNEs was varied to be 50 (10 for each expression),
100 (20 for each expression), 150 (30 for each expression),
200 (40 for each expression), 250 (50), or 300 (60). The final
decision about the number of ANNEs was decided based on
the average accuracy of the ensemble classifier on the test
set. Therefore, each expression recognized using 60 ANNEs,
in the case of 300 ANNEs across the classifier.

Three different types of ANNE collections were trained
using Table 3 parameters with different training arrange-
ments.

• In each ANNE collection, the BNNs were trained using
subset (culture-specific) feature vectors of each expres-
sion against all other cultural feature vectors of the
whole dataset. This technique tries to learn the cultural
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variation in representing the facial expressions. It does
not try to emphasize intra cultural expression variability.

• The BNNs trained using feature vectors of each expres-
sion (including feature vectors of all cultural expres-
sions) against all other expressions feature vectors. This
model learns cross-cultural expression similarity for the
same expression. It also learns inter-expression vari-
ability in the case of different expressions as described
in [37], [38].

• The classifiers trained using only culturally specific fea-
ture vectors to learn intra-cultural expression variability
and intracultural similarity in each expression.

The predictions of each ANNE collection were computed
with the probability of the decisions of base-level classifiers.

P(x) =
1
N

N∑
i=1

hi (11)

S(x) =

{
1 if (x ≥ θ )
0 if (x < θ)

(12)

4) NAIVE BAYS WITH BERNOULLI DISTRIBUTION
Naïve Bays with Bernoulli distribution (NBBD) was intro-
duced as a final predictor to learn about the presence of an
expression from the output of ANNEs. The NB classifier is a
conditional probability-based classification technique. Naive
Bayes performed remarkably as compare to many very well
in practice, often comparable to many modern classifiers.

c(d) = max
1

Z (d)
p(c)

I∏
i=1

p(di|c) (13)

Here Z (d) is a scale parameter that depends on d
(D-dimensional binary vector). ANNEs are employed as a
binary classifier that predicts about the presence or absence
of expression. While the binary decisions in this research
we introduced the fusion of NB with Bernoulli distribution
(BD). We believe that the fusion of NB with BD operates
significantly as compared to traditional NB classifier.

c(d) = max p(c)
∏
d

p
dx
cx

(1− pcx)
1− dx

(14)

Prior probabilities were computed while considering the pre-
dictions of ANNEs on training data. Hence ANNEs errors
are minimized by considering the performances of BNNs (on
training data).

D. MODEL PERFORMANCE EVALUATION
The most appropriate combination of classifiers (ANNE,
BNN, and NB) training parameters are selected based on
performance on the training set. The method used was the
frequency of accuracy over training data. For each of the
three ensemble classifier schemes, 20 BNNs were trained for
three ANNE collection types. The ensemble classifier with
the highest accuracy was used to choose the best expression
recognition combination of classifiers. Experimental results

TABLE 1. Optimal Classifier Structure for PCA, LBP, and ULP Features.

depicted that performance of ensemble classifiers with 200,
250 and 300 ANNE collections was significant as compared
with those of 50, 100, and 150 ANNEs. Anyhow 300 ANNEs
appeared to be the best using PCA feature vectors. ANNE
collection parameters determined for LBP, PCA, and ULBP
features are given in Table 1.

V. EXPERIMENTS
The experiments performed on the multi-culture database
(produced by combining the RadBoud, TFEID, and JAFFE
databases) to evaluate the performance of the proposed
multi-culture facial expression classification framework. This
database holds a total of 1386 images, where 49 female
participants and 58 male participants. Moreover, it contains
838 images from the RadBoud faces database (19 female and
38 male participants), 398 images from TFEID (20 female
and 20 male participants), it also contains 150 images from
JAFFE (10 female actresses). The classification process was
carried out using all three types of ANNE collections by
varying the number of ANNEs (100, 150, 200, 250, and
300) with 20 BNNs. The NBBD ensemble classifier was
used to determine the presence of expression from ANNE
collections’ outputs. The complete evaluation results are rep-
resented in Table 2, Table 3, and Table 4, along with accuracy
on each expression.

Table 2, Table 3, and Table 4 represent the complete exper-
imental results of ANNE collections type 2, type 1, and type
3. Each ANNE collection consists of 20 BNN classifiers.
In type 1 ANNE collections, the BNNs were trained using
subset (culture dependent) feature vectors of each expression
against all other cultural feature vectors of the whole dataset.
Moreover, in type 2 BNNs were trained using feature vectors
of each expression (including feature vectors of all cultural)
against all other expressions feature vectors. The type 3 clas-
sifiers trained using only culturally specific feature vectors.

The whole test data is used for the evaluation of three types
of ANNE collections. From experimental results, it can be
observed that the ANNE collection combines with NBBD
using the PCA feature vector outperforms the ANNE collec-
tions LBP and ULBP feature. The best average facial expres-
sion recognition accuracy for the NBBD ensemble classifier
is 90.14% using PCA feature vectors.

From Tables 2, 3, 4 we can observe that performance of the
NBBD ensemble classifier is superior on Eigen features as
compare to LBP and LBP. However, expression recognition
accuracy for expression fear and sadness is very low using
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TABLE 2. Neural Network Ensemble Collection Type 1 Accuracy (%) with
NB, KNN, and SVM Ensemble Classifiers.

TABLE 3. Neural Network Ensemble Collection Type 2 Accuracy (%) with
NB, KNN, and SVM Ensemble Classifiers.

LBP andULP features. Therefore, accuracy difference is very
high for PCA and other features on expressions fear and
sadness, the difference is about 32% on sadness and about
25% on fear.

TABLE 4. Neural Network Ensemble Collection Type 3 Accuracy (%) with
NB, KNN, and SVM Ensemble Classifiers.

The confusion matrices presented in Fig. 6, Fig. 7, and
Fig. 8 demonstrates the best expression classification accura-
cies represented in Tables 2, 3, and 4. These confusion matri-
ces representing the performance of three types of ensemble
classifiers with three types of feature vectors (PCA, LBP, and
ULBP).

The greyscale color-map matrix is designed to make
simpler the representation of experimental results, where
correctly classified samples are presented as black and the
intensity ofmisclassified samples is presentedwith grayscale.
The off-diagonal values are representing the misclassified
samples and diagonal values are representing correctly clas-
sified samples. The intensity of off-diagonal values high-
lights the generalization of the proposed ANNE collections.
The confusion matrices are generated by putting the actual
facial expression label on the x-axis and ANNEs predicted
label on the y-axis. Each row is representing the level of
difficulty in recognizing a facial expression. The intensity
of off-diagonal values representing the level of resemblance
between two expressions, higher intensity means higher
resemblance, lower intensity representing the low resem-
blance. Fig. 7 demonstrates the level of cross-culture expres-
sion resemblance with the highest expression recognition
accuracy of 90.14%. In contrast, the expression recogni-
tion accuracies using LBP and ULBP features are very low
as compare to PCA feature vectors. Only from the facial
expression classification point of view, we can observe that
the ensemble classifiers with Eigenvectors performing better
than LBP and ULBP features. Although the performance of
ensemble classifiers is remarkable on PCA, in the case of
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FIGURE 7. Confusion matrices of best results obtained from ANNE
collections type 2 with PCA LBP and ULBP features.

FIGURE 8. Confusion matrices of best results obtained from ANNE
collections type 1 with PCA LBP and ULBP features.

FIGURE 9. Confusion matrices of best results obtained from ANNE
collections type 3 with PCA LBP and ULBP features.

ANNE collection type 1 the accuracy on LBP and ULBP
features is higher than PCA features.

As Table 3 shows, the best expression recognition accuracy
achieved with 300 ANNEs, where the Eigen feature vec-
tors used to train the ANNE collection. It demonstrates that
300 ANNEs dominating the 250, 200, 150, and 100 ANNEs.
On the other hand, while ANNEs trained using LBP and
ULBP feature vectors the expression recognition accuracy
with 300 ANNEs is very low ac compare to 50, 100, and 150
ANNEs. From Tables 2, 3, and 4, we can observe the highest
expression classification accuracy achieved using LBP and
ULBP descriptors with 150 and 100 ANNEs respectively.

Fig. 8 demonstrates that anger and fear expression have a
high misclassification rate as compared to other expressions.
The reason behind this is that binary neural networks were
trained with culture-specific facial images and tested with
the multicultural dataset. The binary neural networks were
unable to learn the cross-culture facial variations. It misclassi-
fies those expressionswhich have a high resemblance rate due
to cultural variations because the muscular deformation of
both facial expressions is similar in different cultures. We can

FIGURE 10. RadBoud human recognition accuracy [39].

also see that the misclassification rate is very high in case of
happy and fear expressions. These results also demonstrate
the fear is the most confusing expression and surprise is the
least confusing expression as compared to other expressions.
Next to fear and anger, happiness and sadness are the most
confusing facial expressions.

These confusion matrices show that fear and sadness
expression have a high misclassification rate as compared to
other expression combinations. On the other hand, the facial
expressions of surprise and happiness have a high true classi-
fication rate.While observing the highest expression recogni-
tion accuracy from all ANNE types, happiness has the highest
recognition rate and lowest misclassification rate. From the
best performing ANNE, the expression of surprise has the
highest expression recognition accuracy of 98.70%.

VI. ANALYSIS
Here we focus on the best performances achieved from
experimental results. The results demonstrate that the perfor-
mance of NNEs is not the same on all expressions. When
we analyze the results presented in Fig. 10 we can see that
the human recognition accuracies for RadBoud [39] face
database, the highest recognition accuracy of expression sur-
prise, and happiness is 90% and 98% respectively. These
two expressions are easy to recognize as compare to other
expressions, which is also proved by results achieved with
ANNEs. It also indicates that the expression of fear and sad-
ness is harder to distinguish accurately, which strengthens the
correctness the results achieved using the proposed approach.

We also evaluated the performance of ANNE collections
by using facial images of different cultures for the train-
ing and testing of binary neural networks. The experimental
results on facial images of different cultures for training
and testing are presented in Table 5. These results highlight
that the proposed framework performed significantly even
when using facial images of different cultures. However, its
performance is slightly lower than the best expression recog-
nition presented in Table 3. The best expression recognition
is 90.1% while using the multicultural dataset. Whereas,
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TABLE 5. Best Ensemble Classifiers Trained and Tested with Facial Images
of Different Cultures.

the facial expression recognition accuracy is 89.47% when
the classifiers tested on facial images of Moroccan culture,
and trained using the facial images of Japanese, Taiwanese
and Caucasian cultures. It demonstrates that the proposed
framework also performed significantly when the classifiers
trained and tested using the facial images of different cultures.
Again, this consistency in expression recognition accuracy
provides evidence about the generalization of ANNE collec-
tions. An interesting additional aspect could be that humans
can efficiently recognize the facial expressions of unknown
subjects even in crowdsensing [43], [44].

It indicates that the variations in facial appearance do not
influence on humans’ ability to classify facial expressions
accurately. The results present in Table 5 also supports these
arguments that the proposed technique performing better on
unseen samples. In [40] it is presented that facial expression
recognition accuracy of 50% is significant when classifiers
are trained and tested on facial images of different cultures.
However, the classification accuracy presented in Table 5 is
higher than 80%, which proves the correctness of ANNE col-
lections. These results show that ANNE collections perform
consistently even when facial images of different cultures are
used for the training and testing of classifiers.

According to the literature presented in Table 6, where
facial images of one culture are used for the training of the
classifier, and the facial images of other cultures are used
for the testing of the classifier. During the training of BNN,
we observed that different combinations of parameters are
required when using the different datasets for the training of
the same classifier. Because the facial databases are naturally
diverse, this is impossible for a classifier to learn the inherited
variations in different databases. Therefore, it is required to
develop such techniques which can learn the cultural varia-
tion to recognize the multicultural facial expressions. In this
research, the effect of cultural variations is minimized while
focusing on the expression concentration region. Moreover,
the introduction of multiple BNNs at the base level also
minimizes the effect of variation in facial expression repre-
sentation and facial structures.

A. PERFORMANCE EVALUATION WITH
CROSS-VALIDATION
To generalize the performance of the proposed ensem-
ble technique we have applied 10-fold cross-validation.
With 10-fold cross-validation, we achieved average

TABLE 6. Existing Methods’ Accuracy when Facial Images of Different
Cultures are used for the Training and Testing of Binary Neural Networks.

expression recognition accuracy of 89.31% with 300 ANNEs
trained using PCA feature vectors and NB predictor. These
results demonstrate the generalization of the proposed tech-
nique by varying the training and test set.

B. INTER-EXPRESSION RESEMBLANCE ANALYSIS
Inter-expression resemblance analysis has been performed
to analyze the resemblance between different expressions,
which decreases the models’ performance. The expression
recognition accuracy is high on those expressions which have
low resemblance with other expressions. However, many
studies adopted Ekman’s theories to present the similarities
between different expression combinations.

R(i, j) =
C(i, j)

√
C(i, i)C(i, j)

(15)

We applied the inter-expression correlation to compute the
resemblance between different expression combinations. The
confusion matrices presented in Fig. 6 are used to com-
pute the correlation coefficients between the five expres-
sions. Fig. 11 illustrates the correlation coefficients between
recognized expressions. These correlations were determined
using the average expression recognition accuracies of best
ensemble models presented in Table 1, using (15).

From Fig. 11 we observed that there is no positive correla-
tion between two expressions. The pair of facial expressions
of sadness-anger and fear surprise has small negative corre-
lations values which indicate that the pair of facial expres-
sions of anger-sadness and surprise-fear looks like each other.
It indicates that these expression pairs have higher resem-
blance as compare to other combinations of facial expres-
sions. It demonstrates that these pairs of facial expressions
have a similar facial structure. On the other hand, while
considering the other combinations of facial expression a
different relationship could be implied.
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FIGURE 11. Correlation coefficients based on comparing recognized and
actual expressions for each of the five expressions.

Similarly, the combination of sadness-surprise has more
resemblance as compare to other expression pairs. Thus, the
correlation coefficients quantify the similarity and dissim-
ilarity between two expressions. While considering anger-
surprise, which has the lowest resemblance. We can say that
these two expressions have a similar facial structure and
its difficult for the classifier to differentiate between these
two expressions. Similarly, the expression pair happiness-
surprise, anger-surprise, sadness-surprise, and fear-anger
have lower resemblance as compare to other facial expression
combinations.

VII. CONCLUSION
Cross-cultural expression recognition system addresses the
three main problems: 1) multicultural facial expression
representation variation, 2) multicultural facial structure
variation, and 3) inter-expression resemblance. Due to
these problems, the cross-cultural facial expression recog-
nition is very inconsistent. To overcome the issue of
multicultural variation and to represent cultural diversity,
a multi-culture facial expression database is developed. The
expression concentration region is detected to enable the
classifiers to classify the multicultural facial expressions
more accurately which also enables the classifier to learn
the variations in expression representation by focusing on
the expression concentration components such as eyes, nose,
and mouth. To learn the cross-cultural expression representa-
tion variations, a pool of binary classifiers are trained using
a multi-culture database. The binary classifiers learn cul-
tural variations for the same expression. It also learns the
inter-expression variability in case of different expressions.
We observed that the use of Bernoulli distribution increased
the capability of the classifier to efficiently predict the pres-
ence of an expression. There is tremendous scope of research
in cross-cultural emotional recognition. The significant focus
of future research will be on the development of ensem-
ble techniques, facial feature representation techniques, and
preprocessing techniques to overcome the limitations of this
research.
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