
Received July 3, 2020, accepted July 14, 2020, date of publication July 17, 2020, date of current version July 30, 2020.

Digital Object Identifier 10.1109/ACCESS.2020.3009982

Identification of Dynamical Systems Using
a Broad Neural Network and Particle
Swarm Optimization
RAN HAN 1, RONGJIE WANG 1,2, AND GUANGMIAO ZENG 1
1Marine Engineering Institute, Jimei University, Xiamen 361021, China
2Fujian Provincial Key Laboratory of Naval Architecture and Ocean Engineering, Xiamen 361021, China

Corresponding author: Rongjie Wang (roger811207@163.com)

This work was supported in part by the National Natural Science Foundation of China under Grant 51879118, in part by the Fujian
Province Office of Science and Technology Support for Army under Grant B19101, in part by the Excellent Talent Support Program for
Fujian Higher School in the New Century under Grant B17159, in part by the Scientific Research Foundation of Key Laboratory of
Fishery Equipment and Engineering, Ministry of Agriculture of the People’s Republic of China under Grant 2018001 and Grant 2016002,
in part by the Scientific Research Foundation of Artificial Intelligence Key Laboratory of Sichuan Province under Grant 2017RYJ02, and
in part by the Scientific Research Foundation of Jiangsu Key Laboratory of Power Transmission & Distribution Equipment Technology
under Grant 2017JSSPD01.

ABSTRACT System identification plays an important role in improving the structure and parameters of a
system, but there are many problems encountered in actual operation. The identification of dynamic systems
is not as simple as it is for static systems; thus, choosing effective model structures and parameters is the key
to solving this problem. This paper proposes a novel algorithm based on a combination of a broad learning
system (BLS) and particle swarm optimization (PSO) to identify nonlinear dynamical systems. The proposed
method first uses the dimension expansion of the data set as the input of the BLS and then optimizes the
model weight by the PSO algorithm. To verify the effectiveness of our proposal, we use four second-order
systems for simulation experiments. The simulation results clearly show the efficiency and anti-interference
ability of the proposed method.

INDEX TERMS Identification of dynamical system, broad learning system, particle swarm optimization.

I. INTRODUCTION
In the past several years, dynamic systems have been
used in areas such as communication, control, and pattern
recognition. The system identification method is used to
establish the model of the controlled system, which can be
used to analyze the performance and dynamic and static
response characteristics of the system to improve the structure
and parameters of the system; therefore, system identification
has been widely considered by engineers, but they have also
faced a number of problems in each of these application
areas. Numerous engineering applications require an exact
description of the dynamic behavior of the system under
test. Dynamic models depicting the system of interest can
be built utilizing the first principles of chemistry, physics,
biology, and so forth. However, models developed in this
way are difficult to derive, because they require detailed
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specialist knowledge, which may be lacking. In the area
of control, the most common problem being encountered
is dynamic system identification and control. Researchers
from different fields have developed several methods to
construct mathematical models for system identification.
In system identification, observed input and output data
is utilized to estimate dynamic models directly. Nonlinear
dynamic behavior is presented by most of the real life
systems, a linear model can not explain the dynamics of such
systems for a large range of input and output values. So
the first step in the process is to choose an efficient model.
To address nonlinearity and various intelligent mathematical
tools, such as those based on fuzzy logic or neural networks
are quite popular. In [1], a mathematical tool based on fuzzy
implications and reasoning is used to build a fuzzy model
of a system. References [2]–[4] covers the most common
and important approaches for the identification of nonlinear
static and dynamic systems. Additionally, it provides the
reader with the necessary background on optimization
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techniques making the book self-contained. The emphasis
is put on modern methods based on neural networks and
fuzzy systems without neglecting the classical approaches.
The basic knowledge about the working principle of fuzzy
systems is very well explained in [2], [3]. The second-
order volterra model is used in [5], and it can effectively
capture dynamic changes in the input-output data but does
not perform well when identifying nonlinear systems. In [6],
a neural network is used as an effective tool for the
identification and control of nonlinear dynamical systems.
Since most networks are affected by time-consuming training
processes and complex structures, many studies require high
performance and expensive equipment [7]–[10]. Recently,
Chen and Liu developed a very fast and effective broad
learning system (BLS) [11]. In the absence of a stacked-layer
structure, the designed neural network broadly extends the
neural nodes and incrementally updates the weight of the
neural network when additional nodes are needed and as
input data continuously enter the neural network [12]–[16].
Therefore, the BLS structure is well suited for modeling and
learning in time-varying big-data environments [17], [18].

After determining the model of the system, the next
step is to choose parameters. Although one can choose the
least-squares method to estimate the parameters, if more
accurate model parameters are needed, it is obvious that
this method is not desirable. It is common to adjust the
parameters through a dynamic back-propagation algorithm,
but this method is slow to converge and possibly cannot
converge. Reference [19] used a deep learning-based time-
varying parameter identification model for composite load
modeling with a ZIP load (It mainly consists of three parts.
The first part is the constant impedance (Z) component.
The second part is the constant current (I) component. The
third part is the constant power (P) component and an
induction motor. Reference [20] used diffusion systems with
mode isolation parameters. This approach is shown to work
for nonlinear reaction kinetics and on a variety of domains
and surfaces. However, these twomethods are not suitable for
nonlinear systemmodels. In [21], the force-displacement data
are used to perform identification of the model parameters
via a genetic algorithm (GA). The parameter identification
method of the nonlinear dynamic system proposed in this
paper is based on the PSO algorithm. The PSO algorithm is
a powerful and widely used swarm intelligence technique,
and it is easy to implement. Although the original PSO is
very simple, with only a few parameters to adjust, it provides
better performance in computing speed, computing accuracy,
and memory size compared with other methods such as
machine learning, neural network learning, and genetic
computation. Hence, it has received much more attention
in solving optimization problems [22]–[24]. As in [25], the
PSO algorithm is used as an effective tool for parameter
selection. In [26]–[28], the PSO algorithm was rapidly
developed in various fields. In this paper, the model is built
by using the BLS, and the PSO algorithm is used to obtain
the parameters of the model. The purpose is to solve the

problem that the nonlinear dynamic system is difficult to
identify.

The main contributions of the proposed method can be
summarized as follows. Firstly, we explore the application
of new neural networks in the identification of nonlinear
systems. this new neural network with simple structure, small
number of parameters and fast update speed is undoubtedly
better. Secondly, by introducing the PSO algorithm into the
BLS, not only can the model update speed be accelerated, but
also the model parameter accuracy can be improved.

The remainder of this paper is organized as follows.
Section II provides the algorithm structure and imple-
mentation steps based on a PSO-BLS. Section III shows
the simulation results. The final conclusions are drawn in
Section IV.

II. PSO-BLS NONLINEAR DYNAMIC SYSTEM
IDENTIFICATION MODEL
A. BROAD LEARNING SYSTEM
We present the input data X and project the data using
8j(XWei + βei) to represent the ith mapped feature Zi,
where Wei is the random weight with the proper dimensions.
Similarly, the jth group of enhancement nodes, 8k (ZiWhj +

βhj), is denoted as Hi. 8j and 8k can be different functions.
The structure is illustrated in Figure. 1

In the BLS, Wei can be adjusted by a sparse autoencoder
(SAE). Thus, the ith mappings can be denoted as:

Zi = φj(XWei + βei), i = 1, 2 . . . n (1)

The feature nodes are denoted as Zn
= [Z1, . . . , Zn],

where Whj and βhj are random weights. The enhanced nodes
are denoted as:

Hi = φk (ZiWhi + βhi), i = 1, 2 . . . n (2)

Therefore, the output of the BLS can be denoted as:

Y = [Z1, . . .Zn | H1, . . . ,Hn ]Wn

=
[
Zn
∣∣ Hn ]Wn (3)

Wn represents the output layer weight. For a single input
system, the input X(k) (k = 1, 2. . .n) can refer to (4), and
the enhanced node can refer to (5). The BLS output is shown
by (6).

X(k) = [x1, x2 · · · xa]= [1, x(k) · · · 2x(k)xa−1 − xa−2] (4)

where a(a > 2) represents the dimension of the required
extension. This is an artificially set constant. According to
experimental experience, we generally set it to 4.

H = φ (W1X+ b1) (5)

W1 and b1 are random input weights. φ is activation
function. C is enhanced node.

Y =W2 · [X | H ] (6)

W2 is the output weight. The BLS Input consists of
enhanced nodes C and input X. S is the output of the model.
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FIGURE 1. Structure of the BLS.

The principle is shown in Figure 2. As can be seen, if the
input is a low-dimensional signal, we do not need to extract
the feature vector of the signal as the BLS input.

The broad learning construction model and learning
procedure are listed inAlgorithm 1. To solve the problems of
overfitting during network training and the slow convergence
speed. In this paper, we used PSO to optimize the output
weight W2 to improve the accuracy of the whole model for
nonlinear system identification.

Algorithm 1 Broad Learning Model: Addition and
Enhancement Nodes
Input : X
Output: Y

1 For i = 1; i < a+ 1 do
2 RandomW1, b1;
3 Calculate Hi = φ(W1Xi + b1) with Eq. (5);
4 end
5 Set the enhancement mapping group Hk;
Hk
= [H1, . . . , Ha]k

6 Set Zk = [Xk, Hk] as Broad Learning model input
7 For k = 1; k < n+ 1 do
8 RandomW2;
9 CalculateY(k) =W2Zk with Eq. (6);
10 CalculateW2 by Algorithm 2
11 end

B. DESIGNING STEPS FOR PSO-BLS
PSO is a biology-inspired evolutionary computation algo-
rithm that was first introduced by Kenndy and Eberhart [31].
It is a population-based stochastic optimization technique
inspired by the boid model. The boid model was introduced
by Reynolds in 1987 and was inspired by the aggregate
motion of a flock of birds [25]. The algorithm has the
converges quickly, has an uncomplicated update mechanism,
and is easy to program. The algorithm begins by randomly
generating an initial population. This population is made
up of many particles that are candidate solutions to the
optimization problem. Some scholars have analyzed the
convergence of the PSO [32]–[34], The latest research
analyzed the convergence of the PSO by using the martingale
theory (The martingale theory is one of the pillars of modern

probability theory and a basic tool in applications) [32], and
their results show that PSO can reach the global convergence
with probability one. In our question, the task is to find the
output weight matrix W2 required by the model. According
to the size of the defined cost function, each particle optimal
solution (gbest) and population optimal solution (zbest) is
recorded for the particle velocity update.

Algorithm 2 Particle Swarm Optimization (PSO): Using
PSO to Find the BLS Weight Coefficient
Input : Speed; Iteration; Size
Output: W2

1 While the training error threshold is not satisfied do
2 Find the best individual value (gbest) and the best group
value

3 for i = 1: maxgen
4 for j = 1: sizepop;
5 Randomly generate a group (pop)
6 Update speed and particle
7 V = c1 ∗ rand(gbest-pop) + c2 ∗ rand(zbest-pop)
8 Calculate the new particle fitness values
9 if fitness(j) < fitnessgbest(j)

10 gbest(j,:) = pop(j,:);
11 fitnessgbest(j) = fitness(j);
12 end
13 if fitness(j) < fitnesszbest(j)
14 zbest(j,:) = pop(j,:);
15 fitnesszbest(j) = fitness(j);
16 end
17 end
18 end
19 Set zbest =W2;

The overall structure of the PSO-BLS nonlinear system
identification method is shown in Figure 3. According to
the characteristics of the BLS model, this paper improves
the traditional PSO algorithm. As shown in Algorithm 2,
the problem of slow convergence due to fixed parameters
is compensated for by randomly generating parameters c1
and c2. E(k) in the figure indicates that the profit and loss
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FIGURE 2. Structure of PSO-BLS.

FIGURE 3. Overall structure of PSO-BLS modeling with a second-order system.

function of the model is shown by (7).

E =
1
n

n∑
k=1

m∑
j=1

∥∥Sk,j − yk,j∥∥2 (7)

where m represents the output dimension. n represents the
number of test samples, and y represents the expected output
of the model. S represents the real output of the model.
The function module is shown in Algorithm 3. The input
expansionmethod is inspired by [35], we use x(k) to represent
the value of the kth data point in the manuscript which is
known by the system. For example, we extend the first data
point to a vector. Assuming a = 4, the first data point (k = 1)
can be expanded to X(1) = [x1, x2, x3, x4], where x1 = 1,
x2 = x(1), x3 = 2x(1)x2-x1, x4 = 2x(1)x3-x2.
The design steps for PSO-BLS modeling are outlined as

follows:
Step 1: Determine the output type of the system

(single-input single-output, single-input multiple-output,
multiple-input multiple-output). Determine the dimension
of the input extension and process input data through
Algorithm 3.

Step 2: Extend the input by the BLS (Algorithm 1) and
calculate the model fitness function E . The relationship

between the fitness function and the output weight W2 is
determined.

Step 3: Use the PSO algorithm to optimize the output
weight W2 to find the global optimal solution, as shown in
Algorithm 2.

Step 4: After determining the model parameters of the
PSO-BLS system, we will convert the test data through the
function module as system’s input and predict the output of
the system.

III. VERIFICATION TESTS
A. RESULTS OF THE PROPOSED METHOD
In the following, the parameter settings for the simulation
experiments are shown in Table 1. The maximum number of
iterations (maxgen) of PSO and differential evolution (DE)
is set to 500, the initialization parameters (c1, c2) are set to
random numbers between 0 and 1, and the population size
of the particle swarm is 100. The GA cross probability (CP)
is set to 0.4, the variation probability (VP) is set to 0.2,
and the selection stage coefficient (S) is set to 10. To prove
that the PSO-BLS model has better test accuracy and less
convergence error. We choice four types of second-order
systems which have obvious nonlinear characteristics. We set
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Algorithm 3 Function
Input : training data X(k), k = 1, 2, 3 . . . n;
Output: xi

1 Set the group Xk
= [x1, x2,...xa]k

2 for i = 1: a
3 if i == 1;
4 x1 = 1;
5 end
6 if i == 2
7 x2 = x(k);
8 end
9 if i > 2
10 xi = 2x(k) xi−1- xi−2
11 end
12 end
13 Set X = xi; X as the PSO-BLS model input

TABLE 1. Experimental parameters.

the input of the model in Examples 1-3 as:

x(k) =

{
sin 2πk/250 for k ≤ 250
0.8 sin 2πk/250+ 0.2 sin 2πk/25 for k > 250

(8)

Example 1: The second-order system is described by a
difference equation as:

y(k + 1) = 0.3y(k)+ 0.6y(k − 1)+ g[x(k)]
g(·) = 0.6 sin(πx(k))+ 0.3 sin(3πx(k))

+ 0.1 sin(5πx(k))

(9)

Example 2: The second-order system is described by a
difference equation as:{

y(k + 1) = f [y(k), y(k − 1)]+ x(k)
f (a, b) = ab(a+ 0.5)(b− 1)/(1+ a2 + b2)

(10)

Example 3: The second-order system is described by a
difference equation as:

y(k + 1) = f (y(k))+ g(x(k))
f (y(k)) = y(k)[y(k)+ 0.3]/[1+ y(k)2]
g(x(k)) = x(k)[x(k)+ 0.8][x(k)− 0.5]

(11)

Example 4: The second-order system is described as:

x(k) =



sin(2πk/25) k ≤ 250
1 k ≤ 500
−1 k ≤ 750
0.3 sin(kπ/25)+ 0.1 sin(kπ/32)
+0.6 sin(kπ/10) k ≤ 1000

(12)


y(k + 1) = f (y(k), y(k − 1), y(k − 2),
x(k), x(k − 1))
f (a, b, c, d, e) = abce([(c− 1)+ 0.5]
+x(k + 1))/(1+ b2 + c2)

(13)

For example, we can obtain the input and output of
the second-order system form example 1-4. In example1,
we select the first 400 data points as training samples. Firstly,
we expand the original data points into a vector X (a = 4,
X(k) = [ x1, x2, x3, x4]). Secondly, we obtain the enhanced
node H through equation (5), using [X, H] as the input of
the PSO-BLS model (the input dimension is 2a), and the
model output is the output of the known second-order system.
Then the BLS weights are optimized by the PSO algorithm.
Finally, we use PSO-BLS networkmodel to predict the output
of 200 training samples. We give the visual comparison on
four cases in Fig. 4-26, the simulation results clearly show
that in terms of prediction accuracy. The PSO-BLS model
used in this paper has smaller convergence errors and faster
convergence speed. The detailed experimental data are shown
in Table 2. As we can see, the number of test samples is
200 or 300, we predict the output of these test samples at the
same time. PSO-X: Neural network weights are optimized
by PSO. DE-BLS: BLS model weights are optimized by
DE. GA-BLS: BLS model weights are optimized by the GA.
DE-X: Neural network weights are optimized by DE. GA-X:
Neural network weights are optimized by GA. Based on the
above four groups of experiments, this article adopts the
PSO-BLS method as the object of the key test. During the
recognition process, by expanding the original input signal,
it is found that the input dimension is not high, so there are
fewer network weight parameters to be trained. Therefore,
the use of optimization algorithms to optimize the weight
parameters may better accord with our requirements, and the
results of simulation experiments also verify this. In terms of
prediction accuracy, the PSO-BLS model used in this paper
has smaller convergence errors and faster convergence speed.

The performance of DE-BLS and GA-BLS is poor. The
main reason is that DE and GA have instability in dealing
with nonlinear problems. The DE algorithm is essentially a
multiobjective (continuous-variable) optimization algorithm
used to solve the overall optimal solution in a multidi-
mensional space. During the variation process, individuals
are randomly selected from the population, resulting in the
partial loss of information, and the BLS structure leads
to an increase in input information; then, the instability
is more obvious. GA and DE face the same situation.
The results of the PSO-BLS experiment are better because
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TABLE 2. Comparison results obtained from the proposed method and the other methods.

FIGURE 4. Modeling result of Example 1 based on PSO-BLS.

FIGURE 5. Modeling result of Example 1 based on PSO-X.

PSO is essentially a group search optimization algorithm,
which is more suitable for dealing with continuous or
discrete space optimization problems. The BLS structure
increases the amount of input information, highlighting the
advantages of the PSO algorithm in dealing with nonlinear
problems.

FIGURE 6. Modeling result of Example 1 based on DE-X.

FIGURE 7. Modeling result of Example 1 based on DE-BLS.

B. COMPARISON WITH OTHER METHODS
To verify the anti-interference ability of the model, predictive
experiments were carried out by adding white gaussian noise
to the input samples with signal-to-noise ratios of 35 dB,
30 dB, 25 dB, 20 dB, and 15 dB. The error calculation
method is the same as the previous section, the specific
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FIGURE 8. Modeling result of Example 1 based on the BLS.

FIGURE 9. Modeling result of Example 1 based on GA-BLS and GA-X.

FIGURE 10. Modeling result of Example 2 based on PSO-BLS and PSO-X.

detail can refer to (7). As shown in Figure 26, two different
optimization methods are used in [29] and [30]: differential
evolution and PSO. To ensure the accuracy of the experiment,
the training model and parameter setting method used
in the paper are adopted in the comparison experiment.
The biggest differences from [30] are the extension func-
tion for the input in the paper and the model structure.

FIGURE 11. Modeling result of Example 2 based on PSO-BLS and DE-BLS.

FIGURE 12. Modeling result of Example 2 based on PSO-BLS and DE-X.

FIGURE 13. Modeling result of Example 2 based on PSO-BLS and BLS.

Reference [30] uses the most common three-layer net-
work model, but the choice of hidden layer dimensions
is different from that of the traditional network model.
In [21], the force-displacement data are used to perform the
identification of the model parameters via GA. Comparing
the proposed method with the other three methods, the same
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FIGURE 14. Modeling result of Example 2 based on GA-BLS and GA-X.

FIGURE 15. Modeling result of Example 3 based on PSO-BLS.

FIGURE 16. Modeling result of Example 3 based on PSO-X.

four second-order systems mentioned in the previous section
are used. To ensure the validity of the results, each task was
repeated 5 times, and the corresponding results are shown
in Figure 26. We add noise to the input to simulate the

FIGURE 17. Modeling result of Example 3 based on PSO-BLS and DE-BLS.

FIGURE 18. Modeling result of Example 3 based on PSO-BLS and DE-X.

FIGURE 19. Modeling result of Example 3 based on PSO-BLS and BLS.

interference of the external environment on the signal. When
we extract the sample signal, there may be an error with the
actual signal. In the training process of the model, we use the
actual signal without noise. In the prediction process, we will
add noise to the signal to observe whether the output of the
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FIGURE 20. Modeling result of Example 3 based on GA-BLS and GA-X.

FIGURE 21. Modeling result of Example 4 based on PSO-BLS and PSO-X.

FIGURE 22. Modeling result of Example 4 based on PSO-BLS and DE-BLS.

model will be affected. Simulation experiments show that the
PSO-BLS model is less affected by interference.

The traditional network structure does not adapt to current
needs, mainly because of changes in input information.
The input information of a nonlinear system is artificially
extended. If the input information dimension is not large,
the traditional mapping layer will compress the input infor-
mation, which is not conducive to building a system model.

FIGURE 23. Modeling result of Example 4 based on PSO-BLS and DE-X.

FIGURE 24. Modeling result of Example 4 based on PSO-BLS and BLS.

FIGURE 25. Modeling result of Example 4 based on GA-BLS and GA-X.

The BLS structure used in this article further strengthens the
artificially expanded input information and directly maps to
the output layer, avoiding the compression of information
by the hidden layer, and uses a more effective expansion
method for the input information, highlighting the advantages
of BLS structures in identifying nonlinear systems. With the
decrease in the signal-to-noise ratio, the convergence error
of the proposed method is kept below 0.1, which leads to an
advantage in anti-interference ability comparedwith the other
three methods.
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FIGURE 26. Comparison results obtained from the proposed method and
the methods in [21], [29], [30]: (a) prediction results of example 1,
(b) prediction results of example 2, (c) prediction results of example 3,
(d) prediction results of example 4.

IV. CONCLUSION
In this paper, an algorithm combining a BLS and PSO
is proposed to identify nonlinear dynamic systems. First,
the output type of the system and the dimension of the input
extension are determined and the model fitness function E
is calculated by a BLS. Second, the relationship between
the fitness function and the output weight is determined.
Finally, PSO is used to optimize the output weight to find
the global optimal solution. The simulation experiment shows
that the proposed method has better prediction accuracy and
anti-interference ability.
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