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#### Abstract

Vibration has a great influence on the working accuracy of flexible-link manipulators. In this paper, an online trajectory planning method for the flexible-link manipulator is proposed to suppress the vibration. Firstly, the vibration dynamic model of planar flexible-link manipulator is established, and the actual vibration trajectory of manipulator is solved by reasonable simplification. Then, taking residual energy of vibration as an objective function, the optimizer based on Particle Swarm Optimization(PSO) intelligent search algorithm is employed to search the motion trajectory of the manipulator with the best vibration suppression effect. Finally, the optimizer based on back propagation neural networks(BPNN) is employed instead of PSO optimizer to generate manipulator motion trajectory rapidly, and the optimal trajectory database searched by PSO optimizer is used to train BPNN. Simulation results show that this method can generate the trajectory rapidly and suppress the vibration effectively, and can be applied to the online trajectory planning of flexible manipulator.
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## I. INTRODUCTION

Nowadays, with the diversified development of robots, the structural flexibility of robots can't be ignored. In social robots and cooperative robots, due to the consideration of safety in cooperative work, the self weight of robots is becoming lighter and lighter, and composite materials are being used in some structure, which makes the flexibility of robot links cannot be ignored [1], [2]. For the space manipulator, due to the weight requirements of the launch vehicle and space operation tasks, the self weight of the manipulator should be as light as possible, and length of it should be quite long, which increase the flexibility of the manipulator structure [3]-[8]. For the nuclear environment robot, in order to meet the needs of task and obstacle avoidance, the robot needs to control its own volume and increase working radius, which also makes the flexibility of the manipulator cannot be ignored [9], [10].

[^0]For the surgical robot, because of its small size and high requirement of operation precision, the flexibility of robot should also be considered [11], [12]. Due to the existence of structural flexibility, the manipulator will inevitably produce structural vibration in the process of motion, which will affect the accuracy of motion. Therefore, we need to consider the vibration effect duing the control process of the manipulator.

Vibration suppression of manipulator is an important research issue, and many research results have been produced in recent years. In references [13] and [14], adaptive control method is used to solve the control problem of flexible beam system or spring system with input and output boundary constraints. The open-loop vibration suppression method based on energy method is proposed in document [15] for multi link flexible manipulator system. For the series flexible joint manipulator, the vibration evaluation function is established based on the energy method in reference [16] and [17], and the optimal path is searched by particle swarm optimization algorithm. For the vibration suppression of a single flexible
link element, the vibration evaluation function is established based on the energy method in document [18], and the optimal path is searched by genetic algorithm. However, there are few papers on the open-loop vibration suppression of the flexible link manipulator with seies multiple degrees of freedom.

The dynamic modeling of flexible manipulator is a complex mathematical physics problem. In recent years, people have studied the dynamic modeling of flexible-joint and flexible-link manipulator. In document [19], the dynamic model of the robot's lower limb system with flexible joints is established, and the motor parameters of the joints are defined. In reference [20], the flexible intermediate link is modeled as Euler Bernoulli beam with pinning boundary conditions by using the assumed mode method, and the dynamic model of 3-PRR parallel manipulator with three flexible intermediate links is established. In reference [21], the dynamic model of space flexible link manipulator is established using Lagrangian method, and its vibration response is studied. In reference [22], a dynamic modeling method of flexible link manipulator based on artificial neural networks is proposed, and the neural identifier designed by this method can generate an approximate dynamic model by identifying the dynamic characteristics of the manipulator. However, the vibration evaluation method of the multi link flexible manipulator in series under any path has not been effectively solved.

Due to the complexity of robot dynamics model, intelligent optimization algorithm plays an effective role in solving the optimization problem of robot vibration control. Yue et al. [23] studies the problem of optimal trajectory planning of redundant robot with constraints based on genetic algorithm, and the joint trajectory is described by quartic and quintic polynomials. The coefficients of joint trajectory polynomials are determined by genetic algorithm, and the simulation verification is carried out on a plane three link flexible manipulator. In document [24], a new particle swarm optimization (PSO) algorithm is proposed to search for the optimal trajectory of flexible-joint manipulator to minimize the elastic potential energy involved in the motion. In document [25], the finite element difference method is used to establish the vibration dynamic model of piezo actuated cantilever beam, and the parameters of the fuzzy controll are optimized by particle swarm optimization algorithm, which achieves good vibration suppression effect.

Neural networks has the function of fitting any complex nonlinear mapping. In 1989, Robert Hecht-Nielsen proved that a continuous function in any closed interval can be approximated by BP networks which has a hidden layer. Now the neural networks has been widely used in the field of objective detection, robot parameter recognition and motion control. In references [26] and [27], tool dynamics of the surgicalrobot and human motions in dynamic situations are identified respectively by using neural networks. In the research of manipulator parameter identification, BP neural networks can identify the dynamic inertia parameters of manipulator intelligently [28]. In the research of manipulator kinematics control, trained BP neural networks can
be used to solve the inverse kinematics of manipulator instead of the traditional analytical methods [29], [30]. When multi-robots work together, BP neural networks can assign tasks quickly according to the requirements of tasks [31]. In the master-slave control of robots, BP networks can be a predictor on the master side to predict the state of the slave side, which can reduce the influence of the information feedback delay during the remote feedback process [32]. At present, BP neural networks have not been used for vibration suppression effectively.

In this paper, the vibration suppression of a planar multi-DOF serial manipulator with flexible links is studied. Firstly, the dynamic model of a plane serial manipulator with flexible links is established, then the vibration evaluation function of the plane serial manipulator is established based on residual energy method. Then the off-line optimal trajectory search method is carried out by using a particle swarm optimization(PSO) algorithm. Finally, using the off-line optimal trajectory database as the training samples, an on-line vibration suppression path planning method based on back propagation neural networks(BPNN) is established. The simulation results verify the effectiveness of the vibration suppression method.

The major contributions of this paper are summarized as follows:

1. The vibration dynamic model of flexible-links planar serial manipulator is established, and the analytical solution is obtained on the premise of reasonable simplification, which makes it possible to evaluate the vibration during motion;
2. Based on BPNN, a rapid trajectory generator which can be used in on-line system is established, and an off-line training system for BPNN solver is established by PSO algorithm based on residual energy function.

## II. PROBLEM FORMULATION

The mechanism diagram of a n-DOF flexible-link planar serial manipulator can be simplifed to Figure 1. Each arm is abstracted as a flexible link, and the centroid of each member is approximately located on the axis of the straight link. In Figure $1, O_{i}, m_{i}$, and $l_{i}$ respectively represent the coordinate origin, mass, length of the i-th link; $\theta_{i}$ represents the rotation angle relative of the i-th link to its previous link; $l_{i g}$ reprents the distance from the mass center of the i-th link to its rotation hinge point.

Under the assumption of small elastic deformation, the first-order vibration mode of flexible link plays a leading role. Consider only the first-order vibration, link $i$ can be simplified as the spring system shown in Figure 2. $\theta_{i}$ is the driving angle of the link $i ; \varphi_{i}$ is the actual angle under the flexibility of link; the torsion spring has a elastic coefficient $k_{i}$, and it is in the balanced position when $\theta_{i}$ and $\varphi_{i}$ are equal. The elastic coefficient of flexible link can be easily obtained by elastic mechanics theory or experiment. The vibration dynamic equation of link $i$ can be expressed as equation 1.

$$
\begin{equation*}
T_{i}=-k_{i} *\left(\theta_{i}-\theta_{i d}\right) \tag{1}
\end{equation*}
$$



FIGURE 1. Vibration trajectory of manipulator end under QC method.


FIGURE 2. Simplified model of link $\mathbf{i}$.

## III. CONTROL DESIGN

In this section, we establish an on-line vibration suppression trajectory planning method based on particle swarm optimization(PSO) and shallow back-propagation neural networks(BPNN). Firstly, the vibration dynamic equation of the planar series manipulator is established, and the approximate vibration trajectory under any input trajectory is solved. Then, an residual energy method is used to evaluate the path vibration of the planar series manipulator. Based on PSO search algorithm, the best interpolation points are searched for the known starting and ending conditions of motion, and the optimal input trajectory of vibration suppression is obtained by smooth connection of interpolation points. Finally, the vibration suppression algorithm based on neural networks is established for the intelligent generation of interpolation points. The neural networks is trained by the sample database established by PSO search algorithm. The control design process is shown as Figure 3.

## A. VIBRATION EVALUATION FOR MANIPULATOR MOTION

In this section, firstly, the dynamic model of the planar series manipulator is established, and the actual vibration trajectory of the manipulator under input motion trajectory is calculated. Then the vibration evaluation function of input trajectory is established based on the energy method.
Thereom 1: For the n-DOF flexible planar tandem manipulator shown as Figure 4, only the first-order vibration of each link is considered, and the interaction between the vibration of each link is ignored, then the vibration dynamic equation


FIGURE 3. Algorithm framework.


FIGURE 4. Manipulator model.
of any joint $i$ can be expressed as equation 2.

$$
\begin{align*}
& \stackrel{\ddot{( }}{\varphi_{i}}(t) * \sum_{j=1}^{n} I_{j o i}+k_{i} * \varphi_{i}(t)=-\sum_{j=1}^{n} m_{j} *\left(f_{1} * L Y_{j-o i}\right. \\
& \left.\quad+f_{2} * L X_{j-o i}\right)-\sum_{j=i+1}^{n} m_{j} * f_{3} * x_{j g-o i}+k_{i} * \theta_{i}(t) \tag{2}
\end{align*}
$$

where,

$$
\begin{align*}
& f_{1}=\sum_{k=1}^{j-1}\left(\frac{\partial c_{1}}{\partial \theta_{k}} * \frac{\mathrm{~d} \theta_{k}}{\mathrm{~d} t}+\frac{\partial c_{1}}{\partial \dot{\theta_{k}}} * \frac{\mathrm{~d} \dot{\theta_{k}}}{\mathrm{~d} \dot{t}}\right)  \tag{3}\\
& f_{2}=\sum_{k=1}^{j-1}\left(\frac{\partial c_{2}}{\partial \theta_{k}} * \frac{\mathrm{~d} \theta_{k}}{\mathrm{~d} t}+\frac{\partial c_{2}}{\partial \dot{\theta_{k}}} * \frac{\mathrm{~d} \dot{\theta_{k}}}{\mathrm{~d} \dot{t}}\right)  \tag{4}\\
& f_{3}=\sum_{k=i+1}^{j}\left(\frac{\partial c_{3}}{\partial \theta_{k}} * \frac{\mathrm{~d} \theta_{k}}{\mathrm{~d} t}+\frac{\partial c_{3}}{\partial \dot{\theta_{k}}} * \frac{\mathrm{~d} \dot{\theta_{k}}}{\mathrm{~d} t}\right)  \tag{5}\\
& c_{1}=\sum_{k=1}^{j-1}\left(\frac{\partial y_{j g-1}}{\partial \theta_{k}} * \frac{\mathrm{~d} \theta_{k}}{\mathrm{~d} t}\right) \tag{6}
\end{align*}
$$

$$
\begin{align*}
& c_{2}=\sum_{k=1}^{j-1}\left(\frac{\partial x_{j g-1}}{\partial \theta_{k}} * \frac{\mathrm{~d} \theta_{k}}{\mathrm{~d} t}\right)  \tag{7}\\
& c_{3}=\sum_{k=i+1}^{j}\left(\frac{\partial y_{j g-O i}}{\partial \theta_{k}} * \frac{\mathrm{~d} \theta_{k}}{\mathrm{~d} t}\right)  \tag{8}\\
& I_{j O i}= \begin{cases}m_{i} * l_{i g}^{2}, & j=i \\
m_{j} * d_{O i-g j}^{2}, & j=i+1 \sim n\end{cases}  \tag{9}\\
& L Y_{j-o i}=\sum_{k=i}^{j-1}\left(l_{k} * \cos \left(\sum_{i=1}^{k} \theta_{i}\right)\right)+l_{j g} * \cos \left(\sum_{i=1}^{j} \theta_{j}\right)  \tag{10}\\
& L X_{j-o i}=\sum_{k=i}^{j-1}\left(l_{k} * \sin \left(\sum_{i=1}^{k} \theta_{i}\right)\right)+l_{j g} * \sin \left(\sum_{i=1}^{j} \theta_{j}\right)  \tag{11}\\
& d_{O i-g j}=\left(d_{i j}^{2}+l_{j g}^{2}+2 * d_{i j} * l_{j g} * \cos \theta_{j i}\right)^{0.5}  \tag{12}\\
& d_{i j}= \begin{cases}I_{i}, & j=i+1 \\
\left(d_{i(j-1)}^{2}+l_{j-1}^{2}+2 * d_{i(j-1)} *\right. \\
\left.l_{j-1} * \cos \theta_{(j-1) i}\right)^{0.5} & j=i+2 \sim n\end{cases}  \tag{13}\\
& \cos \theta_{j i}=\left\{\begin{array}{l}
\theta_{i}, j=i+1 \\
\theta_{j}+\frac{d_{i(j-1)}}{d_{i j}} *\left(\pi-\theta_{(j-1) i}\right), \quad j=i+2 \sim n
\end{array}\right. \tag{14}
\end{align*}
$$

$\varphi_{i}$ is the actual rotation angle of link $\mathrm{i} ; \theta_{i}$ is the driving rotation angle of link i. $\left(\varphi_{i}\right.$ and $\theta_{i}$ are not same because of the flexibility of the link i.) $k_{i}$ is the elastic coefficient of link i ; $m_{j}$ is the mass of link i. $x_{j g-1}, y_{j g-1}, x_{j g-o i}$ and $x_{j g-o i}$ is shown as Figure 4.

Proof: The torque of joint $i$ is caused by the trajectory of the centroid of joint $i \sim n$.

$$
\begin{equation*}
T_{i}(t)=\sum_{j=i}^{n} T_{i j} \tag{15}
\end{equation*}
$$

where, $T_{i j}$ is the torque of joint $i$ caused by the trajectory of joint $j$.

According to the motion-superposition principle, the motion of link $j$ centroid could be divided into three parts: motion $_{j b}$, motion $_{j s}$ and motion ${ }_{j a}$, which respectively represent the motion of link $j$ centroid caused by motion of link $1 \sim i-1$, link $i$, and link $i+1 \sim j$. Let $T_{i j b}, T_{i j s}$ and $T_{i j a}$ respectively represent the torque of link $i$ caused by motion $_{j b}$, motion $_{j s}$ and motion $_{j a}$, then we can get

$$
\begin{align*}
T_{i}(t) & =\sum_{j=i}^{n} T_{i j}=\sum_{j=i}^{n}\left(T_{i j b}\right)+\sum_{j=i}^{n}\left(T_{i j s}\right)+\sum_{j=i}^{n}\left(T_{i j a}\right) \\
& =T_{i b}+T_{i s}+T_{i a} \tag{16}
\end{align*}
$$

where, $T_{i b}, T_{i s}$, and $T_{i a}$ represent the torque of link $i$ caused by the motion of joint $1 \sim i-1$, joint $i$, and joint $i+1 \sim j$, respectively.

Obviously, when $i=1, T_{i b}=0$; when $i=n, T_{i a}=0$.

For $T_{i b}$, take node $O$ as the origin (coincide with node $O_{1}$ ) and the horizontal line as the $X$ axis to establish the coordinate system, named $C_{1}$ (shown as Figure 5).


FIGURE 5. Coordinate C1.
According to the theory of rigid body dynamics, torque $T_{i b}$ can be supressed as equation 17.

$$
\begin{equation*}
T_{i b}(t)=\sum_{j=i}^{n} m_{j} *\left(y_{j g-1} \ddot{g} * L Y_{j-O i}+x_{j g-1} \ddot{g} * L X_{j-O i}\right) \tag{17}
\end{equation*}
$$

where, $y_{j g-1}$ is $Y$-axis value of the centroid of the link $j$ in coordinate system $C_{1} ; x_{j g-1}$ is X -axis value of the centroid of link $j$ in coordinate system $C_{1} ; L Y_{j-O i}$ is the force arm from $Y$ direction at the centroid of link $j$ to point $O_{i}$, as shown in Equation 10; $L X_{j-O i}$ is the force arm from $X$ direction at the centroid of link $j$ to point $O i$, as shown in Equation 11.

The values of $y_{j g-1}$ and $x_{j g-1}$ are calculated as follows.
$y_{j g-1}=\sum_{k=1}^{j-1}\left(l_{k} * \sin \left(\sum_{i=1}^{k} \theta_{i}\right)\right)+l_{j g} * \sin \left(\sum_{k=1}^{j} \theta_{k}\right)$
$x_{j g-1}=\sum_{k=1}^{j-1}\left(l_{k} * \cos \left(\sum_{i=1}^{k} \theta_{i}\right)\right)+l_{j g} * \cos \left(\sum_{k=1}^{j} \theta_{k}\right)$
Tib is the torque that produced by link $i \sim i-1$, so the derivation of acceleration in this function is only for $\theta_{1} \sim \theta_{i-1}$. The torque generated by the rotation of other links will be considered in the subsequent part.

$$
\begin{align*}
& y_{j g-1}^{\ddot{g}}=\sum_{k=1}^{j-1}\left(\frac{\partial y_{j g-1}}{\partial \theta_{k}} * \frac{\mathrm{~d} \theta_{k}}{\mathrm{~d} t}+\frac{\partial y_{j \dot{g}-1}}{\partial \dot{\theta}_{k}} * \frac{\mathrm{~d} \dot{\theta_{k}}}{\mathrm{~d} \dot{t}}\right)  \tag{20}\\
& x_{j g-1}=\sum_{k=1}^{j-1}\left(\frac{\partial x_{j g-1}}{\partial \theta_{k}} * \frac{\mathrm{~d} \theta_{k}}{\mathrm{~d} t}+\frac{\partial x_{j g-1}}{\partial \dot{\theta_{k}}} * \frac{\mathrm{~d} \dot{\theta_{k}}}{\mathrm{~d} \dot{t}}\right) \tag{21}
\end{align*}
$$

For $T_{i s}$, the motion of link $i \sim n$ caused by link $i$ is a single rotation motion around node $O_{i}$. Take node $O_{i}$ as the origin and the direction $O_{i-1}-O_{i}$ as the $X$ axis to establish the coordinate system, named $C_{2}$ (shown as Figure 6).

According to the theory of rotational dynamics, torque $T_{i s}$ can be supressed as below.

$$
\begin{equation*}
T_{i s}=\ddot{\theta}_{i} * \sum_{j=i}^{n} I_{j O i}=\ddot{\varphi}_{2} * f i s(t) \tag{22}
\end{equation*}
$$



FIGURE 6. Coordinate C2.
where, $I_{j o i}$ is the rotational inertia of the rod j to point $O_{i}$, as shown in Equation 9.

For Tia, take node $O_{i}$ as the origin and the direction $O_{i}-$ $O_{i+1}$ as the $X$ axis to establish the coordinate system, named $C_{3}$ (shown as Figure 7).


FIGURE 7. Coordinate C3.
According to the theory of rigid body dynamics, torque $T_{i s}$ can be supressed is shown below.

$$
\begin{equation*}
T_{i a}=\sum_{j=i+1}^{n} m_{j} * y_{j g} \ddot{-O i} * x_{j g-O i} \tag{23}
\end{equation*}
$$

where, $y_{j g-O i}$ is $Y$-axis value of the centroid of link $j$ in coordinate $C_{3} ; x_{j g-O i}$ is $X$-axis value of the centroid of link $j$ in coordinate $C_{3}$.

The values of $x_{j g-O i}$ and $y_{j g-O i}$ are calculated as follows.

$$
\begin{align*}
x_{j g-O i}= & l_{i}+\sum_{k=i+1}^{j-1}\left(l_{k} * \cos \left(\sum_{l=i+1}^{k} \theta_{l}\right)\right) \\
& +l_{j g} * \cos \left(\sum_{l=i+1}^{j} \theta_{l}\right)  \tag{24}\\
y_{j g-O i}= & \sum_{k=i+1}^{j-1}\left(l_{k} * \sin \left(\sum_{l=i+1}^{k} \theta_{l}\right)\right) \\
& +l_{j g} * \sin \left(\sum_{l=i+1}^{j} \theta_{l}\right) \tag{25}
\end{align*}
$$

$y_{j g-O i} \ddot{ }$ is the second derivative of $y_{j g-O i}$ to time $t$, means $Y$-axis acceleration of the centroid of link $j$ in coordinate $C_{3}$.

$$
\begin{equation*}
y_{j g-O i}=\sum_{k=i+1}^{j}\left(\frac{\partial y_{j g} \ddot{-O i}}{\partial \theta_{k}} * \frac{\mathrm{~d} \theta_{k}}{\mathrm{~d} t}+\frac{\partial y_{j g} \ddot{-O i}}{\partial \dot{\theta_{k}}} * \frac{\mathrm{~d} \dot{\theta_{k}}}{\mathrm{~d} t}\right) \tag{26}
\end{equation*}
$$

The torque of link $i$ is the sum of $T_{i b}, T_{i s}$ and $T_{i a}$.

$$
\begin{align*}
T_{i}= & T_{i b}+T_{i s}+T_{i a} \\
= & \sum_{j=1}^{n} m_{j} *\left(y_{j g-i} * L Y_{j-o i}+x_{j g-i} * L X_{j-o i}\right) \\
& +\ddot{\varphi}_{i} * \sum_{j=i}^{n} I_{j O i}+\sum_{j=i+1}^{n} m_{j} * y_{j g-o i} * x_{j g-o i} \tag{27}
\end{align*}
$$

Only the first-order vibration of the manipulator is considered and the mechanical damping effect is ignored, then the link $i$ can be regarded as the first-order torsion spring system, as shown in Figure 4. Spring torque of link $i$ is calculated as equation 28.

$$
\begin{equation*}
T_{i}=-k_{i}\left(\varphi_{i}-\theta_{i}(t)\right) \tag{28}
\end{equation*}
$$

By combining equation 27 and 28, and reorganize them, equation 2 is obtained.

Theorem 2: For the flexible planar series manipulator with the form shown in Figure 1, divide the whole period of motion into $m$ equal parts, which make the time interval of each period $\delta t$ is tiny enough, and the actual vibration trajectory of any joint $i$ can be approximated as below.

$$
\begin{equation*}
\varphi_{i}(t)=C_{1} \cos (\sqrt{A} * t)+C_{2} \sin (\sqrt{A} * t)+x^{*} \tag{29}
\end{equation*}
$$

where

$$
\begin{align*}
& x^{*}= \frac{a_{5}}{k_{i}} t^{5}+\frac{a_{4}}{k_{i}} t^{4}+\frac{1}{k_{i}}\left(a_{3}-\frac{20}{A} a_{5}\right) t^{3} \\
&+\frac{1}{k_{i}}\left(a_{2}-\frac{12}{A} a_{4}\right) t^{2}+\frac{1}{k i}\left(a_{1}-\frac{6}{A} a_{3}+\frac{120}{A^{2}} a^{5}\right) t \\
&+\frac{1}{k i}\left(a_{0}-\frac{2}{A} a_{2}+\frac{24}{A^{2}} a_{4}\right)  \tag{30}\\
& A= \frac{k_{i}}{\text { fis }\left(t_{j}\right)}  \tag{31}\\
& \text { fis }(t)= \sum_{j=i}^{n} I_{j O i}  \tag{32}\\
& a_{0}=-\frac{\text { ir }^{(5)}\left(t_{j}\right) * t_{j}^{5}}{120}+\frac{\text { fir }}{}(4)\left(t_{j}\right) * t_{j}^{4} \\
& 24  \tag{33}\\
& \text { fir }\left(t_{j}\right) * t_{j}^{3} \\
& 6  \tag{34}\\
&+\frac{\ddot{\text { fir }\left(t_{j}\right) * t_{j}^{2}}}{2}-\text { fir }\left(t_{j}\right) * t_{j}+\text { fir }\left(t_{j}\right) \\
& a_{1}= \frac{\text { fir }{ }^{(5)}\left(t_{j}\right) * t_{j}^{4}}{24}-\frac{\text { fir }{ }^{(4)}\left(t_{j}\right) * t_{j}^{3}}{6}+\frac{\dddot{\text { fir }}\left(t_{j}\right) * t_{j}^{2}}{2} \\
&- \text { fir }\left(t_{j}\right) * t_{j}+\text { fir }\left(t_{j}\right)
\end{align*}
$$

$$
\begin{align*}
a_{2}= & -\frac{\text { fir }^{(5)}\left(t_{j}\right) * t_{j}^{3}}{12}+\frac{\text { fir }^{(4)}\left(t_{j}\right) * t_{j}^{2}}{4}-\frac{\dddot{\text { fir }}\left(t_{j}\right) * t_{j}}{2} \\
& +\frac{\ddot{f i r}^{2}\left(t_{j}\right)}{2}  \tag{35}\\
a_{3}= & \frac{\operatorname{fir}^{(5)}\left(t_{j}\right) * t_{j}^{2}}{12}-\frac{\text { fir }^{(4)}\left(t_{j}\right) * t_{j}}{6}-\frac{\dddot{\text { fir }}\left(t_{j}\right)}{6}  \tag{36}\\
a_{4}= & -\frac{\operatorname{fir}^{(5)}\left(t_{j}\right) * t_{j}}{24}+\frac{\text { fir }^{(4)}\left(t_{j}\right)}{24}  \tag{37}\\
a_{5}= & \frac{\operatorname{fir}^{(5)}\left(t_{j}\right)}{120}  \tag{38}\\
\text { fir }(t)= & -\sum_{j=i}^{n}\left(m_{j} *\left(f_{1} * L Y_{j g-O i}+f_{2} * L X_{j g-O i}\right)\right) \\
& -\sum_{j=i+1}^{n}\left(m_{j} * f_{3} * x_{j g-O i}\right)+k_{i} * \theta_{i}(t) \tag{39}
\end{align*}
$$

where, $t_{j}$ is the starting time of the $j$-th interval which the time variable $t$ of the equation is located. $C_{1}$ and $C_{2}$ are normally bright, which are determined by the starting states of the motion process.

Proof: The vibration equation of the flexible planar series manipulator shown in Figure is a second-order variable coefficient non-homogeneous differential equation, and the coefficient and non-homogeneous term are more complex, so the analytical formula can not be solved. Therefore, in order to facilitate the use of the project, it is necessary to simplify it properly.

In order to express conveniently, let the second-order coefficients of the vibration dynamic equation be expressed as equation 32, and let the nonhomogeneous terms be expressed as equation 39 .

In order to reduce the complexity of the equation, the whole time period $T=t_{f}-t_{0}$ can be divided into tiny $m$ equal parts, and the time interval of each period is $\delta t$. Considered that $f i s(t)$ is constant in the range of $\delta t$.

Actually, fis ( $t$ ) is the moment of inertia of each joint around the $O_{i}$ axis. When $\delta t$ is small enough, there is little change in $\delta t$ period, so this simplification is reasonable. Here, we express the second-order coefficient of the jth time period $\left[t_{j}, t_{j+1}\right)$ as $f i s\left(t_{j}\right)$.

In addition, the nonhomogeneous term $\operatorname{fir}(t)$ is replaced by its Taylor expansion formula $f i(t)$ in the time period $\left[t_{j}, t_{j+1}\right)$. In fact, when $\delta t$ is small enough, the error between the Taylor expansion and the original function can be ignored, and the simplification is reasonable.

Here, we employ the fifth-order Taylor formula to replace the nonhomogeneous term. Fifth-order Taylor expansion of the jth time period $\left[t_{j}, t_{j+1}\right)$ is shown as equation 40.

$$
\begin{align*}
\text { fir }(t) \approx & \text { fir } \left.\left(t_{j}\right)+\text { fir } \dot{( } t_{j}\right) *(\mathrm{t}-\mathrm{tj}) \\
& +\frac{\text { fir } \left.^{( } t_{j}\right)}{2!} *(\mathrm{t}-\mathrm{tj})^{2}+\frac{\text { fir }\left(t_{j}\right)}{3!} *(\mathrm{t}-\mathrm{tj})^{3} \\
& +\frac{\text { fir }^{(4)}\left(t_{j}\right)}{4!} *(\mathrm{t}-\mathrm{tj})^{4}+\frac{\text { fir }^{(5)}\left(t_{j}\right)}{5!} *(t-t j)^{5} \tag{40}
\end{align*}
$$

By sorting out equation 40 , formula 41 is obtained.

$$
\begin{equation*}
\operatorname{fir}(t) \approx a_{0}+a_{1} t^{2}+a_{2} t^{2}+a_{3} t^{3}+a_{3} t^{3}+a_{4} t^{4}+a_{5} t^{5} \tag{41}
\end{equation*}
$$

where, $a_{0} \sim a_{5}$ is shown as equation 33-38.
Thus, in the j -th time period $\left[t_{j}, t_{j+1}\right)$, the vibration dynamic model of the manipulator can be simplified as

$$
\begin{align*}
\ddot{\varphi}_{i} * f i s t j+k i * \varphi_{i} & =a_{0}+a_{1} t+a_{2} t^{2}+a_{3} t^{3}+a_{4} t^{4} \\
& +a_{5} t^{5}, \quad i=1 \sim n, t=t_{0} \sim t_{f} \tag{42}
\end{align*}
$$

In equation 42, the vibration dynamic model of the manipulator is simplified to the second order non-homogeneous linear differential equation with constant coefficient, and the non-homogeneous term is a polynomial of degree 5. The solution of the differential equation can be easily obtained as equation 29.

The vibration of flexible body can be described by the residual energy of the system. The residual energy of vibration can be defined as the energy other than kinetic energy generated by input motion, including vibrational kinetic energy and elastic potential energy.

The residual energy of the system at any time is equal to the sum of the residual potential energy and the residual kinetic energy.

Residual potential energy at any time is shown as follows.

$$
\begin{equation*}
V_{1}(t)=\frac{1}{2} \delta_{t}^{T} K \delta^{t} \tag{43}
\end{equation*}
$$

Residual kinetic energy at any time is shown as follows.

$$
\begin{equation*}
V_{2}(t)=\frac{1}{2} \dot{\delta}_{t}^{T} M \dot{\delta_{t}} \tag{44}
\end{equation*}
$$

where, $\delta=\left[\delta_{1}(t) \cdots \delta_{n}(t)\right]$ is the error vector of manipulator; $K=\left[K_{1} \cdots K_{n}\right]$ is the elasticity coefficient vector of manipulator; $M=\left[M_{1}(t) \cdots M_{n}(t)\right]$ is the moment of inertia vector of manipulator at time $\mathrm{t} ; \delta_{i}(t)=x_{i}(t)-q_{i}(t), i=1 n$ is rotation error of the ith joint at time $t ; x_{i}(t)$ and $q_{i}(t)$ is the actual trajectory and input trajectory of the ith joint at time $t$ respectively.

The residual energy of system at any time is shown as equation 45.

$$
\begin{equation*}
V(t)=V_{1} t+V_{2}(t) \tag{45}
\end{equation*}
$$

## B. VIBRATION OPTIMIZATION SEARCHING ALGOSITHM BASED ON PSO

The optimal trajectory search of a multi-axis manipulator based on vibration suppression is a complex multidimensional global search problem. PSO algorithm is a kind of swarm intelligence algorithm, which can effectively solve most of the global optimization problems, and its operation process has the characteristics of parallelism, which is convenient for multithreaded servers to speed up the operation of a large number of data. Therefore, based on the principle of minimum residual vibration energy, a PSO is employed to search the optimal motion path of the manipulator.

## 1) OPTIMIZATION ALGORITHM FRAMEWORK AND PROCESS

Search algorithm framework consists of an initialization layer, a searching layer and an output layer. According to the state parameters of the start and end points, the initialization layer finds a group of relatively good interpolation points data by the method of quintic polynomial interpolation, and generates the random initial position of particle swarm based on the data; the search layer keeps updating the particle position and recording the optimal particle through the PSO algorithm based on the principle of the minimum value of the objective function; after the number of iterations is reached, the output Layer takes the last recorded optimal particle as the output data.

The framework of vibration optimization searching algorithm based on PSO is shown as Figure 8.


Initialization Layer

Searching Layer
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FIGURE 8. Framework of PSO algorithm.

## 2) INPUT CONDITIONS

The input conditions of the algorithm are the intrinsic parameters and the motion parameters of the system. The intrinsic parameters of the system are the parameters of the system itself, which do not change with the motion, such as the degree of freedom of the system, the length of the connecting rod, the moment of inertia, etc.; The motion parameters of the algorithm input are the position $\theta$, velocity $V$, acceleration $a$ and time $t$ of the starting point and the ending point of each degree, which are expressed as equation III-B2.

$$
Q i=\left[\begin{array}{llllllll}
\theta_{i 0} & \omega_{i 0} & \alpha_{i 0} & t_{i 0} & \theta_{i f} & \omega_{i f} & \alpha_{i f} & t_{i f} \tag{46}
\end{array}\right]
$$



FIGURE 9. Input trajectory by quintic interpolation.

## 3) SEARCH VARIABLES

N interpolation points are set between the start point and the end point, and the parameters (position $\theta$, angular velocity $\omega$, angular acceleration $\alpha$ and time $t$ ) of the interpolation points are used as search variables. The interpolation points are connected in sequence as the input trajectory of the manipulator. In order to ensure the smoothness of the curve and the continuity of the position, velocity and acceleration of each interpolation point, the interpolation points are connected by a quintic polynomial function(shown in the figure 9). The form of quintic polynomial function connecting interpolation points is shown as equation 47.

$$
\begin{equation*}
\theta=a_{5} * t^{5}+a_{4} * t^{4}+a_{3} * t^{3}+a_{2} * t^{2}+a_{1} * t+a_{0} \tag{47}
\end{equation*}
$$

The search variables can be expressed as equation 48.
$X=\left[\begin{array}{cccccccc} & \theta_{11} & \omega_{11} & \alpha_{11} & \cdots & \theta_{i j} & \omega_{i j} & \alpha_{i j} \\ \cdots & \theta_{m n} & \omega_{m n} & \alpha_{m n} & ] & & \end{array}\right.$

## 4) INITIALIZATION OF SEARCH VARIABLES

In order to obtain a relatively good initial search value to improve the search effect, the initial trajectory is set to be a quintic polynomial curve, which keep the motion parameters of the start and end points be continuous and the motion trajectory be smooth. So, the start and end points of the trajectory are connected by a quintic polynomial function, and then the calculated quintic polynomial values $(f(t j), f(t j), f \ddot{( } t j))$ at each interpolation time are took as the parameter values (position $\theta_{j}$, angular velocity $\omega_{j}$, angular acceleration $\alpha_{j}$ ) of the interpolation point.

Let the initial trajectory equation be as shown in equation 49, where $a 0 \sim a 5$ is the coefficient of each order of the quintic polynomial. The values of $a 0 \sim a 5$ is obtained by solving equations 50 .

$$
\begin{align*}
\theta_{i}(t)= & a_{i 5} * t^{5}+a_{i 4} * t^{4}+a_{i 3} * t^{3} \\
& +a_{i 2} * t^{2}+a_{i 1} * t+a_{i 0}  \tag{49}\\
& \left\{\begin{array}{l}
\theta_{i}\left(t_{0}\right)=\theta_{i 0} \\
\theta_{i}^{\prime}\left(t_{0}\right)=\omega_{i 0} \\
\theta_{i}^{\prime \prime}\left(t_{0}\right)=\alpha_{i 0} \\
\theta_{i}\left(t_{f}\right)=\theta_{i f} \\
\theta_{i}^{\prime}\left(t_{f}\right)=\omega_{i f} \\
\theta_{i}^{\prime \prime}\left(t_{f}\right)=\alpha_{i f}
\end{array}\right. \tag{50}
\end{align*}
$$

Then we can get the initial search variables vector $X_{0}$ shown as equation 51 . The values of variables can be obtained by equation 52 .

$$
\begin{align*}
& \left.X_{0}=\begin{array}{llllll}
\theta_{110} & \omega_{110} & \alpha_{110} & \cdots & \theta_{i j 0} & \omega_{i j 0} \\
\alpha_{i j 0} & \cdots & \theta_{m n 0} & \omega_{m n 0} & \alpha_{m n 0}
\end{array}\right]
\end{aligned}\left\{\begin{aligned}
& \theta_{i j 0}=\theta_{i}\left(t_{j}\right)  \tag{51}\\
& \omega_{i j 0}= \theta_{i}^{\prime}\left(t_{j}\right)  \tag{52}\\
& \alpha_{i j 0}= \theta_{i}^{\prime \prime}\left(t_{j}\right)
\end{align*}\right.
$$

## 5) OBJECTIVE FUNCTION

The residual energy is the root reason of the vibration caused by the motion of manipulator. In this scheme, the residual energy generated during the motion of the manipulator is taken as the objective function of the optimization algorithm. The objective function is shown as equation 53.

$$
\begin{equation*}
\text { function } V=V_{t f}+\frac{1}{t_{f}-t_{0}} \int_{t_{0}}^{t_{f}} V_{t} \mathrm{~d} t \tag{53}
\end{equation*}
$$

It means the sum of the residual energy of the system at the termination time $t_{f}$ and the average residual energy in the motion process. This objective function takes the vibration of the system when it stops as the main investigation factor, and takes into account vibration during the process of motion, which can well reflect the overall vibration level of the system in motion.

## 6) SEARCHING ALGORITHM

In the $D$-dimensional target search space, $N$ particles form a community, and each particle $i$ contains a $D$-dimensional position vector $x_{k}=\left[x_{k 1} \cdots x_{k D}\right]$ and velocity vector $v_{k}=$ $\left[v_{k 1} \cdots v_{k D}\right]$. When searching the $D$-dimensional solution space, particle i saves the optimal position it finds. In each iteration, particle i adjusts its own velocity vector according to its own inertia, own experience and group optimal experience, so as to adjust its own position. We can use a fitness function to measure the superiority of particles. In this research, the dimention of position vector is $D=3 * m * n$, where $m$ is the number of degrees of freedom of robot and $n$ is the number of interpolation points of joint trajectory.

$$
x_{k}=\left[\begin{array}{cccccc}
{\left[\begin{array}{cc}
11 k & \\
& \omega_{11 k} \\
\alpha_{11 k} & \cdots \\
\alpha_{i j k} & \omega_{i j k} \\
\alpha_{i j k} & \cdots
\end{array} \theta_{m n k}\right.} & \omega_{m n k} & \alpha_{m n k} & ] \tag{54}
\end{array}\right.
$$

where, $\theta_{i j k}, \omega_{i j k}$ and $\alpha_{i j k}$ is the angle, angular velocity and angular acceleration of the $j$-th interpolation point of the $i$-th link in the $k$-th particle.

The PSO algorithm uses equation 55 to update the particles:

$$
\begin{align*}
& \left\{\begin{array}{l}
v_{k d}=\omega v_{i} k+c_{1} r_{1}\left(p_{k d}-x_{k d}\right)+c_{2} r_{2}\left(p_{g d}-x_{k d}\right) \\
x_{k d}=x_{k d}+v_{k} d
\end{array} \quad k=1 \sim p ; d=1 \sim D\right.
\end{align*}
$$

In equation $55, c_{1}$ and $c_{2}$ are the learning factors, whose value range is $(0,1) ; r_{1}$ and $r_{2}$ are random numbers,
whose value range is $(0,1) ; \omega$ is the inertia weight, which is used to control the influence of the speed before the update on the speed after the update; $v_{k} d \in\left[-v_{\max }, v_{\max }\right]$, where $v \max$ is a constant, which is set according to the actual problem. The termination condition of PSO iteration is to reach the maximum number of PSO iterations set by the designer.

## C. VIBRATION SUPPRESSION ALGORITHM BASED ON BPNN

Although the optimal path search algorithm based on a PSO algorithm can get excellent results, the computation amount is large and the search time is very long, which is due to the complexity of vibration dynamics equation, as well as the number of samples and iterations of the search algorithm. According to the test, using MATLAB software in the case of parallel operation of 24 thread CPU, the time to complete a trajectory search algorithm is 6-8 hours. This is unacceptable in engineering applications. In order to search fast online in the process of engineering application, we employ a shallow BPNN as the optimal path generator, and train it using the sample data of PSO algorithm.

## 1) ALGORITHM FRAMEWORK

The vibration suppression algorithm based on a BPNN consist of an initial vector $Q$, an interpolation vector $X$, an input vector $I N$, an input normalization vector $I N N$, a BPNN solver, an adjustment normalization vector $A D N$, an adjustment vector $A D$, an output vector $O U$, and a QP interpolator. The framework of this algorithm is shown as Figure 10.


FIGURE 10. Framework of algorithm based on BPNN.

The initial vector $Q$ is a vector of $8 * m$ dimension, whose values respectively represent the angle $\theta$, angular velocity $\omega$, angular acceleration $\alpha$ and time $t$ of the start and end points of each degree of the manipulator. The composition of vector $Q$ is as follows.

$$
Q=\left[\begin{array}{lllll}
Q_{1} & \cdots & Q_{i} & \cdots & Q_{m} \tag{56}
\end{array}\right]
$$

where, $\operatorname{Qi}(i=1 \sim m)$ is shown as equation III-B2.
In order to reduce the fitting difficulty of the neural networks, we further expand the input data, add the data of quintic polynomial interpolation points shown in equation 51 to the initial vector. The function of $Q P$ interpolator is to get the initial interpolation vector $X_{0}$ which is shown as equation 51 ,
and its calculation method has been detailed when we get the equation 51. By combining the vectors $Q$ and $X_{0}$, we get the input vector $I N$ which has $q=(8+3 * n) * m$ dimension.

$$
\begin{equation*}
I N=\left[Q X_{0}\right] \tag{57}
\end{equation*}
$$

The adjustment vector $A D$ is a vector of $3 * m * n$ dimension, whose value represents the value to be adjusted based on the interpolation vector $X_{0}$.

The output vector $O U$ is a vector of $p=3 * m * n$ dimension, whose value represents the interpolation vector with good vibration suppression effect after optimization by the algorithm. The output vector is obtained by adding the interpolation vector $X_{0}$ and the adjustment vector $A D$.

The BPNN solver is a solver based on back propagation neural networks, whose function is to solve the output layer according to the input layer and the known conditions of the system, so as to get the adjustment vector $A D$ with good vibration suppression effect.

In order to achieve better learning and solving effect of BPNN solver, the input expansion data and adjustment data in the training samples of neural networks are normalized. Therefore, in the program framework, the input expansion vector $I N$ needs to be normalized to get the input layer(vector $I N N$ ). Similarly, the output layer(vector $A D N$ ) of the neural networks should also be de anti-normalized to get the adjustment vector $A D$.

## 2) BPNN SOLVER

The BPNN solver is shallow back-propagation neural networks, which consists of an input layer, a hidden layer and an output layer. The input layer is the normalized form of input expansion vector $I N N$, the output layer is the normalized form of adjustment vector $A D N$, the hidden layer is composed of many nodes, and the number of nodes is based on experience and the matrix number of the input layer and the output layer.

The structure of the BPNN solver is shown as Figure 11.


FIGURE 11. Structure of BPNN solver.
The mathematical expression of BPNN solver is shown as equation 58.

$$
\left\{\begin{array}{c}
s_{j}=\sum_{i=1}^{q} W_{h i j}^{1} * I N N_{i}, \quad j=1 \sim n_{h i}  \tag{58}\\
A D N_{p}=\sum_{j=1}^{h i} W_{j k}^{2} * f\left(s_{j}\right), \quad k=1 \sim p
\end{array}\right.
$$

where, $s=\left[s_{1},, s_{n_{h}}\right]$ is the hidden layer vector; $W_{i}^{1} j$ is the coefficient from the $i$-th node of input layer to the $j$-th node of hidden layer; $W_{j}^{2} k$ is the coefficient from the $j$-th node of hidden layer to the $k$-th node of output layer; $f(s)$ is the activation function of hidden layer.

The vibration dynamic model of the manipulator is a complex nonlinear mathematical function, so a nonlinear activation function should be employed to solve the optimal vibration path. The tanh function is employed as the activation function, as shown below.

$$
\begin{equation*}
f(x)=\tanh x=\frac{e^{x}-e^{-x}}{e^{x}+e^{-x}} \tag{59}
\end{equation*}
$$

## 3) DATA NORMALIZATION

Only in the range of $[-1.7,1.7]$ can the Sinh activation function have good nonlinearity, and beyond this range, the gradient of the activation function gradually disappears. However, the training sample data and the actual input data range of neural networks are not the same. If only the weights and position variables are used to adjust, the weights and position variables of each node will have a large order of magnitude difference. On the one hand, it will make the activation function of neural networks difficult to work in a good nonlinear range, on the other hand, it will make the step length in the learning process difficult adapt to each function, resulting in poor learning effect.

Therefore, we process the input and output data to control it between $[-1,1]$ to get better fitting effect. The data processing function is as equation 60.

$$
\begin{equation*}
x^{*}=\frac{x-x_{m e}}{x_{m a}-x_{m e}} \tag{60}
\end{equation*}
$$

where, $x^{*}$ is processed data; $x$ is raw data; $x_{a v}$ is mean value; $x_{m a}$ is maximum value.

When the result is calculated, the output of the neural networks is processed by the following anti-normalization function to get the actual output.

$$
\begin{equation*}
x=x^{*} *\left(x_{a b}-x_{m e}\right)+x_{m e} \tag{61}
\end{equation*}
$$

## 4) LOSS FUNCTION

Mean-square error function is employed to be the loss function in the learning process of BP networks. For a batch of P samples, the loss function is shown as equation 62.

$$
\begin{equation*}
E=\frac{1}{p} \sum_{i=1}^{p}\left(y_{i}-y_{t r i}\right)^{2} \tag{62}
\end{equation*}
$$

where, $P$ is the quantity of each training batch. $y_{t r i}$ is the standard output of the training sample $i$, and $y_{i}$ is the actual output of the neural network with the same training sample.

## 5) WEIGHT UPDATE STRATEGY

According to the theory of back propagation, the weight gradient of the output layer is calculated as follows.

$$
\begin{align*}
\Delta w_{j k}^{2} & =-\eta \frac{\partial E}{\partial w_{j k}^{2}}=-\eta \frac{\partial}{\partial w_{j k}^{2}}\left(\sum_{p=1}^{P} E_{p}\right) \\
& =\sum_{p=1}^{P}\left(-\eta \frac{\partial E_{p}}{\partial w_{j k}^{2}}\right)=\sum_{p=1}^{P}\left(-\eta \frac{\partial E_{p}}{\partial y_{j}} * \frac{\partial y_{j}}{\partial w_{j k}^{2}}\right) \\
& =\sum_{p=1}^{P} \sum_{j=1}^{m} \eta\left(y_{i}^{p}-y_{t r i}^{p}\right) * z_{k} \tag{63}
\end{align*}
$$

The weight gradient of the hidden layer is calculated as follows.

$$
\begin{align*}
\Delta w_{i j}^{1} & =-\eta \frac{\partial E}{\partial w_{i j}^{1}}=-\eta \frac{\partial}{\partial w_{i j}^{1}}\left(\sum_{p=1}^{P} E_{p}\right) \\
& =\sum_{p=1}^{P}\left(-\eta \frac{\partial E_{p}}{\partial w_{i j}^{1}}\right)=\sum_{p=1}^{P}\left(-\eta \frac{\partial E_{p}}{\partial S_{j}} * \frac{\partial S_{j}}{\partial w_{i j}^{1}}\right) \\
& =\sum_{p=1}^{P} \sum_{k=1}^{n_{o u}} \eta\left(y_{k}^{p}-y_{t r k}^{p}\right) * w_{j k}^{2} * f^{\prime}\left(S_{j}\right) * x_{i} \tag{64}
\end{align*}
$$

The Adam optimizer is proposed by Kingma and Lei ba. It can automatically update the learning rate and has high computational efficiency. In this study, Adam weight update strategy is employed to update. The Adam weight update formula is shown as equation 65.

$$
\begin{equation*}
w_{t}=w_{t-1}-\alpha * \frac{\hat{m}_{t}}{\sqrt{\hat{v}_{t}}+\varepsilon} \tag{65}
\end{equation*}
$$

where, $\hat{m}_{t}$ is the first moment vector of the gradient.

$$
\begin{equation*}
\hat{m}_{t}=\frac{\beta_{1} * m_{t-1}+\left(1-\beta_{1}\right) * g_{t}}{1-\beta_{1}^{t}} \tag{66}
\end{equation*}
$$

$\hat{v_{t}}$ is the second moment vector of the gradient.

$$
\begin{equation*}
\hat{v}_{t}=\frac{\beta_{2} * v_{t-1}+\left(1-\beta_{2}\right) * g_{t}^{2}}{1-\beta_{2}^{t}} \tag{67}
\end{equation*}
$$

where, $g_{t}$ is the Gradient vector of step t .

## D. ONLINE PATH PLANNING SYSTEM AIMING AT VIBRATION SUPPRESSION

This section details how to use PSO optimization search algorithm based on vibration evaluation function to train the BPNN solver, and how to use the trained BPNN solver to build an online path generator.

## 1) TRAINNING FRAMEWORK

As shown in Figure 12, the samples inputs for training are inputted to PSO searcher and BPNN solver respectively. PSO searcher uses vibration evaluation function as the objective function to search out the optimal trajectory interpolation


FIGURE 12. Training framework of algorithm.
points vectors, and BPNN network generates adjustment vectors. Due to the different meanings of the output values of the two methods, the optimal trajectory interpolation points vectors should be firstly subtracted from the initial interpolation points vectors solved by quintic interpolation to obtain the optimal interpolation points vectors. The loss function is calculated by the error between the optimal interpolation point and the interpolation point generated by BPNN solver, and the BPNN solver is adjusted by weight update strategy. The training process should be finished after enough iterations until the loss function is small enough. The trained BPNN can replace PSO search algorithm to generate interpolation point vectors with small enough vibration.

The number of training samples should be sufficient and evenly distributed in the range of motion of the manipulator. Increasing the number of samples can improve the learning effect of BPNN solver, but obviously it will also increase the learning time.

## 2) ONLINE TRAJECTORY PLANNING SYSTEM

The online path generator composed of trained BPNN network is shown in Figure 13. The initial interpolation point vector is generated by quintic polynomial interpolation, and the adjustment vector is generated by neural network solver. The final interpolation point data is obtained by the superposition of initial interpolation point vector and adjustment vector, and the final trajectory equation is generated by quintic polynomial fitting.


FIGURE 13. Algorithm framework.

## IV. SIMULATION

We consider a 3-DOF robotic manipulator as shown in Figure 14. The robot has three rotational degrees of freedom in a plane. The rotation angel $\theta$ of all connecting links is limited to $[-3 / 4 p i, 3 / 4 p i]$. The parameters of the manipulator


FIGURE 14. Model of 3-DOF robotic manipulator.
are shown as equation 68 .

$$
\left\{\begin{array}{l}
l_{1}=2, l_{2}=1, l_{3}=1  \tag{68}\\
m_{1}=100, m_{2}=50, m_{3}=250 \\
l_{1 g}=0.5 * l_{1}, l_{2 g}=0.5 * l_{2}, l_{3 g}=L_{3} \\
I(1)=300 e-8, I(2)=200 e-8, I(3)=100 e-8 \\
E=0.7 * 10^{11}
\end{array}\right.
$$

In order to reduce the calculation amount of this simulation, the motion of each joint is limited to the motion from the static state of 0 degree angle to the static state of any angle within 1 second, that is, the angle, angular velocity, angular acceleration and time of the initial state of each revolute joint are set to 0 , and the angle of the end point is randomly selected between [ $-3 / 4 \mathrm{pi}, 3 / 4 \mathrm{pi}]$. The angular velocity and angular acceleration of the end state of each revolute joint are also set to 0 , and the end time is set to 1 . This kind of motion is a special state of the manipulator movement, but it can reflect the vibration suppression effect of the manipulator in the general movement process, so it is representative in the simulation verification.

## A. QUINTIC POLYNOMIAL FUNCTION TRAJECTORY PLANNING

The smooth motion trajectory can effectively reduce the structural vibration caused by the sudden change of speed and acceleration, therefore, high-order polynomial smooth function path planning is a common method of vibration suppression.

In this method, the start and end points are connected with the curve of quintic polynomial function, so as to ensure the continuous derivative of velocity and acceleration in the motion trajectory. The specific process of this method has been given in Section III.B. 4 (Initialization of search variables). Figure 15-18 illustrate the simulation results.

From Figure 15, we can see that the angle output curve of each joint can track the expected curve but there are some errors. Figure 16 shows that the tracking error is within 0.35 degree. Figure 17 shows that the trajectory of manipulator end can track the expected curve but there are some errors. Figure 18 shows that the tracking error of the end point position of the manipulator is within 0.8 m .


FIGURE 15. Vibration performance of joint under QP method.

## B. TRAJECTORY PLANNING BASED ON A PSO METHOD

For the simulation of a PSO method, we set the number of interpolation points per degree of freedom $n=3$, so the number of optimized variables $D=3 * n * m=27$. Set the size of the particle swarm $N=99$; set the number of iterations MaxDT $=80$; set the inertia weight $w=0.7298$; set the learning factor $c 1=1.49618, c 2=1.49618$. Figure 19-22 illustrate the simulation results.

From Figure 19, it can be seen that the tracking accuracy of joint 1 curve is significantly higher than that of the QC method; but the tracking accuracy of joint 2 and 3 curve is slightly lower than that of the QC method, that is because the residual energy generated by vibration of joint 1 is much larger than that of joint 2 and joint 3, and the optimization algorithm will preferentially suppress the vibration of joint 1. It can be seen from Figure 20 that the tracking error is below 0.14 rad. Figure 21 shows that the end tracking effect of the manipulator is significantly improved compared with the QC method. Figure 22 shows that the horizontal vibration at the end of the manipulator is kept within 0.25 , which is significantly lower than the 0.5 vibration error of the QC method; the vertical vibration at the end of the manipulator is kept within 0.55 , which is lower than the 0.65 vibration error of the QC method.


FIGURE 16. Vibration error of joint under QP method.


FIGURE 17. Vibration trajectory of manipulator end under QC method.

However, the trajectory planning method based on particle swarm optimization has a huge amount of computation, and
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FIGURE 18. Vibration error of manipulator end under QC method.
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FIGURE 19. Vibration performance of joint under PSO method.
it takes 6-8 hours to complete a trajectory planning process, so it is impossible to carry out on-line trajectory planning in the process of motion.


FIGURE 20. Vibration error of joint under PSO method.


FIGURE 21. Vibration trajectory of manipulator end under PSO method.

## C. TRAJECTORY PLANNING BASED ON A BPNN

For the BPNN, 256 nodes are used for the NN. The training samples of PSO are used as the training set

(a) X-coordinate
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FIGURE 22. Vibration error of manipulator end under PSO method.


FIGURE 23. Loss-t curve of BPNN training.
of BPNN. In order to make the sample data evenly distributed, we take 343 points evenly distributed in domain of $[-3 / 4 * p i, 3 / 4 * p i] \times[-3 / 4 * p i, 3 / 4 * p i] \times$ $[-3 / 4 * p i, 3 / 4 * p i]$. In addition, another 300 randomly distributed points are selected also in above domain. Figure 23 show the loss value of neural networks training process. Pick a random sample not included in the training samples, Figure 24-27 illustrate the simulation results.

From Figure 23, it can be seen that the loss value of neural networks training process is effectively decreases and stabilizes around $5 e-4$, which means that neural networks can effectively learn from training samples.

From Figure 24, it can be seen that the tracking accuracy of joint 1 curve is significantly higher than that of the QC method; but the tracking accuracy of joint 2 and 3 curve is slightly lower than that of the QC method, that is because the residual energy generated by vibration of joint 1 is much larger than that of joint 2 and joint 3, and the optimization algorithm will preferentially suppress the vibration of joint 1. It can be seen from Figure 25 that the tracking error is below 0.14 rad. Figure 26 shows that the end tracking effect of the manipulator is significantly improved compared with the the QC method. Figure 27 shows that the horizontal vibration


FIGURE 24. Vibration performance of joint under BPNN method.
at the end of the manipulator is kept within 0.25 , which is significantly lower than the 0.5 vibration error of the QC method; the vertical vibration at the end of the manipulator is kept within 0.5 , which is lower than the 0.65 vibration error of the QC method.

## D. RESULT COMPARISON

In order to further elaborate the advantages of the BPNN based path planning method, the tracking errors of the above three methods are compared in Figure 28,29. In order to ensure the universality of simulation, 20 random samples are further simulated. Based on the vibration residual energy of the QC method, the vibration suppression rates of these 20 samples under the PSO and the BPNN trajectory planning method is shown in Figure 30. The average program running time and vibration suppression ratios (based on the QC method) of 20 samples under three methods are shown in Figure 31.

From Figure 28,29, we can see that the tracking accuracy of BPNN method is similar to that of the PSO method, which is significantly smaller than that of the QC method. The average running time of the BPNN method is 7.4 seconds, which is similar to the QC method(4.6s), but significantly shorter than that of the PSO method(24480s).

It can be seen from Figure 30 that the BPNN trajectory planning method has obvious vibration suppression effect


FIGURE 25. Vibration error of joint under BPNN method.


FIGURE 26. Vibration trajectory of manipulator end under BPNN method.
compared with the QC method, but slightly lower than the PSO method.

It can be seen from Figure 31 that the average running time of the BPNN method is 7.4 seconds, which is similar to


FIGURE 27. Vibration error of manipulator end under BPNN method.


FIGURE 28. Comparison of joint vibration errors under three method.
the QC method(4.6s) and significantly shorter than the PSO method(24480s), but the vibration suppression rate of BPNN method based on traditional QC method is $58.4 \%$, which is similar with PSO method(77\%). It should be noted that the

(a) X-coordinate

(b) Y-coordinate

FIGURE 29. Comparison of vibration errors at manipulator end under three method.


FIGURE 30. Vibration suppression rates of 20 samples based on QC method.


FIGURE 31. Average performance comparison of three methods.
running time is the performance on personal computer, which can be further reduced on high performance industrial computer. To sum up, the BPNN trajectory planning method has good vibration suppression effect and short program running time, and can be used for on-line operation.

## V. CONCLUSION

The vibration dynamic equation and the simplified analytical solution method are established for a planar felxible-link manipulator, and the vibration evaluation function based
on the residual energy is established. Based on a BPNN, the vibration suppression trajectory planning method is established, and an off-line training system for BPNN solver is established by PSO algorithm based on vibration evaluation function. The simulation results show that this method has excellent vibration suppression effect and rapid running speed, and can be used for on-line planning of vibration suppression trajectory in the process of manipulator motion.

This method is only applied to planar flexible-link robots, and the vibration dynamic equation of three-dimensional space robot is more complex, so the vibration evaluation method needs to be further studied. In addition, it is planned to build a physical prototype of the flexible-link robot system to further verify the effectiveness of the vibration suppression method. Futher more, the adaptive control method of the manipulator will be studied to compensate the flexible manipulator system with unknown dynamic parameters.
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