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ABSTRACT In data science, how to depict data in the concise and comprehensive way is an important
issue. To address the issue, the key is to construct descriptors that are highly interpretable and can be used
to reveal the data structure. Information granules, as one important role in the field of granular computing,
are entities that can be easily represented and abstracted from data. Therefore, by constructing a series of
information granules, the characteristics of data can be captured and described, and the granular description
of data is realized. A key part of the granular description of data is to explore the geometric characteristics
(locations and shapes) of information granules used to describe data. Since distance measures directly affect
the geometric characteristics of the constructed information granules, a comparative study based on three
different distance measures is conducted in this paper. From the experimental results based on both synthetic
and UCI repository datasets, it can be seen that the information granules constructed in the case where
three different distance measures are used show different geometrical shapes, and can describe the data in a
concise way. Furthermore, the data structure can be explored more comprehensively by using three distance
measures.

INDEX TERMS Data description, granular computing, hypersphere information granules, distance
measures.

I. INTRODUCTORY COMMENTS
Data description [1], [2], which can reveal the nature of data,
is playing an increasingly pivotal role in the field of data anal-
ysis. The key objective of data description is to construct both
highly interpretable and concise descriptors which help better
reveal the structure of original data or construct classification
models. The problem of the objective is exacerbated for the
diversity of data structure, viz., data with high dimensionality
and data with special geometric structure. Therefore, it’s nec-
essary to find an appropriate method to abstract and extract
knowledge from data and information to construct descriptors
for different datasets.

Granular computing (GrC) [3], as a new and rapidly devel-
oping information processing paradigm, consists of a series of
concepts, methods and applications. Yao et al. [4] reviewed
the foundations of GrC and elaborated on the development
of its research. GrC can be regarded as a human-centered
representation and processing of knowledge [5] and used to
help adjust the levels of abstraction of data more flexibly [6].
Therefore, GrC has some practical applications such as the
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resilience analysis of critical infrastructures [7] and fuzzy
time series forecasting [8]. Information granules [9], which
is the major research object of GrC, are a series of data
entities that are to some extent (granularity) [10] indivisible
due to the content similarity or functional proximity. They
are regarded as the abstraction of the perceived concepts
which can be expressed by some existing formalisms such
as intervals [11], fuzzy sets [12], [13], rough sets [14] and
shadowed sets [15] among others. The process of construct-
ing information granule is a process of understanding the
structure, distribution and content of data, which helps us
explore and extract knowledge from data more intuitively.
For instance, while encountering a set of planar data with two
different regions, see Fig. 1. Intuitively, we can describe the
two regions by forming three information granules to capture
their topological geometric structures.

As a result, granular description of data with information
granules has been witnessed in a number of pursuits of data
analytics. Pedrycz et al. [2] presented a two-stage framework
in which triangular information granules are designed to
describe the nature of numeric data. Some numeric proto-
types are first obtained by fuzzy C-means clustering (FCM).
For each attribute of the data, the principle of justifiable
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FIGURE 1. The topological geometric structures of two regions of data
are described by forming three information granules.

granularity is used to construct information granules around
the corresponding attribute of the prototypes. The informa-
tion granules are constructed according to the coverage and
specificity on each dimension of data in the form of triangular
information granule and the characteristics of the dominant
structure of data are captured. Zhu et al. [16] also use a
similar two-stage framework to build a granular descriptor
with ellipsoidal information granules. After using clustering
methods to generate the numeric prototypes, the ellipsoidal
information granules are formed around the prototypes and
the lengths of their semi-axes are optimized. Spherical infor-
mation granules [17] and hypercube information granules
[18] are also formed in similar manners for data description.
In the research proposed by Lu et al. [19], a series of infor-
mation granules with multiple values of granularity are con-
structed through engaging a synergy between cone-shaped
fuzzy sets and the concept of information granularity, so as to
realize the granular description of multidimensional data. For
the sake of depicting the geometric shapes of data distribution
more accurately, Ouyang et al. [20] continuously used twice
clustering (DBSCAN and FCM) to obtain numeric proto-
types with more reasonable locations. Then, around these
prototypes and corresponding partition data, the principle
of justifiable granularity is adopted to build corresponding
information granules. Similarly, Fu et al. [21] applied the idea
of granular description to data classification by constructing
a collection of information granules for each class of data,
and then unite the information granules to capture the key
characteristics of each class of data.

The above-mentioned researches have contributed to the
granular description of data. In particular, this paper, together
with the studies in [19] and [21], realizes the granular
description of data according to the fundamental framework
proposed by Pedrycz et al. [2]. However, these two studies
and other studies use only one specific kind of distance
measure to produce information granules, and the resulted
information granules have just one certain geometric shape
(one of rectangular, ellipsoid, sphere, hyper-box and hyper-
cube, etc.), which affects the performance of the resulting
granular descriptors to describe the data. In other words,
while encountering some datasets with unique geometric
distributions, the information granules produced with a single

type of distance measure lack the ability to analyze and reveal
the details of data from multiple perspectives. Unlike the
‘‘multiple information granularity’’ in [19] and the ‘‘union
information granule’’ in [21], the ultimate objective of this
article is focusing on using three different distance measures
to generate hypersphere information granules with three dif-
ferent geometric shapes (sphere, cube and diamond) to carry
out a comparative study instead of focusing on changing the
sizes or quantities of information granules. By accomplishing
this objective, we can perform granular description of data
from three perspectives compared to the methods proposed
by the existing papers. At the first stage of the proposed gran-
ular description method, data are partitioned into some data
chunks by means of FCM clustering [22], [23]. And then, the
corresponding information granules are constructed on the
data chunks they belong to at the following second stage.
The last stage focuses on further refining the information
granules by eliminating the overlaps between them.
Through exploiting three distance measures, viz., Euclidean,
Chebyshev, and Manhattan distances, to carry out the above
three stages, three collections of hypersphere information
granules with different geometric shapes are formed in turn
to describe the data. Compared to the data description studies
mentioned above, this paper exhibits the following original
aspects:
• Hypersphere information granules with three different
geometric shapes are generated by using three different
distance measures, respectively.

• The data can be described from multiple perspectives
by constructing hypersphere information granules with
different geometric shapes.

• The proposed granular description method produces
hypersphere information granules to describe data with
simple architecture and reliable performance.

The paper is structured as follows. We present the
representation of hypersphere information granules regarding
three different distancemeasures, and introduce the criteria of
coverage and specificity of information granules in Section II.
The approach of granular description of data is introduced
in detail in Section III. In Section IV, some experiments on
synthetic and publicly available (UCI) datasets are completed
to visualize and analyze the feasibility of the granular descrip-
tion approach. Besides, the impact of using three different dis-
tance measures on the granular description is also analyzed.
Section V concludes the paper.

II. REPRESENTATION OF HYPERSPHERE INFORMATION
GRANULES AND ITS COVERAGE AND SPECIFICITY
Since our proposed granular description of data is a
comparative study in which hypersphere information gran-
ules are constructed using three distance measures, in this
section, we first explain the representation of a hypersphere
information granule regarding to three different distance
measures, viz., Euclidean distance, Chebyshev distance, and
Manhattan distance, respectively. Next, based on the frame-
work of constructing one-dimensional interval information
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granules proposed by Pedrycz in [10], we introduce the cri-
teria of coverage and specificity as the quantitative standard
for constructing multidimensional hypersphere information
granules.

A. REPRESENTATION OF HYPERSPHERE INFORMATION
GRANULES
While faced with cognitive and decision-making activities,
human beings tend to put information and data together due
to their similarity in advance. This process of organizing and
abstracting knowledge from information and data is called
information granulation which results in a series of meaning-
ful entities, i.e., information granules. Apparently, numerical
data or information can be abstracted into information gran-
ules bymeans of information granulation. For example, fuzzy
clustering methods and the principle of justifiable granularity
can be adopted to produce information granules and then
realize the granular description of data.

Through abstract methods (information granulation),
a collection of normalized n-dimensional data, viz., X =
{xt ∈ [0, 1]n|t = 1, 2, · · · ,N }, can be represented by an
information granule expressed as follows,

� =
{
xk | ‖xk − v‖d ≤ ρ, xk ∈ X

}
, (1)

where v expresses the representative (center) of the informa-
tion granule and ‖xk−v‖d expresses the Minkowski distance
between point xk and center v. Obviously, the information
granule� covers the samples coming fromXwhose distance
versus v is less than a predefined radius ρ. All points in space
[0, 1]n with a distance equalling ρ from the center v constitute
the geometric surface of the information granule �.

For two points in [0, 1]n, i.e., xa = (xa1, xa2, · · · , xan)
and xb = (xb1, xb2, · · · , xbn), the Minkowski distance is
calculated by

‖xk − v‖d = (|xa1 − xb1|p + · · · + |xan − xbn|p)
1
p . (2)

When the parameter p is set as 2, we obtain the Euclidean
distance (denoted as ‘‘‖·‖E ’’), which denotes the ‘‘ordinary’’
straight-line distance between xa and xb, viz.,

‖xa − xb‖E =
2
√
(xa1 − xb1)2 + · · · + (xan − xbn)2.

When the parameter p goes to infinity, we obtain the
Chebyshev distance (denoted as ‘‘‖ · ‖C ’’), which denotes
the greatest of the absolute differences along any coordinate
dimension between xa and xb, viz.,

‖xa − xb‖C = max{|xa1 − xb1| , · · · , |xan − xbn|}.

When the parameter p is set as 1, we obtain the Manhattan
distance (denoted as ‘‘‖ · ‖M ’’), which denotes the sum of the
absolute differences of the Cartesian coordinates between xa
and xb, viz.,

‖xa − xb‖M = |xa1 − xb1| + · · · + |xan − xbn| .

Fig. 2 presents an example of the three different distances
between two-dimensional points, where the length of the red
line stands for the Euclidean distance, the length of the blue

FIGURE 2. Three distance measures for two-dimensional data.

solid line stands for the Chebyshev distance and the length of
the green line stands for the Manhattan distance.

Choosing different parameter p of the Minkowski distance
will directly affect the geometry of the corresponding infor-
mation granules. When the parameter p is set as 2,∞ and 1,
respectively, the Euclidean, Chebyshev and Manhattan dis-
tances are used to construct information granules with regular
geometric shapes, see Fig. 3. Apparently, if the dimension
of data, i.e., n, is 2, the information granule � will emerge
in the form of circle, square, and diamond, respectively.
Whereas if n is 3, the information granule � is presented
in the form of a sphere, cube and octahedron, respectively.
Also when the size of the information granule �, viz., ρ
equals zero,� degenerated as a point v (i.e., the center of �).
It is noteworthy that when the parameter p in (2) is set as
other values, the resulting information granules appear as the
irregular geometries, which means that these resulting infor-
mation granules with the irregular geometries can not be rep-
resented in theway of simple easy operation such that they are
rarely used in granular description. Therefore, in this study,
Euclidean, Chebyshev and Manhattan distances obtained by
respectively setting the parameter p as 2,∞ and 1 are used to
construct information granules with different geometrywhich
can be easily represented by (1) with the symbols v and ρ
expressing the center and radius. We collectively call these
resulting information granuleswhich exhibit specific geomet-
ric shapes with regard to three different distance measures
hypersphere information granules.

B. THE COVERAGE AND SPECIFICITY OF A HYPERSPHERE
INFORMATION GRANULE
When constructing an information granule around a cluster of
data with a prototype, the center of the information granule
to be built is directly determined with the prototype of data.
We only need to focus on how to determine another parame-
ter, viz., radius. The rationale behind this is that we should
find a quantitative standard when constructing information
granules, so that we can make a clear and concise description
for data where (i) the constructed information granule is
justified based on the experimental data, (ii) the semantics
of the produced information granule is well-defined which
means that we can easily separate it from other ones. We can
quantify these two requirements with the aid of the criteria of
coverage and specificity, respectively.
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FIGURE 3. Geometry of information granules induced by the (a) Euclidean, (b) Chebyshev and (c) Manhattan distances.

FIGURE 4. The blueprint of the proposed method of granular description using Manhattan distance as an example.

The coverage of an information granule is usually used to
quantify the rationality of the relationship between informa-
tion granules and the corresponding data to be described. Just
as its name stipulates, the coverage of an information granule
reveals the extent to which information granule covers data to
be described. The more data covered by an information gran-
ule, the higher the coverage of information granule is and the
more rational the granule is. The specificity of an information
granule reflects a degree to which the information granule
describes the details of experimental data. This property is
closely related to the measure of an information granule. The
smaller an information granule is, the more specific it is, and
more meaningful the information granule turns to be. For an
information granule with only one single element, i.e., the
size is zero, we assume that the information granule owns
the highest specificity. Whereas if all experimental data is
covered by an information granule, we assume that it owns
the lowest specificity.

Generally, the coverage can be quantified according to
the quantity of elements that are covered by an information
granule. Consider the normalized dataset X = {xi | xi ∈
[0, 1]n, i = 1, 2, · · · ,N }, the coverage of the information
granule to be constructed on X can be defined as follows:

Cov(�) = card
{
xk ∈ �, xk ∈ X

}
, (3)

where � =
{
xk | ‖xk − v‖d ≤ ρ, xk ∈ X

}
is a hypersphere

information granule defined on X and card{·} stands for the
count of elements in X falling within the border of �. The
specificity of the information granule to be constructed on X
can be quantified by a non-increasing function of the size of
corresponding information granule, viz.,

Spec(�) = 1− ρ. (4)

We can see clearly that the specificity of the hypersphere
information granule� is only related to one variable, i.e., the
radius ρ.

Apparently, the quantifications of coverage and specificity
contradict each other: the growth of values of one results in
the decrease of the other one. Therefore, there should be a
balance between the two properties, which can be determined
by the center v and radius ρ to maximize the product of them,
says,

argmax
v, ρ

{
Cov(�)× Spec(�)

}
. (5)

The symbol ‘‘argmax’’ means that what we need to
calculate is the values of v and ρ which make the value of
Cov(�)× Spec(�) reaching its maximum.

III. THE PROPOSED METHOD OF GRANULAR
DESCRIPTION OF DATA WITH THREE DIFFERENT
DISTANCE MEASURES
In this section, the proposed strategy of granular description
of data is presented. A normalized n-dimensional dataset D
is considered, where D =

{
xi = (xi1, xi2, · · · , xin) | xi ∈

[0, 1]n, i = 1, 2, · · · ,N
}
, of which, N denotes the count

of elements in D. The structure of the proposed granular
description strategy is shown in Fig. 4.

A. PARTITION OF DATASET
The task of this stage is to partition the dataset D through
invoking a clustering algorithm, viz., FCM. A series of pro-
totypes are first generated by invoking FCM on D, which
are treated as the centers of the constructed hypersphere
information granules. The cluster number equals c, where
c ≥ 2. With the accomplishment of clustering, c proto-
types, that is, v1, v2, · · · , vc, and a c by N partition matrix
U = [u1 u2 · · · uN ] = [uji] j=1,2,··· ,c

i=1,2,··· ,N
are returned. More

intuitively, partition matrix U is expressed as follows,

U =


u11 u12 . . . u1N
u21 u22 . . . u2N
...

... uji
...

uc1 uc2 . . . ucN

 . (6)
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The entry uji standing for the membership degree of the
ith sample xi in the dataset D versus the prototype vj is
determined by the formula

uji =
1

c∑
e=1

(
‖xi−vj‖d
‖xi−ve‖d

) 2
m−1

, j = 1, 2, · · · , c, (7)

where m is a fuzzification coefficient, whose value is usually
set as 2. The prototypes are computed as follows:

vj =

N∑
i=1

umji xi

N∑
i=1

umji

, j = 1, 2, · · · , c (8)

Also, it is worth noting that a distance formula ||xi − vj||d
is used here. Considering that the paper is a comparative
study, the distance ||xi − vj||d should be calculated by
using three distance measures, viz., Euclidean, Chebyshev
and Manhattan distances. Subsequently, the ith sample xi
in D is attached to the sth prototype vs by choosing the
highest membership degree from the kth attribute in U,
i.e., s = argmaxj=1,2,··· ,c{uji}. In this way, all samples
attached to the sth prototype vs are grouped and we obtain
a chunk for vs, i.e., Ds. As a result, the dataset D is divided
into c chunks D1,D2, · · · ,Dc by traversing all elements in
dataset D, where Dj =

{
xij = (x1j , x2j , · · · , xNjj ) | xij ∈

D, ij = 1, 2, · · · ,Nj
}
with j = 1, 2, · · · , c. In the following

stage, the hypersphere information granules are constructed
on these produced chunks.

B. THE CONSTRUCTION OF HYPERSPHERE
INFORMATION GRANULES ON
INDIVIDUAL CHUNKS
This stage focuses on building initial hypersphere information
granules around the chunks. The hypersphere information
granules include two key parameters, i.e., their centers and
radii. Focusing on these two parameters, the hypersphere
information granules can be constructed.

Considering the jth chunk Dj, the hypersphere information
granule �j comes with the form (1) is formed. To deter-
mine its center and radius, two requirements are encountered:
(i) the hypersphere information granule to be formed should
cover as more elements from Dj as possible, and (ii) the
length of its radius should be as shorter as possible. With
regard to the concepts introduced in Subsection II-B, these
two parameters can be fixed by measuring the coverage and
specificity of the hypersphere information granule �j. More
specifically, the coverage and specificity can be defined as

Cov(�j) = card
{
xij |

∥∥xij − vj
∥∥
d ≤ ρj, xij ∈ Dj

}
(9)

and

Spec(�j) = 1− ρj, (10)

respectively, where vj as the prototype produced on chunk
Dj is set as the center of �j, ρj is treated as the radius
to be optimized. Since the center has been defined as vj,

according to (5), the coverage and specificity can be balanced
by only changing the value of radius ρj which means that
the radius ρj is the only argument. By traversing all the
samples in chunkDj, we calculate their distances to the center
vj, and let these Nj distances, viz., dij =

∥∥xij − vj
∥∥
d with

ij = 1, 2, · · · ,Nj, be the radius of the hypersphere informa-
tion granule, respectively. Then, the optimized radius of �j
can be calculated by

ρ
opt
j = argmax

ρj=d1j ,d2j ,··· ,dNjj

{Cov(�j)× Spec(�j)}. (11)

Further, for all c chunks D1,D2, · · · ,Dc, the corresponding
hypersphere information granules can be constructed in the
same way. So far, c initial hypersphere information granules
�1, �2, · · · , �c are constructed on D, where �j =

{
xij |

‖xij − vj‖d ≤ ρ
opt
j , xij ∈ Dj

}
with ij = 1, 2, · · · ,Nj and

j = 1, 2, · · · , c.

C. THE EMERGENCE AND EVALUATION OF THE
HYPERSPHERE INFORMATION GRANULE-BASED
GRANULAR DESCRIPTOR
Note that information granules inherently carry with
semantics, which means that c initial hypersphere infor-
mation granules �1, �2, · · · , �c formed on the chunks
D1,D2, · · · ,Dc should be distinguished and non-overlapping
from each other. Therefore, the aim is to make these c
hypersphere information granules do not overlap with each
other and then to form the granular descriptors of data with
the refined hypersphere information granules.

For any two hypersphere information granules�a =
{
xia |

‖xia − va‖d ≤ ρ
opt
a , xia ∈ Da

}
and �b =

{
xib | ‖xib −

vb‖d ≤ ρ
opt
b , xib ∈ Db

}
where a 6= b, a, b = 1, 2, · · · , c.

If the distance between their centers, i.e., dab = ‖va − vb‖d ,
is less than the sum of their radius ρopta and ρoptb , these two
hypersphere information granules overlap with each other.
In order to dismiss the overlaps, we scale the radii of the
hyperspheres �a and �b to the half of the distance between
their centers, by making the compromise between the cover-
age and specificity of these two hyperspheres, respectively,
viz.,

ρadja = ρ
adj
b =

‖va − vb‖d
2

, (12)

which results in two non-overlapping two hypersphere infor-
mation granules�adj

a =
{
xia | ‖xia − va‖d ≤ ρ

adj
a , xia ∈ Da

}
and �adj

b =
{
xib | ‖xib − vb‖d ≤ ρ

adj
b , xib ∈ Db

}
.

Refer to Fig. 5, the eliminations of overlap for hypersphere
information granules induced by the Euclidean, Chebyshev
and Manhattan distances are shown separately. It should be
noted that no matter which distance measure is used here,
it must be consistent with the measures used in the previous
two stages. Through traversing any two hypersphere informa-
tion granules from �1, �2, · · · , �c, the granular descriptor
constructed by c refined hypersphere information granules
�
adj
1 , �

adj
2 , · · · , �

adj
c are completely produced.

To evaluate the description of data, we focus on the rep-
resentation capabilities of the produced granular descriptors,
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FIGURE 5. The process of elimination of overlaps among all c produced
hypersphere information granules.

FIGURE 6. The calculation of distances between xk and three
hypersphere information granules with different geometric structures.

and the ability to reconstruct numeric data for the hypersphere
information granules is considered. Given a numeric element
xk ∈ [0, 1]n inputs the granular descriptor, its membership
degrees versus individual hypersphere information granules
can be obtained by calculating the distance between the
element xk and the hypersphere information granule �adj

j
(j = 1, 2, · · · , c). Two scenarios should be discussed while
calculating the distance, i.e.,
1) xk ∈ �

adj
j : In this scenario, the element xk falls inside

the border of hypersphere information granule �adj
j .

Apparently, the distance between xk and �
adj
j , viz., dkj,

equals zero, i.e., dkj = 0.
2) xk /∈ �

adj
j : In this scenario, the element xk does not

fall inside the border of any hypersphere information
granule�adj

j . Referring to Fig. 6, the distance dki can be
measured by finding out the shortest distance between
the element and the granule �adj

j , i.e.,

dkj =


∥∥xk − vj

∥∥
E − ρ

adj
j , Euclidean∥∥xk − vj

∥∥
C − ρ

adj
j , Chebyshev∥∥xk − vj

∥∥
M − ρ

adj
j , Manhattan.

(13)

Having the distance between the element xk and the jth
granule�adj

j , themembership degreeµkj of xk versus the�
adj
j

can be calculated through the following expression

µkj =


1, if xk ∈ �

adj
j

1
c∑

e=1
(
dkj
dke

)
2

m−1
, if xk /∈ �

adj
j . (14)

Further, in light of the membership degree, a granular result
of xk can be reconstructed by,

v̂k =

c∑
j=1
µmkjvj

c∑
j=1
µmkj

(15)

ρ̂k =

c∑
j=1
µmkjρ

adj
j

c∑
j=1
µmkj

, (16)

and the quality of reconstruction uses the coverage criterion
formed as denoted follows

QAcc =
N∑
k=1

T (xk )
N
× 100,

with T (xk ) =

{
1, if

∥∥xk − v̂k
∥∥
d ≤ ρ̂k

0, otherwise
. (17)

IV. EXPERIMENTAL STUDIES
Two synthetic datasets and four publicly available datasets
from the UCI repository are considered in the related exper-
iments in this section. There are two objectives of the exper-
iments are (i) to visualize and validate the feasibility of
the proposed approach of granular description and (ii) to
explore the impact of the different distance measures used
in the proposed method on the performance of the granular
description of data.

Before all experiments, we prepress all the datasets by
normalizing the values on every attribute of them into a
unit interval. For the sake of carrying out a comparative
study, all distance calculations involved in the process pre-
sented in Section III are completed by using Euclidean,
Chebyshev, and Manhattan distances, respectively in the
ensuing experiments, and then three groups of hypersphere
information granules with different geometric structures are
produced. Therefore, for each dataset, the corresponding
granular description is evaluated by QAcc which is calculated
by (17) . Besides, the number of clusters c ranges from 2 to
10 with step 1.

A. SYNTHETIC DATASETS
There are two synthetic datasets showing different geometric
structures, which are generated in the following way.
1) Blobs dataset, which consists of three groups of data,

includes 600 samples totally. The ith (i = 1, 2, 3) group
with 200 samples is generated according to the Normal
distribution with the mean vector µi and the covariance

matrix 6i, where µ1 =
[
4, 2

]
, 61 =

[
0.8 0
0 0.3

]
, µ2 =[

1, 7
]
, 62 =

[
0.3 0
0 0.5

]
, µ1 =

[
5, 6

]
, 61 =

[
1.1 0
0 1.7

]
.

2) Square dataset, which consists of two square shape
groups of data, includes 800 instances totally. The ith
(i = 1, 2) group is generated by uniformly distribut-
ing 400 samples on a square with a side length of 1
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FIGURE 7. The hypersphere information granules formed based on three distance measures for the synthetic
datasets.

whose center located at xi, where x1 = (0.5, 0.5) and
x2 = (1.5, 1.5).

We experimented on the above two synthetic datasets and
the reconstruction qualityQAcc as the experimental results are
reported in Fig. 9.

For Blobs dataset (see Fig. 9a), the value of QAcc reaches
its maximum at 95.67%, 96.34% and 92.51% for all three
distance measures when the value of c is 3. In this case

(c = 3), the established hypersphere information gran-
ules for describing Blobs dataset are shown in Fig.7a,
7b and 7c. We can see clearly that hypersphere informa-
tion granules with all three different shapes, i.e., circles,
squares, and diamonds, can well describe the Blobs dataset.
When c is set as 7, the value of QAcc obtained by using
Chebyshev distance (see the blue line in Fig. 9a) encounters
a sharp downtrend. In contrast, the values of QAcc obtained
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FIGURE 8. Experimental results of the publicly available datasets using different distance measures versus the
values of the cluster number c .

by using Euclidean and Manhattan distances (see the red
and green lines in Fig.9a) exhibit an upward trend. Let us
focus on the cluster located at the top left corner of Blobs
dataset, the hypersphere information granules established by
Euclidean (one circle in Fig.7d) andManhattan (one diamond
Fig. 7f) distances are indeed more capable of capturing the
geometric structure than the ones (three squares in Fig. 7e)
built by using Chebyshev distance.

Unlike the case that the best description performances
of three distance measures all appear at c = 3 for Blobs
dataset, the best description performances of the hypersphere
information granules established by three distance measures
on Square dataset appear at different c values. According to
the red line presented in Fig. 9b, the value of QAcc reaches
its maximum at 94.13% with c = 2 when using Euclidean
distance to construct hypersphere information granules. The
hypersphere information granules in the shape of circles
in Fig. 7g strike a better balance between precise coverage and
justifiable separation of two squares data than the ones in the
shape of squares (Fig. 7h) and diamonds (Fig. 7i). However,
a ‘‘higher’’ maximum 94.75% with c = 8 is encountered
(see the blue line presented in Fig. 9b) when using Chebyshev
distance, the related information granules is shown in Fig. 7k.
We can see clearly that the hypersphere information gran-
ules formed by using Chebyshev distance with c = 8 own
geometric shapes that fit well with the Square dataset.

Based on the experimental results of the above two
synthetic datasets, it can be found that datasets with different
geometric structures have the following relationship with

TABLE 1. Summary of publicly available datasets involved in the
experiments.

the used distance measures when constructing hypersphere
information granules. For a dataset consisting of several sep-
arated clusters without sharp geometric structures (such as
Blobs dataset), the description quality of the hypersphere
information granules built by using Euclidean and Chebyshev
distances is slightly better than the ones built by using Man-
hattan distance. The main reason behind this is that when
describing these datasets, the hypersphere information gran-
ules constructed by using the first two distances can cover as
many data points as possible without containing much blank
space. For the datasets with sharp geometric shapes (such as
Square datasets), the information granules with correspond-
ing shapes (such as the square-shape information granules
generated by Chebyshev distance) can describe the datasets
more accurately than the ones generated by other two distance
measures.

B. PUBLICLY AVAILABLE DATASETS
Four publicly available datasets coming from the UCI repos-
itory (http://archive.ics.uci.edu/ml/index.
php) are also considered in experiments. These datasets are
summarized in Tab. 1, showing the dataset name, the number
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FIGURE 9. Experimental results of the synthetic datasets using different
distance measures versus the values of the cluster number c .

of samples, attributes and classes. The experimental results
for individual datasets are reported in Fig. 8.

From Fig. 8a and 8c, we can see that the description
performances of the information granules constructed by
using Chebyshev distance show the best for Australian
dataset (QAcc = 94.06% with c = 4) and Haberman dataset
(QAcc = 71.57% with c = 6). For Banana dataset, see the
changing trend of values of QAcc with c in Fig. 8b, the infor-
mation granules constructed by using all three distance mea-
sures show almost the same performance. As for Iris dataset,
see Fig. 8d, while the value of c ranges from 3 to 8, the value
of QAcc produced by using Manhattan distance can remain
larger than the ones produced by using the other two distance
measures except for c = 7.

V. CONCLUSIONS
This study has presented a novel granular description method
based hypersphere information granules regarding three dif-
ferent distance measures. Compared to the existing data
description methods, the proposed strategy is to construct
hypersphere information granules with different geometric
shapes constructed by using three different distance measures
to achieve a multi-perspective description of the key geo-
metric features of data. Three conclusions are summarized
as follows: (i) using different distance measures can result
in hypersphere information granules with different posi-
tions and different geometric shapes, (ii) the proposed strat-
egy can help describe the data from multiple perspectives,
(iii) the resulting hypersphere information granules have

simple architecture and reliable performance to describe the
data. Some future studies would aim at further development
of using the granular description method regarding different
distance measures to solve classification problems.
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