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ABSTRACT Cooperation between Evolutionary Algorithms (EAs) and Constraint Handling Tech-
niques (CHTs) plays an important role in Constrained Optimization Evolutionary Algorithms (COEAs).
A constrained composite differential evolution (C2oDE) sets a good example on the cooperation. This paper
tries to further study the inner mechanism, i.e., the effect of different methods on generating and selecting
solutions. In the solution generating part, a newmethod, which adopts stochastic ranking in selecting the best
individual in the DEmutation operators, is proposed. In the solution selecting part, a new constraint handling
technique combination is added. The experiments on benchmark functions from IEEE CEC2006 verify the
effect. During the experiment, it is found that a new cooperation manner performs better than C2oDE, which
reflects the importance of cooperation.

INDEX TERMS Constrained optimization, constraint handling techniques, differential evolution, coopera-
tion manner.

I. INTRODUCTION
Constrained Optimization Problems (COPs) exist widely in
the real-world applications [1], [2]. Generally, the COPs can
be formed as:

Minimize f (Ex)

Subject to: gj(Ex) ≤ 0, j = 1, · · · , l

hj(Ex) = 0, j = l + 1, · · · ,m. (1)

Here, Ex = (x1, · · · , xn) is the decision variable. The decision
variable is bounded by the decision space S, and S is defined
by the constraints:

Li ≤ xi ≤ Ui, 1 ≤ i ≤ n. (2)

Here, l is the number of inequality constraints and m-l is the
number of equality constraints.

The Evolutionary Algorithms (EAs) are essentially uncon-
straint search techniques for generating solutions. To solve
the COPs, constraint handling techniques (CHTs) are
needed to select the solutions, which form together with
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FIGURE 1. Flowchart of COEAs.

EAs as constrained optimization evolutionary algorithms
(COEAs) [3].

The flowchart of COEAs is illustrated as in Fig. 1. After
initialization, the EAs generate solutions, and CHTs choose
the better solutions as the parents in the EAs for the next
generation.

The three most frequently used basic CHTs in COEAs are
penalty functions, biasing feasible over infeasible solutions
and multi-objective optimization.
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Based on the basic CHTs, many concepts like cooperative
coevolution [4], [5] and ensemble [6], [7] have been pro-
posed. And some researchers tried to solve the problems from
some other aspects, e.g., problem characteristics [8], [9].

Many comparisons of different EAs and CHTs are also
proposed. Mezura-Montes et al. [10] proposed a simple
combination of two DE variants (i.e., DE/rand/1/bin and
DE/best/1/bin) based on the empirical analysis of four
DE variants. Li et al. [11] suggested more experimen-
tal comparisons on different constraint-handling techniques
are needed. They compared three representative constraint-
handling techniques (i.e., Constrained-domination Principle,
Self-adaptive Penalty, and Adaptive Tradeoff Model), and
the search algorithm is nondominated sorting genetic algo-
rithm II (NSGA II). Three properties of the problems are
also summarized: the shape of Pareto front, the dimension of
decision vector, and the size of feasible region. Kukkonen and
Mezura-Montes [12] compared two existing constraint han-
dling approaches with different ways to select the infeasible
solutions. DE served as the searching algorithm. The paper
concluded that neither of the constraint handling approaches
can be judged to be better than the other. Bin et al. [5] pro-
posed a cooperative ranking-based mutation strategy (CRM)
for DE when solving COPs. Specially, two different rank-
ing criteria (objective function value-based and constraint
violation-based) are adopted in a cooperative way.

Recently, a constrained composite differential evolution
(called C2oDE) [13] was proposed based on CoDE [14] to
solve COPs. Three different trial vectors of DE and two
CHTs are adopted to get a balance between diversity and
convergence, constraints and objective function.

C2oDE sets a good example for EA and CHT cooperation,
i.e., solution generating and solution choosing. As Yangmen-
tioned [15], though researchers know the basic mechanisms
of how the algorithms can work in practice, it is not quite
clear why they work and under exact what conditions. So is
there any inner mechanism behind this method, or which
characteristics make the method work so well, is what we will
study in this paper. To do this, more empirical studies will be
carried out.

In the paper [16], to verify how much can be improved
through good evolutionary algorithms, or whether a good
enough EA can make up the shortcoming of a simple CHT,
four different EAs and Deb’s feasibility-based rule are taken
as an example. Results show that better performance in EAs
is not necessarily the reason for the improved performance
of COEAs, and the key point is to find the shortcoming of
the CHT and improve the shortcoming in the corresponding
revision of EA.

It should be pointed out that not all cooperation is success-
ful and effective. The inner mechanism is similar as that of
the social division of labor. The key point lies in the comple-
mentarity, not simple over lapping. So it is very important to
know the inner mechanism. As to the algorithm design for
solving COPs, it is the characteristic of solution generating
and selecting.

This paper mainly tries to find out the differences of
various methods on generating and selecting the solutions.
In other words, this paper focus on not only how many
problems the algorithms perform better or worse on, but also
which problem and the corresponding problem characteris-
tics, which may give some inspiration for future problem
solving or algorithm designing.

This paper will further verify this relationship from three
aspects: 1) how much will be influenced if we change some
parameters in EAs, e.g., the way to choose the best solution,
which will guide generating the solutions;2) how much will
be influenced if we change some CHTs;3) if we apply the
same method in EA and CHT, which part will be improved
more?

The contributions of this paper are summarized as follows:
• Effect of different mechanisms in EAs to generate solu-
tions and CHT combinations to select solutions are
studied.

• Anewmethodwhich adopts stochastic ranking in select-
ing the best individual is proposed.

• A new CHT combination is added and the result is even
better than the original C2oDE.

• Systematic experiments have demonstrated the impor-
tance of cooperation between EAs and CHTs, especially
with the problem characteristics considered.

The rest of this paper is organized as follows. Section II
introduces the basic EAs and CHTs in COEAs. Section III
illustrates the proposed method. Section IV presented the
experimental results and analysis. Finally, Section V con-
cludes this paper and provides some possible paths for future
research.

II. DIFFERENTIAL EVOLUTION AND CONSTRAINT
HANDLING TECHNIQUES
A. DIFFERENTIAL EVOLUTION (DE)
DE, as a simple and efficient EA, was proposed by Storn and
Price [17]. It can be seen as equation-based algorithms [15].
It mainly uses mutation and crossover operations to generate
a trial vector to compete with the target vector and the better
one will be preserved for next generation. Many variants of
DE have been proposed.

The population of DE consists of NP n-dimensional real-
valued vectors

Exi =
{
xi,1, xi,2, . . . , xi,n

}
, i = 1, 2, . . . ,NP (3)

The mutation, crossover and selection operations are as
follows.

1) MUTATION OPERATION
In the mutation stage, a mutant vector for each target vector
Exi is generated.
There are many popular mutation operators as follows

[18], [19]:
• DE/rand/1

Evti = Ex
t
r1 + F · (Ex

t
r2 − Ex

t
r3 ) (4)
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• DE/rand/2

Evti = Ex
t
r1 + F · (Ex

t
r2 − Ex

t
r3 )+ F · (Ex

t
r4 − Ex

t
r5 ) (5)

• DE/rand-to-best/1

Evti = Ex
t
r1 + F · (Ex

t
best − Ex

t
r1 )+ F · (Ex

t
r2 − Ex

t
r3 ) (6)

• DE/current-to-best/1

Evti = Ex
t
i + F · (Ex

t
best − Ex

t
i )+ F · (Ex

t
r1 − Ex

t
r2 ) (7)

• DE/current-to-rand/1

Evti = Ex
t
i + rand · (Ex

t
r1 − Ex

t
i )+ F · (Ex

t
r2 − Ex

t
r3 ) (8)

Here, r1, r2, r3, r4, and r5 are mutually exclusive integers
randomly selected from [1, NP], and rand is a uniformly
distributed random number between 0 and 1. Ex tbest is the best
target vector in the current population.
Different mutation operators have different characteristics,

and the operators can be classified according to whether the
best individual involved.

2) CROSSOVER OPERATION
In the crossover stage, a trial vector Eui will be generated
through the binomial crossover operation on the target vector
Exi and the mutant vector Evi

ui,j =
{
vi,j if randj ≤ Cr or j = jrand
xi,j otherwise

(9)

Here, i = 1, 2, . . . ,NP, j = 1, 2, . . . , n, jrand is a randomly
chosen integer within the range[1, n], randj is the jth evalua-
tion of a uniform random number generator within [0, 1], and
Cr is the crossover control parameter. To keep the trial vector
Eui different from its target vector Exi, the condition j = jrand is
added.

3) SELECTION OPERATION
The selection operation is mainly used to choose the better
solution for the next generation between the trial vector Eui
and the target vector Exi

Exi =
{
Eui if f (Eui) ≤ f (Exi)
Exi otherwise

(10)

B. CONSTRAINT HANDLING TECHNIQUES
ADOPTED IN C2oDE
The CHTs adopted in C2oDE is Deb’s feasibility-based rule
and ε-constrained method. Both of them pair-wise compare
the solutions.

1) DEB’S FEASIBILITY-BASED RULE
To compare separately the objective functions and constraint
violations, Deb [20] proposed a feasibility-based rule to pair-
wise compare individuals:

1) Any feasible solution is preferred to any infeasible
solution.

2) Among two feasible solutions, the one having better
objective function value is preferred.

FIGURE 2. Comparison of different CHTs on the f -G space.

3) Among two infeasible solutions, the one having smaller
constraint violation is preferred.

As can be seen from Fig. 2, Deb’s feasibility-based rule
considers that individuals in Regions II and III are uncondi-
tionally superior to individuals x, which indicates the guide-
lines are highly greedy. It is a very popular CHT for the
simplicity and easy to realize.

2) ε CONSTRAINED METHOD
ε constrained method was proposed by Takahama and Sakai
[21], [22]. It first compares the constraint violation of two
solutions, and if the constraint violation is the same or less
than a threshold, then the solution with less objective function
will be better; otherwise, the solution with less constraint
violation will be preferred.

Compare with Deb’s feasibility-based rule, ε constrained
method reduces the greedy to a certain extend.

(φ1, f1) < (φ2, f2)⇔

f2 < f1 if φ1, φ2 < εk
f2 < f1 if φ1 = φ2
φ2 < φ1 otherwise

(11)

where

εk =


ε(0)(1−

k
Tc

)cp if k
Tc
≤ p

0 otherwise
(12)

cp = −
log ε(0)+ λ
log(1− p)

(13)

Here, ε(0) is the initial threshold set to be maximum degree
of constraint violation of the initial population. Tc is the
maximum generation number, and k is the current gener-
ation number. λ is set to 6 in this paper, and p controls
the degree that the information of objective function is
exploited.
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III. BASIC IDEA
A. DIFFERENT COMBINATION OF BEST INDIVIDUAL
SELECTION
As mentioned in C2oDE, the individual with the least degree
of constraint violation is chosen as the ‘‘best’’ individual in
the modifiedDE/rand-to-best/1/binwhile the individual with
the best objective function value is selected as the ‘‘best’’
individual inDE/current-to-best/1/bin. Some experiments are
also carried out to verify the effect of this method.

Needless to say, best individual selection plays an impor-
tant role in guiding the search process. Since pair-wise com-
parison is used in the two CHTs adopted in C2oDE, how
to select the best individual is really a key task, which may
directly relate with the solution in the next generation.

So it is very necessary to further verify which factor influ-
ences the selection, and which manner will be the best with
CHTs adopted.

As two mutation operators (modified DE/rand-to-
best/1/bin and DE/current-to-best/1/bin) and two selection
criteria (through the objective function value f or through the
constraint violation g) are adopted, there are four combina-
tions altogether, i.e., f -f , f -g, g-f , g-g, as shown in Table 1.
For example, f-g in the table means that the manners of
selecting the ‘‘best’’ individual in the modified DE/rand-
to-best/1/bin and DE/current-to-best/ 1/bin are in terms
of the objective function value and constraint violation
respectively.

TABLE 1. Best individual selection combination.

B. STOCHASTIC RANKING BASED BEST INDIVIDUAL
SELECTION
Besides the above four fixed combinations, a new stochastic
ranking based best individual selection is proposed as Fig.3.

FIGURE 3. Framework of SRBIS.

C. GENERAL MODEL FOR COMPARISON
In the solution selecting part, two CHTs (i.e., Deb’s
feasibility-based rule and ε constrained method) are adopted
in the two phases. Normally, there should be four combina-
tions altogether, i.e., Deb’s feasibility-based rule and ε con-
strained method in the first and second phase, named D-E, D-
D, E-E, E-D respectively. In [11], the first three combinations
are compared, and this paper will further study the fourth
combination (C2oDE-ED), i.e., ε constrained method in the
first phase and Deb’s feasibility-based rule in the second
phase.

The search algorithm and the framework of general
model for comparison (GMC) are shown in Fig.4 and Fig.5
respectively.

FIGURE 4. Search algorithm adopted in this paper.

FIGURE 5. Framework of General Model for Comparison (GMC).
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TABLE 2. Details of the benchmark test functions.

TABLE 3. Classification of bechmark functions.

IV. EXPERIMENTAL STUDY
A. EXPERIMENTAL SETTINGS
As feasible solutions are very difficult to be found in g20 and
g22 for most of the algorithms, 22 benchmark functions [23]
were used in our experiment. The details of these benchmark
functions are reported in Table 2. Here, n is the number
of decision variables, ρ = |F |

/
|S| is the estimated ratio

between the feasible region and the search space, LI, NI, LE,
NE is the number of linear inequality constraints, nonlinear

inequality constraints, linear equality constraints and nonlin-
ear equality constraints respectively, a is the number of active
constraints at the optimal solution andf (Ex∗) is the objective
function value of the best known solution. We also classify
these benchmark functions into different groups [9] as shown
in Table 3.

The following parameters are the same as in [13]. The
population size (NP) is set to 60; the scaling factor pool
Fpool = [0.6, 0.8, 1.0], the crossover control parameter pool

130602 VOLUME 8, 2020
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TABLE 4. Best individual selection with C2oDE.

TABLE 5. Best individual selection with C2oDE-ED.

CRpool = [0.1, 0.2, 1.0]. p in the ε constrained method was
set to 0.5, and µ in the restart scheme was set to 10−8.

B. EXPERIMENTAL RESULTS
Twenty-five independent runs were performed for each test
function using 5 × 105 FES at maximum, as suggested by
Liang et al. [23]. Additionally, the tolerance value δ for the
equality constraints was set to 0.0001.

1) COMPARISON OF BEST INDIVIDUAL SELECTION
In this part, the comparison will be made based on C2oDE
and C2oDE-ED.

a: COMPARISON BASED ON C2oDE
Table 4 lists the result of different best individual selection
combinations on TR2006. In all the tables in this paper, bold
numbers mean that the obtained results are optimal and much
better than other methods, and bold underlined numbersmean
that the results are worse than other methods. If the numbers
are all optimal or similar, these numbers will not be in bold
or underlined.

From Table 4, it can be seen that the four combina-
tions shows similar performance on 16 benchmark functions
out of 22.
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TABLE 6. Different combinations of CHT with C2oDE.

TABLE 7. Different SR with C2oDE.

Among the other 6 benchmark functions, f-g shows a rel-
atively worse performance on g17; f-f shows worse perfor-
mance on g02 and g08; g-g can not get a good performance
on g02, g17, g18 and g21; g-f can not get a good performance
on g17, g21 and g23.

Considering the problem characteristics, the selection cri-
teria through g in DE/rand-to-best and DE/current-to-best
can better solve the problem with nonlinear objectives,
and only inequalities; the selection criteria through f in
DE/current-to-best can solve the problems with only inequal-
ity constraints.

b: COMPARISON BASED ON C2oDE-ED
To verify whether the conclusion can be used with different
CHTs, we run another four tests, as in Table 5. From the
result, we can see the situation is similar but more different
benchmark functions are added.

For page limited, the same or similar results are omitted
from this section.

And the result is quite different. As to f-g, g17 and
g21 shows a good performance, but g02 and g13 shows
a worse performance. As to f-f, it shows quite a good
performance on all functions. It should be pointed out
that this is the best cooperation way (i.e., the f cri-
teria in the best individual selection, ε constrained

method in the first phase and Deb’s feasibility-
based rule in the second phase), even better than
C2oDE.
This also reflects the importance of the cooperation

between EAs and CHTs. As mentioned in C2oDE [13],
the feasibility rule in the second phase might discard an
individual with promising objective function value selected
by the ε constrained method in the first phase, and this would
make the population bias toward constraints ultimately. But
if we adopt the f criteria in the best individual selection,
the shortcoming will be compensated, and the result is quite
competitive.

As to g-g, besides g18 and g21, it shows a worse perfor-
mance on g03, g13, and g23; as to g-f, besides g18 and g21,
g11 and g13 shows up instead of g17 and g23.

2) COMPARISON OF DIFFERENT CHTs WITH C2oDE
In this part, four different combinations (i.e., D-E, D-D, E-E,
and E-D) were tested. The same search algorithm is adopted.
The results are shown in Table 6.

From the table, we can see the result shows a little dif-
ference with that of the paper [13]. D-E shows a worse
performance on g17 and g21, with g02 and g13 in E-D. The
benchmark functions with E-E are g02 and g21, while more
functions with D-D, as g03, g11, g13, g17 and g21.
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TABLE 8. Results of SR with different phases.

3) COMPARISON OF STOCHASTIC RANKING (SR)
IN EA AND CHT
To compare the effect of the same method in EA and CHT,
we choose SR as an example, i.e., SRBIS and SR respectively.
The results are shown in Table 7.

From the table, we can see that SR in best individual
choosing obtains much better results than that in CHT, which
implies that the solution generating is a bit more important
that in solution choosing with the same condition.

4) INVESTIGATION ON TWO PHASES ON THE SAME CHT
To further verify whether two phases are necessary for the
same CHT, we run SR as an example. As there is no ranking
difference in Deb’s feasibility-based rule and ε constrained
method with one phase or two phases, we did not test these
two cases. In fact, the discussion of two phases is the same
as whether the parent and the offspring are stored in one pool
or not.

The results are shown in Table 8.
From the result, it can be seen that there is not much

difference between these two manners. SR with one pool
shows a relative better performance on g17.

We should also point out that the parameter pf in SR is
really important. If pf is set as 0.5, no feasible solutions will
be found in all the functions except g08 and g12, the two
functions whose best objective function value can be found
with any penalty parameter in penalty function method [24].

V. CONCLUSION
This paper further studies the cooperation between EAs and
CHTs based on a well designed algorithm C2oDE. Firstly,
different ways of selecting the best individual in DE muta-
tion operators are compared on TR2006. SR is employed
to balance the biases of fixed ways, which shows a good
performance. In the solution generating phases, effects on
different combinations of CHTs are also studied. Specially,
C2oDE-ED is added. Through experiments on the effect of
different factors, the importance of cooperation between EA
and CHTs are emphasized.

In the future, more functions will be used to check the
cooperation, andmore parameter tuningwill be analyzedwith
some significance tests [25], and some more algorithms can

be added [26]. Specially, the problem characteristics will be
summarized in a more reasonable way, which will be the base
for problem solving and new algorithm design.
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