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ABSTRACT A large number of metrics with which to assess the quality of cloud services have been proposed
over the last years. However, this knowledge is still dispersed, and stakeholders have little or no guidance
when choosing metrics that will be suitable to evaluate their cloud services. The objective of this paper is,
therefore, to systematically identify, taxonomically classify, and compare existing quality of service (QoS)
metrics in the cloud computing domain. We conducted a systematic literature review of 84 studies selected
from a set of 4333 studies that were published from 2006 to November 2018. We specifically identified
470 metric operationalizations that were then classified using a taxonomy, which is also introduced in this
paper. The data extracted from the metrics were subsequently analyzed using thematic analysis. The findings
indicated that most metrics evaluate quality attributes related to performance efficiency (64%) and that there
is a need for metrics that evaluate other characteristics, such as security and compatibility. The majority of
the metrics are used during the Operation phase of the cloud services and are applied to the running service.
Our results also revealed that metrics for cloud services are still in the early stages of maturity — only 10%
of the metrics had been empirically validated. The proposed taxonomy can be used by practitioners as a
guideline when specifying service level objectives or deciding which metric is best suited to the evaluation
of their cloud services, and by researchers as a comprehensive quality framework in which to evaluate their

approaches.

INDEX TERMS Software quality, metrics, cloud services, systematic literature review.

I. INTRODUCTION

Information and communication technology (ICT) compa-
nies have widely exploited cloud computing as a strategic
opportunity to meet business objectives and remain com-
petitive in the market. The National Institute of Standards
and Technology (NIST) defined cloud computing as a model
that allows ubiquitous, convenient and on-demand access to
a shared set of configurable computing resources (e.g., net-
works, servers, storage, applications, and services) that can
be quickly provisioned and released with minimal manage-
ment effort or interactions with the service provider [1].
According to NIST, a cloud service has five characteristics:
1) on demand self-service, where a consumer can unilater-
ally provision computing capabilities as needed automatically
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without interacting with providers; ii) broad network access,
where capabilities are available over the network; iii) resource
pooling, where provider’s resources are pooled to serve mul-
tiple consumers using a multi-tenant model with resources
dynamically assigned and reassigned on demand; iv) rapid
elasticity, where capabilities can be elastically provisioned
and released; and v) measured service, where resource usage
are monitored, controlled, and reported.

Cloud service providers (CSP) are continuously compet-
ing for customers. This competition was, in its beginnings,
based primarily on the cost of the resources provided, but
quantifying and comparing the actual capabilities is now
becoming more critical. Quality of Service (QoS), therefore,
plays a critical role in monitoring, controlling, reporting,
and billing [1]. As an example, if cloud service performance
levels become unpredictable or do not meet expectations, cus-
tomers will refuse the service or avoid its adoption. However,
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if expectations are met or exceeded, the cloud provider’s rep-
utation will increase and its services will, therefore, be better
recognized and used [2]. The service providers must conse-
quently consider conscious investments and efforts in order
to continue in business, because any improvement made to
the quality of service will be perceived and valued by their
customers. Lastly, modern service development approaches
based on agility and DevOps techniques require the con-
tinuous monitoring of cloud services in order to allow the
dynamic adaption and evolution of the service behavior in
short cycles.

The increasing interest in addressing the challenges asso-
ciated with the quality of cloud services has, in recent years,
led to the proposal of numerous metrics with which to assess
the quality of cloud services [3], [4]. Metrics provide useful
data that can be analyzed and used in technical, operational,
and business decisions throughout the organization. However,
the current knowledge of metrics for cloud services is still
dispersed. No study has, to the best of our knowledge, system-
atically identified, analyzed, and consolidated the knowledge
regarding the existing metrics proposed for the evaluation of
the internal and external quality of cloud services. This means
that cloud stakeholders (e.g., customers, providers, brokers,
cloud architects) have little or no guidance when choosing
suitable metrics with which to evaluate their cloud services
in different cloud service models (e.g., SaaS, PaaS, IaaS).
One key difficulty is the selection of metrics that can be
applied to specific cloud artifacts (e.g., SLA specification,
cloud architecture or the actual cloud service) in different
service lifecycle phases.

The objective of this paper is, therefore, to systematically
identify, taxonomically classify, and compare existing QoS
metrics in the cloud computing domain according to the
ISO/IEC 25010 quality model [5]. Since Systematic Litera-
ture Reviews (SLRs) are useful as regards objectively find-
ing and aggregating all the existing evidence concerning an
area of study [6], we used this methodology to identify and
analyze what metrics have been used to evaluate the internal
and external quality of cloud services and how they were
measured and used.

We selected 84 primary studies from a set of 4333 papers
that were published from 2006 to November 2018.
A total of 470 metric operationalizations were identified
and classified. Overall, our study makes the following
contributions:

o A catalogue of quality metrics for cloud services

retrieved from the relevant literature.

o A taxonomy of metrics for cloud services hierarchi-
cally organized according to the quality model from
the ISO/IEC 25010 [5] and the concepts defined by the
NIST SP 800-145 [1] and NIST SP 800-146 [7]. The
purpose of this taxonomy is to systematically classify
and compare the metrics according to different criteria.

o A metamodel that supports the proposed taxonomy by
representing the different concepts and relationships
among them.
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Our taxonomy supports different cloud stakeholders’ view-
points by allowing them to make better-informed decisions
through the provision of an approach with which to under-
stand why, where, and how metrics can be applied to their
cloud artifacts. The results of this study could specifically be
useful as a guideline for practitioners when defining service
level agreement objectives or deciding which metrics are best
suited to the evaluation of their cloud artifacts. Our findings
are also useful for researchers, as we identify future research
efforts that should be made in order to advance the state of
the art of the assessment of cloud services.

The remainder of the paper is organized as follows:
In Section II, we review the related works, outlining the
differences and gaps identified. In Section III, we explain
the research method used to build the taxonomy and identify,
classify, and analyze the existing metrics for cloud services.
In Section IV, we present the process followed to create and
refine the proposed taxonomy, while in Section V, we aggre-
gate the results. In Section VI, we comment on the threats to
validity. Finally, in Section VII, we present our conclusions
and directions for future work.

Il. RELATED WORK

In the last years, a large body of research has focused on
developing frameworks, tools, and technologies with which
to assess or monitor QoS in cloud environments. As this
study focuses on metrics, we first discuss existing taxonomies
and surveys whose purpose is to classify metrics for cloud
services. We then discuss existing secondary studies related
to QoS evaluation in cloud computing.

A. EXISTING TAXONOMIES AND SURVEYS

In order to verify that a similar taxonomy of metrics for cloud
services had not already been reported, we searched IEEE
Xplore, ACM Digital Library, SpringerLink, and Science
Direct, using the following search string: (metric or measure)
AND cloud AND (taxonomy or ontology or classification).
The metadata used to carry out the search were title, abstract
and keywords.

None of the studies retrieved was related to our
research questions detailed in Section III.A. Nevertheless,
we found some related studies that focused on some spe-
cific approaches or quality characteristics. For instance,
Lietal [4] proposed a taxonomy of the performance
evaluation of commercial cloud services. This taxonomy
was constructed in two dimensions: performance feature and
experiment. The performance feature was further decom-
posed into 4 physical property elements (e.g., communi-
cation, storage) and 7 capacity elements (e.g., availability,
reliability), while the experiment feature was further decom-
posed into 5 environmental scenes (e.g., experimental
resources, such as single cloud provider vs multiple cloud
providers) and 15 operational scenes (e.g., processes with
human interference, such as repeating an experiment for a
period of time). A scene is considered to be an atomic unit in
which to construct a complete experiment for the evaluation
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of a commercial cloud service. Although this taxonomy is
useful to analyze existing evaluation practices and design new
experiments, it provides only seven metrics, one per each
capacity part (i.e., speed, uptime ratio, latency, failure rate,
actual throughput, scalability, variability) and is limited to
performance evaluation.

The properties of trust modeled by Habib et al. [8] con-
cerned the cloud providers’ capabilities. This was done using
a Consensus Assessment Initiative Questionnaire (CAIQ)
designed by the Cloud Security Alliance (CSA). The aim
of the framework was to verify the properties modeled from
CAIQ controls and provide a solution as regards assessing
cloud providers’ claims. To this end, the authors introduced a
taxonomy with which to map and classify CAIQ controls into
trust properties, including the type control and the validation
authorities. Finally, a decision model was proposed that takes
both the verification of trust properties (from the taxonomy)
and the consumers’ requirements into account in order to
determine cloud providers’ trustworthiness. The focus of this
work is, therefore, not on evaluating cloud services, but rather
on evaluating the trustworthiness of cloud providers.

Herbst et al. [9] proposed a taxonomy for cloud metrics
focused on four system properties: the elasticity of the cloud
service, performance isolation between the tenants and the
resulting performance variability, the availability of cloud
services, and the operational risk of running a production
system in a cloud environment. The taxonomy proposed
four levels of abstraction for measurement and assessment
metrics (i.e., traditional performance metrics, cloud infras-
tructure metrics, policy metrics and metrics for managerial
decisions). Its goal was to enable a comparison between
cloud offerings and technology and to provide a com-
mon understanding to providers, customers, and end-users.
Although the authors proposed a hierarchical taxonomy
for cloud-relevant metrics and their corresponding measure-
ment approaches, these metrics covered only performance
properties.

Elasticity is a critical factor for cloud services, and several
studies have focused on how to measure it. In [10], the authors
identified the requirements and challenges as regards manag-
ing elastic resources for a PaaS provider, along with possible
solutions. Coutinho et al. [11] proposed definitions, metrics,
and tools with which to measure elasticity. Both studies ana-
lyzed elasticity as an isolated property. This is not, however,
sufficient when considering the impact that this property has
on other quality attributes of cloud service quality, such as
scalability and efficiency [12].

Other surveys whose objective was to analyze and clas-
sify metrics for cloud services have also been published.
Jelassi et al. [13] took performance as a reference and pre-
sented several QoS parameters and methods that could be
used to measure this characteristic. The QoS parameters were
based on nine properties and their corresponding measure-
ment approaches (e.g., throughput expressed in requests per
minute), while the methods represented the available methods
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(i.e., admission control, resource management, waiting queue
management), techniques and mechanisms (i.e., scheduling
and monitoring) with which to ensure and guarantee quality.
Although the survey discussed some current approaches for
the measurement of performance, this is an informal survey,
and a more systematic study analyzing the existing metrics
employed to measure both performance and other QoS char-
acteristics is required.

Bardsiri & Hashemi [14] categorized metrics into four
groups (performance, economics, security and general). A set
of metrics with which to measure specific features was then
suggested for each group. The survey covered the main
service types (SaaS. PaaS and IaaS) from the perspective
of service providers. The most important limitation of this
study is that only the names of the metrics were provided
(e.g., flexibility, readability, and service modularity) and it is
unclear how these metrics can be measured.

Although some studies have proposed several metrics with
which to assess the quality of cloud services, we are not aware
of a study that has consolidated this knowledge and classified
it according to internal and external QoS characteristics, and
has aligned it to quality standards (e.g., ISO/IEC 25010) and
cloud computing concepts (e.g., NIST SP 800-145 [1], NIST
SP 800-146 [7]).

B. EXISTING SECONDARY STUDIES
The two forms of secondary studies most frequently
used in Software Engineering are systematic literature
reviews (SLRs) and mapping studies. A systematic mapping
study provides an overview of a research area by classifying
papers and results on the basis of relevant categories and
counting the frequency of papers in each of those categories.
Systematic mappings are exploratory in nature, whereas the
purpose of SLRs is to provide synthesized summaries in
order to answer well-defined research questions [15]. Several
systematic reviews and mapping studies related to the quality
of cloud services have been proposed in the last few years.
Abdelmaboud et al. [16] presented a systematic mapping
in order to survey the existing approaches employed to assess
the quality of cloud services. The results showed that the type
of services addressed was focused principally on Infrastruc-
ture as a Service — IaaS (48%) and Software as a Service —
SaaS (36%). The contribution types were mainly methods
(48%) and models (32%), and the research types focused on
validation studies (64%). The stakeholders’ viewpoints were
limited to the providers and consumers of cloud services.
Other studies, such as that of Li et al. [17] conducted
a systematic literature review focusing on a specific set
of quality attributes and metrics. These authors obtained a
catalog of 97 metrics focused on the evaluation of cloud
service performance, economics, and security. This subse-
quently resulted in the definition of a framework with which
to support the selection of commercial cloud services that
covered IaaS and PaaS but not SaaS. Later, Li et al. [18] used
their previous systematic literature review as a baseline and
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extended it in order to investigate the cloud service evaluation
procedures, properties, metrics, benchmarks, and experimen-
tal environments involved in the evaluation of commercial
cloud services. The results showed that the existing works
have employed many metrics to measure various performance
features, in addition to the cost of commercial cloud services.
Finally, Lehrig et al. [19] conducted a systematic literature
review in order to examine the definitions and metrics related
to the scalability, elasticity, and efficiency of cloud services.
Their source was limited to Google Scholar. Their results
showed a common concept and recommended metrics with
which to evaluate these attributes.

Scheuner & Leitner [20] presented a multi-vocal review on
Function as a Service (FaaS) performance evaluation. FaaS
provides an entirely new cloud service model which allows to
achieve Serveless architectures (microservices). Some of its
advantages are dynamic resource provisioning and auto scal-
ing. This work was based on academic and grey literature, and
examined current trends, platform configurations, and perfor-
mance characteristics. However, the performance character-
istics were limited to four attributes (i.e., platform overload,
workload concurrency, instance duration, and infrastructure
inspection) and no metrics were collected.

Kanashi ef al. [21] presented a systematic literature review
in order to identify and classify the existing knowledge of
QoS in fog computing. Fog computing decentralizes ser-
vices and resources outside the cloud and near the end
devices. This work addressed three management categories
(service/ resource, communication, and application) with
eleven QoS factors (i.e., throughput, deadline, response time,
resource utilization, cost, execution time, energy consump-
tion, reliability, availability, scalability, and security). Finally,
the authors ranked the relevance of the QoS factors usage.
Response time, cost, and resource utilization were found to
be the most used whereas availability and scalability were the
least used. Again, the study does not provided a full coverage
of quality characteristics, and no metrics were collected.

Table 1 presents a comparison of the aforementioned sec-
ondary studies. These studies were, overall, limited to a spe-
cific quality characteristic (e.g., performance) or stakeholder
viewpoint (e.g., the cloud service provider).

None of these studies collected and analyzed all the exist-
ing evidence regarding metrics for cloud services or intro-
duced a reference model or taxonomy for a process-centric
classification and a comparison of the metrics collected.

This means that the knowledge of quality metrics for
cloud services is dispersed, and stakeholders have little or
no guidance when choosing suitable metrics with which to
evaluate their own or acquired cloud services. Considering
the importance of cloud computing and the relative maturity
of this field, a consolidation of existing evidence on quality
metrics for cloud services is, therefore, timely.

lil. METHOD
Our objective is to systematically identify and taxonomi-
cally classify available evidence on quality metrics for cloud
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services and to provide a holistic comparison so as to analyze
the potential limitations of existing research.

The purpose of the proposed taxonomy is, therefore,
to increase the body of knowledge regarding the evaluation
of cloud services by: (i) providing a set of quality metrics
for cloud services; (ii) identifying the quality attributes that
measure the selected metrics and align them with the quality
characteristics proposed by the ISO/IEC 25010 and the cloud
computing concepts defined by the NIST SP 800-145 [1] and
NIST SP 800-146 [7], i.e., service models and stakeholders’
viewpoint, and (iii) identifying limitations in previous work
in order to suggest an agenda for further research.

The taxonomy will provide a common terminology for the
concepts involved in the evaluation of cloud services. It will
be supported by a metamodel that represents the different
concepts and relationships among the concepts, thus facili-
tating communication and allowing its subsequent reuse by
practitioners and researchers.

We identified the existing quality metrics for cloud services
and created the proposed taxonomy by conducting a system-
atic literature review according to the guidelines proposed by
Kitchenham et al. [6]. This research method involves three
main phases: planning a review, conducting a review, and
reporting a review. Figure 1 describes the process followed to
create the proposed taxonomy. It includes the activities and
artifacts, along with the inputs and outputs of the activities.

The activities concerning the planning, conducting, and
reporting stages are detailed in this section, while the creation
of the taxonomy and its refinement is reported in Section IV.

A. PLANNING

The definition of a review protocol provides a framework
in which to document the required study design decisions
with the aim of minimizing bias. The set of activities that
we performed to define a review protocol were the fol-
lowing: definition of a research question, definition of the
search strategy and definition of the inclusion and exclu-
sion criteria. These activities are described in the following
sub-sections.

1) RESEARCH QUESTION

The PICOC strategy, which was suggested by Petticrew ez al.
[22] and is used to frame the research question elements
in order to develop the review protocol, has been employed
herein. The PICOC elements utilized in this study are:

o Intervention (I): Characterization, Extracting data,
Synthesis.

o Comparison (C): A comparison, carried out by mapping
the primary studies onto a taxonomy (characterization
framework)

e Outcome (0): A taxonomy of metrics for cloud ser-
vices aligned to the ISO/IEC 25010 [5], the NIST SP
800-145 [1] and the NIST SP 800-146 [7] standards.

o Context (C): A systematic investigation in order to con-
solidate peer-reviewed research.
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TABLE 1. Comparing the search strategies of existing Sirs.

Options Li et al. 2012 Li et al. 2013 AbdZ}mzaé’los‘]d el Lehrig ef al. 2015 Scheuner & Leitner 2020
Time frame 2006-2011 2006-2011 01/2008-12/2012 2005-04/2014 2016-2019
What metrics can be
What metrics Which topics used to compare the Which seneral performance
have been used What metrics have been related to QoS in scalability, efficiency general p
. . e characteristics (e.g., platform
Research for the used for the evaluation of cloud computing and elasticity of
. . . . overhead / cold starts) are
Questions evaluation of commercial cloud have been different cloud
. . . . . . commonly evaluated?
commercial services? investigated and computing services,

Search strategy

Search engines

Search String

# retrieved papers

# primary studies

# metrics

cloud services?

Database search

a set of popular
digital
publication
databases

(Not specified)

N/A

N/A

97

Database search

ACM Digital Library
Google Scholar
IEEE Xplore
ScienceDirect
SpringerLink

(“cloud computing” OR
“cloud platform” OR
“cloud provider” OR
“cloud service” OR “cloud
offering”) AND
(evaluation OR evaluating
OR evaluate OR evaluated
OR experiment OR
benchmark OR metric OR
simulation) AND (<Cloud
provider’s name> OR. . .)

4017

82

80

to what extent?

Database search

IEEE Xplore
ACM Digital
Library
Springer Link
ScienceDirect
Scopus
Google Scholar

(QoS OR “quality
of service” OR
SLA OR “service
level agreement”
OR “quality”)
AND (“cloud
computing” OR
“cloud services”)

515

67 (only 6 related
to metrics)

N/A

and how are they
measured and used?

Database search

Google Scholar

Phrase Def.:
(scalability OR
elasticity OR
efficiency) AND
“cloud computing”
Phrase Met.: metric
AND (scalability OR
elasticity OR
efficiency) AND
“cloud computing”

418

20

N/A

Database search, web search &
complementary search,
snowballing

ACM Digital Library

IEEE Explore

IST Web of Science

Science Direct SpringerLink
Wiley InterScience

Scopus, Google Scholar
Google Search, Twitter Search
Hacker News Algolia Search,
Reddit Search, Medium Search

(serverless OR FaaS) AND
(performance OR benchmark)
AND experiment AND lambda.
(serverless OR FaaS) AND
(performance OR benchmark).
serverless.

serverless benchmark.

956 academic literature
663 grey literature

112 (51 academic and 61 grey
literature)

N/A

NA= Not available.

We followed the guidelines provided by Easterbrook et al.
[15] and Kitchenham & Charters [6] in order to define
an exploratory and descriptive research question. The main
research question addressed in this study is: what metrics
have been used to evaluate the internal and external quality
of cloud services and how are they measured and used?

Internal quality attributes are those attributes of a software
artifact that can be measured on the basis of knowledge of
the artifact alone [23]. Examples of internal quality attributes
of cloud artifacts are: i) capacity, which can be measured
in terms of resource capacity such as storage with size in
gigabytes, or network capacity, which can be measured by
studying the number of available connections, and ii) den-
sity, which can be measured by focusing on the number of
applications or number of virtual machines. Other examples
are: iii) complexity, which can be measured in terms of the
cloud service’s source code structure, or service interface def-
inition complexity (e.g., Web Services Description Language
(WSDL) interfaces), which can be measured as minimal
refactoring effort, and iv) legibility, which can be measured
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by means of a readability metric for web service descriptions
(WSDL specifications).

External quality attributes are those attributes that cannot
be measured using only the knowledge of the software artifact
but can be measured by taking into account the artifact, its
environment and the interactions between the artifact and the
environment [23]. Examples of external quality attributes are
reliability, performance, usability and maintainability.

This research question will allow us to understand and
summarize the current evidence regarding the existing met-
rics and identify areas for further research. Since this main
question is very general, we refined it into finer-grained
questions. In particular, we wish to make explicit which
characteristic and quality attribute is being measured, how the
metric has been used, to what type of service the metrics have
been applied, for which type of stakeholders the metrics are
useful, and which method was applied to validate the metrics.
The resulting questions are, therefore, the following:

« RQI1: What quality characteristics and attributes were

evaluated?
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FIGURE 1. Phases of research method.

o RQ2: What type of metrics were they?

— RQ2.1: If the metric is base, what measurement
method and unit were used to calculate it?

— RQ2.2: If the metric is derived, what measurement
function and unit were used to calculate it?

« RQ3: Are there tools with which to support the measure-
ment process, and, if so, what are they?

« RQ4: What type of measurement results from the met-
rics provided?

« RQS5: During which phases of the cloud service lifecycle
were these metrics used?

« RQ6: For which type of stakeholders (cloud roles) are
these metrics relevant?

o RQ7: To what type of cloud service (i.e., SaaS, PaaS,
IaaS) were these metrics applied?

o RQ8: What cloud artifacts or resources were measured?

« RQ9: Which validation method was used to provide
evidence about the metrics’ validity and usefulness?

2) SEARCH STRATEGY

We defined an unbiased and effective search by establish-
ing an accurate publication time interval, defining a search
string, and employing well-known automatic searchers in
digital libraries, and we complemented these searchers with
a manual search in order to avoid a possible lack of relevant
works. The period reviewed included studies that were pub-
lished from 2006 until November 2018. We selected this date
because Amazon Web Services (a pioneer cloud service) was
launched in that year.
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We applied a search process that combined both auto-
mated searches of selected digital libraries and additional
manual searches of the most relevant conferences and jour-
nals if they were missing. The digital libraries selected were
IEEE Xplore, ACM Digital Library, SpringerLink and Sci-
ence Direct. These are the most commonly used sources in
software engineering [24]. It is worth noting that Google
Scholar was not selected as a data source because of the
low precision of search results and the generation of many
irrelevant results [25]. The following steps were applied in
order to build the search string:

1. Derivation of major terms (keywords) from the
research question;

2. Identification of alternative spellings and synonyms for
major terms;

3. The usage of the Boolean OR in order to incorporate
alternative spellings and synonyms;

4. The usage of the Boolean AND in order to link the
major terms.

We then modified and combined these search terms so
as to build a set of candidate search strings. Several pilot
searches were carried out, and the search string was refined as
many times as necessary in order to improve the completeness
of the results and find the most suitable search string. The
completeness of the results was assessed using a set of ten
known studies. Table 2 presents the resulting search string.

TABLE 2. Keywords and Related Terms.

Keywords Alternative Terms & Synonyms
Metric ((metric* OR measur*) AND
Quality (QoS OR "quality of service" OR "quality model"

OR "evaluation model" OR "assessment model"
OR "quality in cloud" OR "quality of cloud") AND
Cloud (cloud*))

The search was conducted by applying the search string to
the same metadata (i.e., title, abstract, and keywords) of each
data source, signifying that the syntax of the search string
was adapted to be applied in each digital library. The final
search string used in each source is available on the website
that accompanies this paper (https://bit.ly/taxonomyqoscs).

In order to ensure the search quality, we verified that top-
ranked journals and conferences (see Table 3) relevant to the
cloud computing and software quality domains were included
in the digital libraries. The list of journals was obtained from
the JCR impact factor. The list of conferences was similarly
obtained from the top-ranked conferences based on the CORE
conference ranking (http://www.core.edu.au/conference-
portal), and we selected those that had a CORE A* and
A classification. In particular, we verified that all the editions
of each conference proceedings and journal from 2006 to
2018 were indexed in at least one of the digital libraries.
We then performed a manual search to attain those editions
that were missing.
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TABLE 3. List of Journals and Conferences.

Type Name

Journals IEEE Transactions on Cloud Computing (TCC)
Journal of Cloud Computing

ACM Transactions on the Web (TWEB)

IEEE Internet Computing

World Wide Web Journal

ACM Transactions on Internet Technology (TOIT)
ACM Transactions on Software Engineering and
Methodology (TOSEM)

Information and Software Technology (IST)
Journal of Cloud Computing: Advances, Systems and
Applications (JoCCASA)

Journal of Systems and Software (JSS)

IEEE Software

IEEE Transactions on Software Engineering (TSE)
Software Quality Journal (SQJ)

Empirical Software Engineering (EMSE)

Conferen  International Conference on Software Engineering
ces (ICSE)
International Conference on Service Oriented
Computing (ICSOC)

International Conference on Web Services (ICWS)
International Conference on Services Computing (SCC)
International World Wide Web Conference (WWW)
Web Information Systems Engineering (WISE)
International Symposium on Empirical Software
Engineering and Measurement (ESEM)

International Conference on Evaluation and Assessment
in Software Engineering (EASE)

3) INCLUSION AND EXCLUSION CRITERIA
We used the following inclusion and exclusion criteria to
select candidate papers for our study:

o Inclusion Criteria: (1) Studies in the form of a scien-
tific peer-reviewed paper; (2) Studies that propose or
use metrics to assess the internal or external quality of
cloud services; (3) Studies that introduce frameworks
or methods to evaluate the QoS of cloud services; and
(4) Studies that report empirical studies whose objective
is to validate the usefulness of metrics for cloud services.

o Exclusion Criteria: (1) Studies that propose metrics that
are not related to the internal or external quality of the
cloud services; (2) Studies that propose metrics, but
do not explain how to measure them; (3) Studies that
present quality attributes, but do not propose metrics
with which to measure them; (4) Editorials, abstracts
or short papers (shorter than five pages); (5) Duplicate
papers of the same study found in different sources;
(6) Studies not written in English.

4) PROTOCOL EVALUATION

As suggested by Brereton et al. [24], we externally evaluated
the protocol before its execution. We asked an external expert,
who had experience in conducting SLRs, for feedback. The
main contribution was the refinement of the definition of the
quality items used to assess the primary studies. In partic-
ular the inclusion of question 7 to assess the usefulness of
the metrics in practice, and to improve the value items of
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questions 8 and 10 which are related to the contribution and
limitations of the studies. Later, in the data extraction criteria,
the expert suggested to include indicator as an additional
option for the metric type criterion. We also performed a pilot
study with the expert in order to test and improve the search
strategy and the inclusion and exclusion criteria.

B. CONDUCTING THE STUDY

As part of the review protocol, we also specified a set of
processes that would be conducted when performing the SLR:
primary study selection process, study quality assessment
process, data extraction process and data synthesis process.

1) SELECTION OF PRIMARY STUDIES

In order to identify the primary studies using the predefined
search string, we customized the automated search to each
digital library. We then performed three main activities: a
quick scanning of all the studies retrieved after carrying out
the automated and manual searches, a full reading of the
selected studies, and team meetings in order to reach agree-
ments among the reviewers in the case of any discrepancies.

1. Quick scanning: relevant primary studies were initially
selected by scanning the title, keywords and abstract
of the paper. In some cases, we also reviewed the
introduction and conclusions.

2. Full reading: when the decision regarding inclusion or
exclusion was not clear, a further review was required,
and the text was, therefore, read in full.

3. Team meetings: if doubts still remain, team meetings
were arranged to discuss them and reach an agreement.

In order to assess the accuracy of the primary study selec-
tion phase, three different authors executed a second iter-
ation of a random sample of papers containing ten of the
studies included in the first interaction and ten that had been
excluded. The level of agreement among the researchers was
assessed using the Fleiss’ Kappa index [26]. The value of the
index was between 0 (not coincident) and 1 (fully coincident).

2) QUALITY ASSESSMENT

There is common agreement that the quality of the chosen
primary studies is critical if trustworthy results are to be
obtained. We, therefore, defined a checklist according to the
criteria proposed by Kitchenham and Charters [6] in order
to assess the quality of the selected primary studies. The
quality of the primary studies was scored on the basis of
how well they satisfied the ten quality items. Each criterion
was assessed using a predefined scale (Y, N, P) to indicate
whether the study fully complied (Y = 1), partially complied
(P =0.5), or did not comply (N = 0) with those items.

The overall quality of a paper was calculated by summing
up all the scores attained for the quality items. The highest
score a paper could attain as regards quality was, therefore,
10 points, signifying that the study satisfied all the quality
criteria. The quality threshold established was that of employ-
ing the mean as the cutoff point, which was equivalent to
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the second quartile (5 points), in order to minimize bias and
maximize internal and external validity. This signifies that
any studies that scored less than the minimum score were no
longer considered to be primary studies and were discarded
from the review. Table 4 shows the quality items and their
criteria.

TABLE 4. Quality Items Used to Assess Primary Studies.

Scale Quality Question

Q1. (Motivation) Is the research problem clearly specified?

1 Explicit problem description

0.5 General problem description

0 No problem description

Q2. (Aim) Are the research aim(s)/objective(s) clearly established?
1 Explicit aims/objectives

0.5 General aims/objectives

0 No aims/objectives

Q3. (Context) Is the context of the study clearly specified?

1 Explicit problem context supported by references
0.5 General problem context supported by references
0 No problem context description

Q4. (Data) Are the metrics used to assess the quality of cloud
services clearly defined?

1 Explicit metric description
0.5 General metric description
0 No metric description

Q5. (Data) Are the measurement methods or functions used to
calculate the metrics clearly defined?

1 Explicit description of measurement methods/functions
0.5 General description of measurement methods/functions
0 No description of measurement methods/ functions
Q6. (Usefulness) Are the metric(s) empirically validated?

1 Explicit empirical validation of metrics

0.5 No validation but a proof of concept

0 No validation

Q7. (Usefulness) Is there sufficient evidence to show how the
metrics can be used in practice?

1 Explicit use of metrics supported by practice

0.5 General use of metrics supported by practice

0 Not supported by practice

Q8. (Contributions) Are the contributions/results of the paper
discussed?

1 Explicit list of study contributions/results

0.5 General discussion about study contributions/results
0 No description of the study contributions/results
Q9. (Insights) Are the insights/lessons learned of the study
reported?

1 Explicit list of insights and/or lessons learned

0.5 General discussion of insights or lessons learned

0 No description of insights or lessons learned

Q10. (Limitations) Are the limitations of the study discussed?
1 Explicit list of study limitations

0.5 General description of study limitations

0 No description of limitations

We also assessed the quality of the venue at which each
primary study was published. This may indicate the potential
impact and influence of the selected studies. To do this,
we assessed two criteria: (1) the relevance of the journal or
conference where the paper was published; (2) the number of
paper citations.

With regard to the first criterion, we assessed the impact
of the publication using in the CORE-ERA ranking for con-
ference papers, and the impact factor in Journal Citations
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Reports (JCR) for journal papers. And regarding the second
criterion, the number of citations for each primary study was
assessed according to Google Scholar. Since recent articles
tend to have fewer citations and should not be penalized for
this, we followed a strategy similar to that of [27] and estab-
lished the year 2017 in order to differentiate early publica-
tions. Table 5 shows the criteria and scale that have been used
to assess the potential impact and influence of the selected
primary studies.

TABLE 5. Potential Impact and Influence of Primary Studies.

Publication /

Citation Description Points

PUBLICATION IMPACT

Very relevant  Papers published in conferences 10
ranked as Core A* and A and journals
indexed in JCR

Relevant Papers published in conferences 5
ranked as CORE B

Not relevant The remaining publications 0

CITATION

Publication prior to 2017

High Studies with more than 50 citations 10

Medium Studies that had between 10 and 49 5
citations

Low Studies with less than 10 citations 2

None Studies with no citations 0

Early Publication

Cited Studies that had any citations 10

Not cited Studies with no citations 5

3) DATA EXTRACTION STRATEGY

The data extraction strategy provides a framework in which
to characterize individual metrics and helps us taxonomi-
cally classify and compare all the metrics collected. We first
collected some basic information for each publication: date
of publication, publication type (journal, conference, work-
shop), publication source (journal, conference, or workshop
name), number of citations and authors’ names and country.
We then collected the study data required to address our
research questions (features and some textual information) by
defining a data extraction form and checklist. Table 6 sum-
marizes the data extraction criteria used, which are further
explained in the following subsections.

The objective of this strategy was to ensure a consistent
classification of all the primary studies and an understand-
ing of the current state of the art of QoS metrics for cloud
services.

a: QOS CHARACTERISTIC AND QUALITY ATTRIBUTE
The purpose of this criterion was to extract the quality charac-
teristic being measured by the metric and its quality attribute.
We classified each metric according to the following internal
and external quality characteristics proposed by the ISO/IEC
25010 [5]:
o Performance Efficiency: whether the metric measures an
attribute related to the amount of resources used by the
cloud services under certain conditions;
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TABLE 6. Data Extraction Form and Criteria.

Criterion Possible Options/ Information Gathered *

QoS characteristic Performance Efficiency, Reliability,
Portability, Security, Maintainability,
Functional Suitability, Usability,
Compatibility.

Quality attribute Attribute name

Metric type Base (measurement method), Derived
(measurement function), Indicator (analysis
model).

Unit of measurement Metric unit

Measurement function Calculation formula and an explanation on
how the metric is calculated

Manual, Automated (tool name).
Qualitative, Quantitative, Hybrid.
Requirements, Acquisition, Development,
Integration, Operation, Retirement

Cloud service specification, Cloud
architecture, Cloud service

SaaS, PaaS, laaS

Provider, Consumer, Broker, Developer,
End-User

Theoretical validation, Empirical validation,
No validation

Tool support
Measurement result
Cloud lifecycle phase

Measured cloud artifact

Service type
Stakeholder’s viewpoint

Validation procedure

o Reliability: whether the metric measures an attribute
related to the ability of a cloud service to perform the
specified functions when used under certain conditions
and in a certain interval of time;

o Portability: whether the metric measures an attribute
related to the ability of the cloud service to be transferred
effectively and efficiently from a hardware, software,
operational, or usage environment to another. This fea-
ture also includes aspects related to the scalability and
elasticity of the cloud service;

o Security: whether the metric measures an attribute
related to the ability of the cloud service to protect
information and data such that unauthorized persons or
systems cannot read or modify them;

o Maintainability: whether the metric measures an
attribute related to the ability of the cloud service to be
modified effectively and efficiently owing to evolution-
ary, corrective or perfective needs;

o Functional Suitability: whether the metric measures an
attribute related to the capacity of the cloud service to
provide functions that meet the explicit and implicit
needs of users under specific conditions;

e Usability: whether the metric measures an attribute
related to the ability of the cloud service to be under-
stood, learned, operated and attractive to the user in the
specific context of use;

o Compatibility: whether the metric measures an attribute
related to the ability of two or more cloud services
to exchange information and/or perform their required
functions when they share the same hardware or
software environment.

b: METRIC TYPE
There are three types of metrics: base, derived and indicator.
A base metric (also known as a direct metric) is defined in
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terms of an attribute and can be calculated directly. A derived
metric (also known as an indirect metric) is, meanwhile,
defined as a function of two or more base or derived metrics
and should, therefore, contain a measurement function (for-
mula) that explains how to calculate the metric. An indicator
is defined from other measures using an analysis model as a
measurement approach.

Base metrics are, therefore, independent, while a derived
metric can only be calculated using other measures [28].
We extracted the metric type for each metric, and in the
case of the base metrics, we also extracted their measurement
method and unit of measurement. A measurement method is a
logical sequence of operations that are described generically
and are used to quantify an attribute [28]. With regard to
the derived metrics, we extracted their measurement function
and unit of measurement. A measurement function is an
algorithm or calculation performed to combine two or more
base or derived measures [29], while a unit of measurement
is used to express one or more measures of interval or ratio
types [29]. Finally, in the case of indicators, we extracted the
measurement function that describes an algorithm or calcu-
lation that combines one or more measures with associated
decision criteria [29]. A decision criterion uses thresholds,
targets, or patterns to determine the need for action or further
investigation or to describe the level of confidence in a given
result [28].

c: TOOL SUPPORT

The objective of this criterion was to assess whether the
metric was supported by a tool or algorithm that facilitated
the calculation of that metric. If the metric had a tool that
supported its automated or semi-automated calculation, then
it was classified as Automated, and the tool name and refer-
ence were registered. Otherwise, it was classified as Manual.

d: MEASUREMENT RESULT

A measurement result is a set of numbers and references
together with any other available relevant information which
are attributed to a magnitude, i.e., the property of a phe-
nomenon, body, or substance [30]. In this study, the result
obtained by performing a measurement is a number or cat-
egory that is assigned to a quality attribute of a cloud ser-
vice (definition adapted from [31]). For example, the data
transmission rate or bandwidth is commonly expressed
in Mbs/sec, or the disk usage in Gbs [32].

The purpose of this criterion was, therefore, to understand
the type of measurement result obtained when the metric was
applied. In particular, a metric can measure a quality attribute
in a qualitative, quantitative, or hybrid manner.

Quantitative evaluations are concerned with evaluat-
ing the attributes quantitatively, using continuous values
(e.g., an attribute such as function commonality that measures
the average of commonality of each functional feature discov-
ered from software requirements specification (SRS) in the
same domain and defined in a target SaaS [33]. It can be mea-
sured with continuous values (between 0 and 1). Qualitative
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evaluations are those that indicate qualities or qualitative
categories (e.g., an attribute such as the flexibility of a cloud
service that rates the ability to add or remove predefined
features from service in order to customize it [34]. It can
be measured as High, Medium, or Low). Hybrid evaluations
are those that use both qualitative and quantitative evalua-
tions [28]. For example, the data center distance measures
the distance between the location of the data center and the
expected service location and then rates the provider using
the sum of distances [35].

e: CLOUD LIFECYCLE PHASES

The objective of this criterion was to understand the phases
of the cloud service lifecycle to which the metric can be
applied, which could be one or more phases. We classified

each metric according to the lifecycle phases proposed by
Schneider et al. [36]:

o Requirements: those metrics that are applied to doc-
uments or specifications that describe the customer’s
decision concerning whether and to what extent a cloud
service is used.

o Acquisition: those metrics that support the evaluation
of cloud providers and services. Examples of these are
metrics that are used to determine the estimation of
demand or to assess opportunities and related risks.

o Development: those metrics that are applied to cloud
artifacts of all the activities related to the service require-
ments specification, architecture design, programming,
hardware configuration, testing, deployment, orchestra-
tion, release management, and integration.

o Operation: those metrics that are used to evaluate the
service at runtime for management purposes (e.g., mon-
itoring the QoS at runtime). These include metrics with
which to supervise the consumers’ and providers’ fulfill-
ment of their contract (e.g., detecting SLA violations).
It also includes metrics used by service providers when
performing maintenance, evolution, support and billing,
and metrics used by consumers to monitor and evaluate
service usage.

o Retirement: those metrics that are used to ensure a safe
and organized discontinuity of the service or when the
customer switches to another provider. The provider’s
metrics can include metrics to ensure compliance with
data protection regulations regarding keeping or deleting
customer data.

f: MEASURED CLOUD ARTIFACT

An artifact is a cloud service representation that is used to
apply the metric and to perform a quality evaluation. The
state of artifacts can be early, intermediate, or ended. Each
metric is classified according to the artifact that it measures.
We consider the following artifacts:

o Cloud service specification: a document or model
that represents the functional interface and lists the
operations and attributes that customers can access.
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Examples of cloud service specification artifacts are the
requirement documents which define specific features
to meet or service-level agreements (SLAs) which basi-
cally are a commitment between a service provider and
a customer usually defined in terms of QoS.

o Cloud architecture: a model encompassing all the ele-
ments in a cloud environment. It represents how all the
components and capabilities required to build a cloud
service are connected in order to deliver a platform on
which applications can run. Software diagrams which
encapsulate application layers of abstraction (e.g., mid-
dleware) and network diagrams which encapsulate net-
work layers connection (e.g., routers) can be considered
as instances of cloud architecture artifacts.

o Cloud service: the actual service being used in a cloud
environment. This includes actual service representa-
tions. Source code successfully deployed as a versioned
service, and network or virtual machine configurations
as settings of hardware and software to enable network-
ing and virtualization services can be considered as
examples of cloud service artifacts.

A metric may be applied to more than one artifact. If this
is the case, we extract different operationalizations (i.e., dif-
ferent measurement functions that show how the metrics are
calculated in each artifact).

g: SERVICE TYPE

This objective of this criterion is to assess the type of ser-
vice that the metric evaluates. A service type corresponds
to a group of services that share a common set of quality
features and properties. A metric may be used to evaluate
more than one service type. In this study, we consider the
three service types (or models or capabilities) proposed by
the NIST SP800-145 [1] and ISO/IEC 17788 [37]:

o Software as a Service (SaaS): consumers using a running
provider’s applications deployed on a cloud infrastruc-
ture. Consumers do not manage or control the cloud ser-
vice, with the exception of the application configuration
settings.

e Platform as a Service (PaaS): consumers can use a
programming language, libraries, services, and execu-
tion environment, and tools supported by the provider
to deploy, in the cloud infrastructure, the applications
created or acquired. Consumers do not manage or con-
trol the cloud infrastructure but control deployed appli-
cations and the configuration settings for the hosting
environment.

o Infrastructure as a Service (laaS): consumers can pro-
vide and use resources for processing, storage, and
access to networks (networking) in the cloud, where
they deploy and run additional software (e.g., operating
systems and applications). Consumers do not manage or
control the core cloud infrastructure but control operat-
ing systems, storage, applications, and specific network
settings.
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h: STAKEHOLDER'S VIEWPOINT
A stakeholder’s viewpoint represents those who can measure

and use the metric. Each metric has been classified according
to the roles proposed by the NIST SP 800-146 [7]:

o Provider: person, organization, or entity responsible for
making a service available to consumers. A provider
builds the requested software/platform/infrastructure
services, manages the technical infrastructure required
to provide the services, provisions the services at
agreed-upon service levels, and ensures the quality of
services.

o Consumer: person or organization that maintains a busi-
ness relationship with and uses services made avail-
able by cloud providers. A consumer browses the cloud
provider’s service catalog, requests the appropriate ser-
vice, sets up service contracts with the cloud provider,
and uses the service.

e Broker: a cloud consumer may request cloud services
from a cloud broker rather than contacting a cloud
provider directly. A cloud broker manages the use, per-
formance, and delivery of services, and negotiates rela-
tionships between cloud providers and cloud consumers.

We also added two other roles focused on the cloud service
Developer, who acts as a service partner and can be a devel-
oper, integrator, tester, etc., and End-User, which represents
the individuals or organizations who are the customers of the
cloud service.

i: VALIDATION PROCEDURE

The goal of this criterion is to obtain the procedure used to
validate the metric. A metric must be both theoretically and
empirically validated. The first type of validation ensures that
the metric measures the attribute that it is supposed to mea-
sure, while the second provides evidence on the usefulness of
the metrics in practice. The theoretical validation also makes
it possible to confirm that the measurement does not violate
any necessary properties of the measurement elements.

Each metric has been classified according to the research
method/strategy used. If the metric was theoretically vali-
dated, it was classified according to the type of approach that
was used: Property-based approach, Measurement theory-
based approach, or other. If the metric was empirically vali-
dated, it was classified according to the method that was used:
Controlled Experiment, Case Study, or Survey. Otherwise,
the metric was classified as Not Validated.

With regard the theoretical strategies employed to validate
metrics, property-based approaches [38] can be used to prove
that a metric satisfies the properties that characterize a con-
cept (e.g., size, complexity, coupling), while measurement-
theory-based approaches [39], [40] are more rigorous than
property-based approaches since they prescribe theories and
conditions for the modeling and definition of metrics. The
theory provides an empirical interpretation of the numbers
(of software metrics) by means of the hypothetical empirical
relational system.
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With regard to the empirical strategies used to validate
metrics, a Case Study is an observational study, and data
are collected for a specific purpose throughout the study.
A Survey is a piece of research that is performed in retrospect
when the metric has been in use for a certain period of
time. A Controlled Experiment is a formal, rigorous, and
controlled study. Experiments provide a high level of control
and are useful when validating software metrics. They can,
for example, be used to validate the effectiveness of a set
of design metrics as regards predicting the usability of cloud
services.

We facilitated the data extraction task carried out by the
researchers by designing a template (spreadsheet) together
with a guideline containing the details of each criterion.
One sheet of the template was used to gather information
about the selected primary studies, while another gathered the
data about the cloud service metrics (e.g., metric name, met-
ric description, attribute measured, characteristic). We also
collected common information such as i) authors names,
ii) paper title, iii) publication details, iv) digital library name
v) publication type, vi) citations.

We performed a pilot study using a sample of papers in
order to test the understandability and correctness of the data
extraction criteria and spreadsheet.

In order to assess the reliability of the data extraction
process, three different authors carried out a second iteration
of the classification on a random sample of 30 papers. The
level of agreement among the researchers was assessed using
Fleiss’ Kappa index.

4) SYNTHESIS METHOD

We used two qualitative synthesis methods to synthesize
the data extracted from the primary studies and to answer
the research questions: narrative synthesis and thematic
analysis.

Narrative synthesis reports the results of a systematic
review in terms of text and words. We used the Mendeley
tool [41] to store all the papers and to annotate the pieces of
evidence employed to classify the metrics according to each
criterion described in Section IV.B. 3. We also analyzed the
number of papers found in each bibliographic source per year
and the frequencies of the studies classified in each criterion.

Thematic analysis [42] involves identifying and coding the
major or recurrent themes in the primary studies and summa-
rizing the results under these thematic headings. We used this
method in combination with narrative synthesis in order to
answer the research questions. We specifically followed the
steps shown below:

1. Reading the papers and identifying specific segments of
text: we read all the text related to the primary studies
and identified specific segments of text that were rel-
evant to the research questions (e.g., QoS characteris-
tics, quality attributes, metrics, cloud lifecycle phases,
cloud artifacts measured, service type, stakeholder’s
viewpoint and validation procedure) in order to form
an initial idea for analysis.
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2.

Generating initial codes: we defined the initial codes
for the QoS characteristics, quality attributes, met-
rics (and their associated information), cloud lifecycle
phases, cloud artifacts measured, service type, stake-
holder’s viewpoint, and validation procedure. We also
labeled and coded those segments in the text that
were related to these concepts. It should be noted that,
in some cases, we had to recheck the papers.
Searching for themes: for each data item, we attempted
to combine different initial codes generated from
the second step into potential themes.

4. Analyzing the codes to reduce overlaps and define

themes: It was possible to define some themes
in advance as a result of the research questions
(e.g., the quality characteristics that conform to the
ISO/IEC 25010 or the stakeholder’s viewpoint and ser-
vice type that conforms to the NIST SP 800-145 [1] and
NIST SP 800-146 [7], and the cloud lifecycle phases
and validation procedure that are based on classifica-
tions taken from existing works), while others appeared
as a result of reading the primary studies (e.g., qual-
ity attributes, metrics and their associated information,
measured cloud artifacts, and tool support).

5. Reviewing and refining themes: the quality attributes,
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metrics (including their measurement methods or mea-
surement functions, measurement result, unity of mea-
surement), and measured cloud artifacts identified from
the fourth step were checked against each other in
order to understand what themes had to be merged
with others or dropped. For example, availability and
serviceability were merged because they had the same
purpose, while throughput was dropped because it was
a repeated metric (it was the same as the number of
service requests served over total service time with the
same measurement function [43]-[45]). We initially
categorized and organized the metrics by considering
the QoS characteristics, the quality attributes, and the
name of the metrics. We then grouped the metrics in
search of synonyms and homonyms, by analyzing the
name of the metric and its definition, measurement
method, measurement function(s) and unit of measure-
ment (e.g., milliseconds, request/min).

We considered those metrics that had a different
name but the same definition (purpose) to be synony-
mous. For example, availability [46] and serviceabil-
ity [47] use the same base metrics (i.e., uptime and
downtime) to measure service availability. Similarly,
AVAL-CQ [48] and Uptime [49] both measure the
percentage of service availability by using the uptime
metric, which is calculated as the total time of an
operational period. Note that a metric can have several
operationalizations (different measurement functions
that can be used to measure the same quality attribute).
We considered those metrics that had the same name
but a different definition (purpose) to be homonyms.
For example, in [43], reliability is measured using the

failure rate, while in [50] it is measured using the
success rate.

This step allowed us to define clear and concise themes
for quality attributes, metrics (along with their name,
definition, measurement method, measurement func-
tions, measurement result and unity of measurement),
service types, cloud lifecycle phases, and the cloud
artifacts measured.

We additionally created bubble plots [51] in order to
report the frequencies of the combination of different criteria.
A bubble plot comprises two x—y scatter plots with bubbles
in the category intersections, in which the size of the bubble
is proportional to the frequency. This synthesis method is
effective as regards providing a map and a quick overview
of a research topic.

C. RESULTS

The results of the primary study selection phase are pre-
sented on the basis of the metadata analysis and the quality
assessment. On November 8, 2018, we ran the search string
on the four digital libraries and retrieved 4333 papers. The
list of publications from each database was then combined.
We subsequently eliminated a total of 147 duplicate publica-
tions. The duplicates included studies that were obtained from
more than one source and studies that had been published
in both conference proceedings and journals. In the former
case, we selected the publication only once by adopting
the following order of priority, which otherwise does not
have implications on the results: (1) IEEE Xplore, (2) ACM,
(3) ScienceDirect, and (4) SpringerLink. We started with
the specialized digital libraries that have the narrowest
focus on the computer science/software engineering domain,
i.e., IEEE and ACM [52], and later on, Science Direct and
SpringerLink, which are multidisciplinary libraries, were
considered. In the latter case, we selected only the most
complete version of the study.

We then checked that all the editions of each conference
proceedings and journal shown in Table 3 were indexed in at
least one of the digital libraries. As the Journal of Cloud Com-
puting: Advances, Systems and Applications (JOCCASA)
was missing, we performed a manual search on this journal.
This resulted in 44 additional candidate papers.

The title, abstract, and keywords of each publication were
then reviewed by two reviewers against a set of inclusion and
exclusion criteria; if necessary, the introduction and conclu-
sions were also checked. This step led to the removal of a
total of 3947 publications. The main reasons for exclusion
were: studies that proposed metrics not related to internal
or external quality (e.g., [53]); studies describing quality
attributes without metrics to measure them (e.g. [54]); and
studies that proposed or used metrics but did not provide an
explanation of how to measure them (e.g., [55]).

After this early screening, the two reviewers read the
remaining papers in full in order to apply the inclusion
and exclusion criteria. This resulted in a set of 195 papers
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(194 from the digital libraries and one paper from the manual
search) that were stored in the Mendeley tool [38]. We then
performed the quality assessment of these publications using
the quality items reported in Table 4. All discrepancies con-
cerning the quality assessment results were discussed by the
authors with the aim of reaching a consensus. The reliability
of the findings of this assessment was accomplished by con-
sidering only those relevant studies with an acceptable quality
rate, i.e., those that had attained a quality score of more than
5 points (50% of the percentage score). Table 7 shows the
results obtained for each quality item.

TABLE 7. Quality Assessment Checklist.

Quality Score Number of Papers Percentage
Item Y P N
Ql 69,0 52 34 2 97,73%
Q2 49,0 32 33 23 75,00%
Q3 81,5 75 11 2 98,86%
Q4 82,5 77 11 0 100,00%
Q5 82,0 76 12 0 100,00%
Q6 28,5 6 45 37 57,95%
Q7 28,5 19 19 50 43,18%
Q8 75,0 64 22 2 97,73%
Q9 24,5 14 21 53 39,77%
Q10 10,5 7 7 74 15,91%
Total 88 100,00%

The assessment of each paper are available on the website
accompanying this paper (https://bit.ly/taxonomyqoscs). The
papers that did not fulfill the minimum threshold established
were removed. As a result, four papers were excluded, signi-
fying that a total of 84 relevant studies was eventually selected
(see Figure 2). When analyzing the quality items, it is neces-
sary to indicate some of the limitations of the selected studies.
First, there is little discussion on the limitations of the studies
(Q10; 15.91%). Second, there is a lack of documentation
regarding insights and lessons learned (Q9; 39.77%). Third,
there is a shortage of evidence concerning the application
of metrics in practice (Q7; 47.18%), and fourth, the metrics
reported are rarely validated (Q6; 57.95%).

The transfer of knowledge related to problems or negative
outcomes of work is unusual. The retrospective assessment
of insights and lessons learned from the work is, therefore,
a less widespread practice because reporting focuses on the
contributions and results that meet the objectives of the
research. Furthermore, few empirical validations of metrics
indicate that more evidence about the usefulness of these met-
rics is required. Finally, we consider that gaps in validation
have influenced their reduced application in practice.

Table 8 shows the quality of the venues at which the
selected papers were published. The results show that over
55% of the papers were published at very relevant or relevant
venues. With regard to the number of citations, the results
show that most of the papers are high (>50 citations) and
medium-cited (between 10 and 49 citations) papers, with
32.95% of the publications each; 30 papers have no citations.
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FIGURE 2. Primary studies results.

TABLE 8. Primary Studies Relevance.

Type Score Number Percentage
of papers
10 24 27.27%
T 5 24 27.27%
Publication impact 0 0 45.46%
TOTAL 88 100.00%
10 29 32.95%
5 29 32.95%
Citation 2 28 31.80%
0 2 2.30%
TOTAL 88 100.00%

This can be considered as an indicator of how this topic
has gained importance in recent years. There are no con-
clusions with regard to which the best bibliographic sources
are, since those papers that appeared in several sources were
considered only once. However, most of the relevant studies
concerning quality metrics for cloud services were found in
IEEE Xplore (55 papers, representing 65% of the selected
primary studies). With regard to the type of study, 54 papers
(60%) were published at conferences, 6 papers (7%) were
published in workshops, and 28 papers (33%) were published
in journals (see Figure 3). The list of selected studies is shown
in Appendix A.

IV. CREATING AND REFINING THE TAXONOMY
This section describes how the taxonomy of metrics for cloud
services has been created and refined. We started by defining
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FIGURE 3. Number of primary studies by year and source.

a metamodel in which to structure the different concepts of
the taxonomy as a baseline. These concepts are related to the
data extraction criteria defined in Section IV.B. We then used
qualitative synthesis methods (narrative synthesis and the-
matic analysis) in order to extract the data from the selected
primary studies and create the taxonomy.

A. TAXONOMY METAMODEL
We organized the data and answered the research questions by
defining a metamodel with which to guide the construction
of the taxonomy of metrics for cloud services. The use-
fulness of the metamodel lies in its ability to decompose
and hierarchically organize the elements of the taxonomy
on the basis of the principles and notations of models in a
technology-independent manner. It, therefore, allows the rep-
resentation of concepts concerning metrics for cloud services,
thus facilitating common understanding and communication.

Figure 4 introduces the metamodel employed to structure
the taxonomy in terms of concepts (including their attributes)
and their relationships. The most important concepts are char-
acteristics, attributes, metrics, and operationalizations. The
relationships indicate how these concepts are related to each
other. For instance, an attribute can be measured by means
of one or several metrics, and a metric can have one or more
operationalizations, which represent different ways in which
to calculate the value of the metric.

In the following, we introduce the purpose of the main
concepts represented in the metamodel, which are described
as metaclasses in Figure 4.

o CloudServiceQualityModel: groups the quality charac-
teristics that are relevant to the cloud service domain and
establishes the relationships among them. The quality of
acloud service is the degree to which the service satisfies
the stated and implied needs of the cloud stakeholders,
and thus provides value to them (adapted from ISO/IEC
25010) [5].
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Characteristic: according to the ISO/IEC 25010 [5], this
is a high-level quality property of a cloud service that
is refined into a set of sub-characteristics, which can
be refined into quality attributes specific to the cloud
domain. For example, performance efficiency, which
represents the performance of a cloud service relative to
the usage of resources under particular conditions.
Attribute: a measurable physical or abstract property
of an entity of a cloud service (e.g., network, virtual
machine, container) [29] that can be measured using a
quality metric. For example, memory capacity, which is
a property of a physical or a virtual machine.

Metric: a measurement scale (i.e., nominal, ordinal,
interval, ratio, or absolute) combined with a measure-
ment approach (i.e., measurement method or measure-
ment function) describing how measurement is to be
conducted [31]. For example, the metric memory size
measures the RAM size, and the metric response time
measures the execution time of a request. Each metric
may also have operationalizations. There are three types
of metrics:

— Base Metric: a metric that does not depend on any
other metric and uses a measurement method as
a measurement approach [29], e.g., memory Ssize,
request time, response time.

Derived Metric: a metric that is derived from
other base or derived metrics, using a measure-
ment function as a measurement approach [29],
e.g., response time, which is measured as the round
trip time of a request, using the time of the request
and the time of the response in the measurement
function.

Indicator: a high-level quantitative metric that is
derived from other metrics and uses an analysis
model as a measurement approach [29]. In this
work, we have collected the measurement function
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FIGURE 4. Taxonomy of cloud service metrics metamodel.

as being a reference to the analysis model because
this concept was not properly described by the pri-
mary studies. An example of an indicator is service
capacity, which is calculated using a weighted sum
of several resources, such as CPU, memory, storage,
and networking.

— Base Operationalization: this is the operational-
ization of a base metric and has a Measurement
Method that describes how a specific base opera-
tionalization is calculated.

e Measurement Method: a logical sequence of operations
that are used to quantify a quality attribute by means
of a base metric [28]. e.g., the sequence of steps that
describes how the storage size or memory size in a

o Operationalization: represents different ways in which
to calculate a given metric. It establishes a mapping

between the generic definition of the metric and the
cloud artifact, platform, or environment where it is actu-
ally measured. This means that a given metric can have
one or more measurement approaches (i.e., measure-
ment methods or measurement functions) that show how
the metric can be calculated for a specific cloud plat-
form, artifact, or environment. The operationalization of
a metric can be base or derived, and is defined using the
following metaclasses:

— Derived Operationalization: this is the operational-
ization of a derived metric or indicator and has a
Measurement Function that describes how a spe-
cific derived operationalization is calculated.
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virtual machine specification should be measured.

o Measurement Function: an algorithm or calculation per-

formed to combine two or more base or derived metrics
in order to quantify a quality attribute (adapted from
ISO/IEC 15939) [28], e.g., response time can be calcu-
lated as the difference between the time at which the user
sends a request to the cloud and the time at which that
user receives a response from the cloud.

o Measurement Instrument: an instrument that assists

cloud stakeholders or is useful for a measurement
method. A measurement instrument can assist one or
more measurement methods. For example, a cloud mon-
itoring tool (e.g., Amazon CloudWatch) can be used to
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calculate base or derived metric operationalizations for
cloud services on the AWS platform. Another example is
the use of the JCatascopia [32] tool, by using its param-
eter rx_bytes to measure the number of bytes received
by a service.

o Measure: the value assigned as a measurement result for
a given quality attribute [28]. For example, the number
of Mbs for memory size or the number of milliseconds
for latency.

e Unit: the unit of measurement [28] for those metric
operationalizations with interval and ratio scale types.
A unit can be defined for more than one metric opera-
tionalization (e.g., MBs for memory size, milliseconds
for response time).

We also represented relevant information about the domain
that is required in order to properly characterize what entity
is being measured, how it is measured, and to whom the mea-
surement results are relevant. Some specific cloud concepts
were represented as enumerated types (i.e., Stakeholder, Ser-
viceType, CloudLifecycle, and CloudArtifact), according to
the definitions provided in Section II1.B.3. In addition, Cloud-
Platform represents the specific cloud platform on which a
given operationalization is applied (e.g., Microsoft Azure,
AWS, Google App Engine), and ScaleType defines the nature
of the relationship between values on the scale [28]. Five
scale types can be found in software measurement literature:
Absolute, Nominal, Ordinal, Interval, and Ratio. A scale
type determines the type of arithmetic operations that can
be carried out with a given metric and, hence, the type of
statistical analysis.

As the core of the taxonomy is the concept of metric and its
possible operationalizations, the operationalization metaclass
contains several attributes that describe its properties:

« name: indicates the name of the operationalization.

o scale: represents the scale type of the operationalization.

 viewpoint: indicates the target audience for the met-
ric (e.g., provider, customer, broker, cloud architect).
An operationalization can be of interest to more than one
stakeholder type.

o serviceType: indicates the type of service (i.e., SaaS,
PaaS, IaaS) to which the operationalization is applied.
An operationalization can be applied to more than one
service type.

« phase: indicates the phase of the cloud service lifecycle
in which the operationalization can be applied. An oper-
ationalization can be applied to more than one phase.

« artifact: indicates the cloud artifact that is being mea-
sured by the operationalization.

o platform: indicates the cloud platform on which the
operationalization is applied.

e tool support: indicates the tool (if any) that can
assist the stakeholders in calculating the metric
operationalization.

Overall, the proposed taxonomy integrates relevant con-
cepts that are required in order to understand the quality
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of cloud services. Specifically, it integrates the high-level
quality characteristics proposed by the ISO/IEC 25010 with
measurable properties and metrics from the cloud domain.

As discussed in Section II, a quality assessment of cloud
services is usually performed for specific quality character-
istics. This leads to isolated solutions for QoS assessment.
A holistic approach that integrates the different quality char-
acteristics, attributes, and metrics for the cloud domain is,
therefore, necessary. Furthermore, current standards for prod-
uct quality are too abstract. A clear transition to measure-
ments in specific domains is, therefore, required.

We believe that the proposed taxonomy provides a first
step in this direction. The taxonomy will be used to guide
the data extraction from the primary studies, thus allowing
the existing knowledge regarding metrics for cloud services
to be gathered and classified. This will allow us to attain a
unified view of quality metrics for cloud services.

B. DATA EXTRACTION

The data extraction started on March 2019 and finished on
September 2019. The results derived from the data extraction
allowed us to answer the research questions and obtain the
taxonomy of quality metrics for cloud services.

We categorized and organized the metrics extracted from
the primary studies using the data extraction criteria described
in Section IV. B.3. This allowed us to obtain an initial version
of the taxonomy that has been represented on a spreadsheet.
In particular, we gathered a total of 579 metrics retrieved
from 84 primary studies. Owing to the wide range of met-
rics, we decided to analyze them using the thematic anal-
ysis method. The flexibility of this method allowed us to
refine the taxonomy according to the five steps detailed in
Section III.C.4.

First, only one of the researchers (the first author) read
all the papers (Step 1). The same researcher identified initial
codes and quotes (e.g., segments of text from each study)
related to the research questions, e.g., quality attributes being
measured and detailed information about the metrics, such as
their name, definition, measurement method, measurement
function(s), etc. (Step 2). Two researchers then reviewed
each quote independently and identified a list of higher-
level categories (themes) that described a set of QoS char-
acteristics, quality attributes, metrics, cloud lifecycle phases,
cloud artifacts measured, service type, stakeholder’s view-
point and validation procedure (Step 3). The themes com-
prised a short name and a description. The results were
discussed at a meeting and disagreements on the categories
were solved by consensus. We also analyzed the codes so
as to reduce overlaps and define the themes (Step 4). This
allowed us to obtain an initial version of the taxonomy of
metrics.

We then reviewed and refined the themes in order to
refine and consolidate the taxonomy of metrics (Step 5). This
process involved searching for synonyms and homonyms of
metrics in order to aggregate common metrics (Step 4). It was,
in some cases, necessary to rechecking the papers during this
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step. In particular, some of the initial themes (i.e., quality
attributes and metrics) were grouped into higher-order themes
in order to provide a consolidated view of how the different
quality attributes and metrics are related to each other. In this
step, we, therefore, eliminated duplicate quality attributes and
metrics and combined them as a result of the analysis of
synonyms and homonyms. A subsequent analysis was based
on analyzing the frequency with which each theme appeared
in the primary studies.

After applying the five steps mentioned below, we were
able to obtain the final distribution of the quality attributes,
metrics, and operationalizations for each of the eight qual-
ity characteristics from the ISO/IEC 25010. Figure 5 shows
the structure of the refined taxonomy of metrics for cloud
services.

" Operationalizations |

Metrics /

8569 Attributes 147 j
37 y
261
301
| Performance efficiency W Reliability
% Security B Maintainability
# Functional Suitability B Portability
1 Usability B Compatibility

FIGURE 5. Refined taxonomy of metrics for cloud services.

The inner ring of the figure contains 235 different quality
attributes distributed among the quality characteristics; the
intermediate ring contains 406 unique metrics (from the ini-
tial set of 579 metrics that were originally retrieved), while the
external ring contains the 470 operationalizations (470 metric
operationalizations), which represent the different measure-
ment methods and functions that can be used to calculate
the metrics. Of these metrics, 156 measured internal quality
attributes, while the other 314 measured external quality
attributes of cloud services.

The results show that the quality characteristic with the
largest number of quality attributes, metrics, and operational-
izations is Performance Efficiency, with more than 50% of
the total number of metrics. This characteristic also contained
the greatest number of metrics that were eliminated and
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aggregated as a result of refining the taxonomy (e.g., various
synonymous metrics related to delay, latency, throughput, and
response time). A detailed discussion of this is presented
in the following subsections while answering the research
questions.

Table 9 shows the contribution of each primary study to
the quality characteristics of the ISO/IEC 25010 standard.
It also shows the number of papers that contribute to each
characteristic and the percentage with respect to the total
number of papers.

TABLE 9. Paper contribution to quality characteristics.

Quality Primary Studies # %
Characteristic Papers  Pap
ers
Performance S01, S02, S03, S04, S05, S06, 69 82
Efficiency S07, S08, S09, S10, S13, S14, %
S16, S17, S18, S19, S20, S21,
S23, 824, S25, S26, S27, S28,
S30, S31, S32, S33, S35, S36,
S37, S38, S40, S41, S42, S43,
S44, S45, S47, S48, S49, S50,
S51, S53, S54, S55, 856, S57,
S58, S61, S63, S64, S65, S66,
S67, S68, S69, S70, S71, S73,
S74, 875, 876, 877, S78, S79,
S80, S81, S82, S83.
Reliability S03, S07, S08, S09, S10, S12, 42 50
S13, S14, S15, S16, S21, S22, %
S23, S24, S26, S27, S28, S30,
S34, S36, S44, S45, S48, S49,
S50, S51, 852, S53, S58, S61,
S62, S65, S67, S69, S72, S75,
S78, S79, S81, S82, S83, S84.
Security S10, S21, 827, S29, S36, S39, 15 18
S48, S50, S58, S60, S65, S75, %
S79, S82, S83.
Functional S23, S24, S30, S44, S49, S53, 8 10
Suitability S65, S71. %
Maintainability S07, S21, S24, S44, S46, S53, 7 8%
S61, S65.
Portability S10, S24, S26, S36, S53, S59, 7 8%
S65.
Usability S07, S21, S24, S65, S82, S83. 6 7%
Compatibility  S24, S49, S53. 3 4%
Total of papers 84

The highest contribution is related to Performance Effi-
ciency, with 69 different papers, while the lowest is related
to Compatibility, with only three papers (note that some
studies contribute to more than one quality characteristic).
This is consistent with the total number of quality attributes,
metrics, and operationalizations retrieved as the result of data
collection.

Furthermore, Figure 6 shows how many quality character-
istics are addressed in each selected primary studies. Note that
47 primary studies have focused on a single quality character-
istic, none of the studies addressed all the quality character-
istics holistically, and only 7 primary studies addressed more
than half (i.e., 4) of the quality characteristics proposed by
the ISO/IEC 25010.
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FIGURE 6. Distribution of primary studies to quality characteristics.

Of the studies that addressed a single characteristic,
the top characteristic is Performance Efficiency, because
issues such as the service performance, capacity, and resource
utilization affect the initial perception of the service qual-
ity from the stakeholders’ point of view. Moreover, perfor-
mance efficiency is commonly used when defining SLAs
between providers and customers, and to monitor the service,
both of which are essential activities when adopting cloud
services.

The analysis also revealed that the combination of quality
characteristics that appears most frequently in the studies is
that of Performance Efficiency and Reliability, with 32 papers
(e.g., [3], [56], [57]).

Of the studies whose objective was to provide a holistic
approach with which to evaluate cloud services, we identified
only two that addressed seven out of the eight quality charac-
teristics from the ISO/IEC 25010 (i.e., Singh & Chana [47]
and Garg et al. [58]). Singh & Chana [47] proposed a QoS
metric-based resource provisioning technique. This tech-
nique uses 35 metrics that cover all the quality characteristics
(with the exception of Compatibility) to support the effi-
cient provisioning of resources. Garg et al. [58], meanwhile,
proposed the SMICloud framework in order to rank cloud
services. This framework uses 23 metrics that address all the
ISO/IEC 25010 quality characteristics (with the exception
of Security) used to measure the quality level of both cloud
services and cloud providers.

Figure 7 presents the taxonomy of QoS metrics for cloud
services. In the figure, the quality characteristics from the
ISO/IEC 25010 are broken down into quality attributes. These
quality attributes have associated the different QoS metric
operationalizations collected from the literature.

The results of this classification are available on the web-
site accompanying this paper (https.//bit.ly/taxonomyqoscs),
where the reader can study the different layers of this figure in
order to consider further details of the distribution of quality
attributes, metrics, and operationalizations for any of the
quality characteristics.

Table 10 provides a summary of the results obtained
for each criterion in order to answer the stated research
questions, which are further discussed in the following
subsections.
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1) QOS CHARACTERISTIC

Each metric was classified according to the ISO/IEC
25010 quality characteristics. We collected the name and
description of the metric, the name of the quality attribute
that was measured, and some additional information that
helped us understand the context in which the metric was
used.

a: PERFORMANCE EFFICIENCY

The results show a high concentration of metrics related to
Performance Efficiency, with 301 metric operationalizations.
This can be explained by the fact that one of the essential
characteristics of cloud services (i.e., measured service) states
that cloud systems should automatically control and opti-
mize the resources used by leveraging a metering capability
appropriate to the type of service (e.g., storage, processing,
bandwidth) [1].

This means that resource usage should be monitored, con-
trolled, and reported for both the provider and the consumer
of the service being utilized. It is, therefore, very important
to control the performance of cloud services and ensure an
appropriate response time for the customer.

An analysis of the metrics collected shows that most
of them (i.e., 135 metric operationalizations) measure time
behavior. This is owing to the fact that, in cloud comput-
ing, performance is expressed by the speed with which a
cloud service request is completed. That speed is usually
represented in terms of the amount of time required, from
sending a request until receiving the response (i.e., response
time), and the number of successful requests within a certain
time interval (i.e., throughput). Response time can be further
split into execution time, which represents the time required
to process a request on the server-side, and latency, which
represents the time required for the one-way delivery of a
message.

Examples of the metrics employed to measure time behav-
ior that we collected include response time in terms of the
time taken to execute a service request ( [57]-[60]) or in
terms of the execution time of a virtual machine belonging
to a cloud service [60], and latency in terms of the time that
elapses between a request and the corresponding response
([45], [47], [60D).

There are also a great number of metrics that measure
resource utilization (77 metric operationalizations), but most
of them are low-level metrics, which are, in most cases,
delivered by the monitoring tools provided by cloud plat-
forms. These metrics make it possible to measure the level
of resource usage (CPU, memory, disk) or the percentage
of currently occupied resources ( [32], [61]). Of these met-
rics, 27 were proposed for the purpose of measuring sus-
tainability in terms of energy consumption. For example,
in Dou et at. [62], the total energy consumption of a cloud
infrastructure is measured in terms of the energy consumption
of servers and the energy consumption required for commu-
nication between those servers.
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input output {I/0) performance, Effective arrival, Efficiency, Energy cost,
Energy efficiency. File transfer rate, Fineness of multiplexing(F), Host energy
consumption, [aaS energy efficiency, Impact energy (E), Impact power(P),
Initial buffering time (IBT), Mail action rate, Mean huffering duration (MBD),
Mean number of requests(g), Mean queue length (MQL), memory_usage,
memUsed, memUsedPercent, Node energy efficiency, Overall efficiency(eff),
Perfermance degradation due to migrations (PDM), Performance VM, PM

energy consumption, Power demand, Resource allocation, Resource
utilization, RunSpeed value, SaaS energy efficiency, Saving cost, Server
communication energy cansumption, Server energy consumption, Service
sustainability (E). Time utilization, Turnaround efficiency (TE), User self service
rate, Variability through relative standard deviation (RSD), VM
communication energy consumption, VM energy consumption, VM energy
efficiency, ¥M iddle energy consumption, VM migrations, VM run energy
consumption, Web access rate.

ROEPKB), Recovery point objective (RPO),
Recovery rate, Recovery time, Recovery time
objective (RTO), Repair rate of accidents
RReA), Settling time, System continuity.

Fault tolerance

Successrate  Maturity

Continuity; Recovery point objective (RPO);
Recovery time objective (RTQ); Data loss;
Database backup: Durahility; Packet loss;
Durability; Failure recovery; Mean time to
switchover; Resiliency

Performance efficiency o
Resource utilization

Actual turnarcund time, Average delay for a logical I/O request, Average
response time, Average setvice response time, blkio_io_bytes_read, blkio_io_
bytes_write, Buffer access latency (BAL), Completion mean time, Completion
standard deviation time (asynchronous task), Compute usage, Conference
start time, Content_cc, Correlation performance security, CPU utilization,
CReset, Data centre distance, Data centre location, Delay, Delay time, Delta,
Density app, Disk utilization, diskFree, diskUsed, Ending time(Te), Execution
cost, Execution time, Expected request completion time, Gaming response
time, Gap time(Tg), Instance mean starting time, Instance standard deviation
starting time, Internet accessibility, Interval time (Ti), Intra-coded block size,
Intra-coded macroblocks, IOPS, Java order rate, litter, Latency, Latency read,
Latency update, Location, Main loop iteration time (MLIT), Maximum response
time (Tmax), Mean response time (MRT), Mean waiting time, Memory
utilization, Motion difference feature, netBytesin, netBytesQut, netPacketsin,
netPacketsOut, Participant joining time, Percentile of response time,
Performance, Performance utility function, Performance-Cost normalization {
PCN), Persistence, Preparing time(Tp), Processing time, Productivity,
Promised turnaround time, Quality shifting frequency(QSF), Read latency, Re-
buffering frequency (RBF), Recommended service response time{RSRT),
Request count, Response mean time, Response mean time (synchronous
operation). Response standard deviation time (synchronous operation),
Response time, Response time efficiency, Response time failure, Round-trip
reaction delay (RTRD), Service local time, Service remote time, Service time,

Recoverahility

Reliability efficiency, Reliability importance,
Reliability of links, Reliability of processor, Reliability
state, Reliability utility function, Server reliability,
Service reliahility.

Average time to learn, Service learnability. Learnability
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FIGURE 7. Taxonomy of QoS metrics for cloud services.
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TABLE 10. Results according to data extraction criteria.

Research Possible Results
Subquestions Options #Oper.  Percentage
RQ 1. QoS characteristic
Performance Efficiency 301 64%
Reliability 85 18%
Security 27 6%
Maintainability 19 4%
Functional Suitability 15 3%
Portability 10 2%
Usability 9 2%
Compatibility 4 1%
RQ 2. Metric type
Base 108 23%
Derived 347 74%
Indicator 15 3%
RQ 3. Tool Support
Manual 402 85%
Automated 70 15%
RQ 4. Measurement result
Qualitative 12 2,6%
Quantitative 455 96,8%
Hybrid 3 0,6%
RQ 5. Cloud lifecycle phase
Requirements 53 8%
Acquisition 174 26%
Development 58 9%
Integration 8 1%
Operation 373 56%
Retirement 8 1%
RQ 6. Measured cloud artifact
Cloud service specification 12 2%
Cloud architecture 58 11%
Cloud service 464 87%
RQ 7. Service type
SaaS 210 35%
PaaS 82 14%
TaaS 304 51%
RQ 8. Stakeholder’s viewpoint
Provider 374 45%
Consumer 283 34%
Broker 46 6%
Developer 57 7%
End-user 69 8%
RQ 9. Validation procedure
. Axiomatic approach 0 0%
Th@reﬁ ical Measuremer?tpTheory - 0 0%
validation
based approach
Empirical Controlled Experiment 39 8%
validation Case Study 8 2%
Survey 0 0%
o No Validation 188 39%
No validation  proof of concept 254 52%

OPER = Operationalizations

We also found 56 metrics that measure capacity. Capacity
is the degree to which the maximum limits of a resource of a
cloud service (e.g., storage, networking) satisfy the expected
requirements. For example, Souza et al. [59] propose several
metrics with which to measure server capacity, storage device
capacity and network capacity.

This characteristic also includes several quality attributes
and metrics related to elasticity (29 metric operationaliza-
tions) and scalability (11 metric operationalizations), which
are essential factors that affect the quality of cloud ser-
vices. Scalability and efficiency are associated with elasticity,
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but their meaning is different from elasticity, while they are,
in some cases, used interchangeably.

NIST SP 800-145 defines rapid elasticity as capabilities
that are rapidly and elastically provisioned and released,
in some cases automatically [1]. Herb et al. [63] define it
as the ability to adapt the change in workload by automat-
ically adding or removing resources. Finally, in this work,
we adopt the definition proposed by Al-Dhuraibi [12], which
defines elasticity on top of scalability. The authors consider
elasticity to be an automation of the concept of scalability
(auto-scaling); however, it has the objective of optimizing
the resources as best and as quickly as possible at a given
time. In this study, scalability is defined as the ability of
the cloud service to sustain increasing workloads by making
use of additional resources and is time-independent, whereas
efficiency describes how the cloud resources can be used
efficiently as they increase or decrease in scale [12].

Scalability additionally sustains the essential character-
istic resource pooling of cloud computing, during which
providers’ computer resources are pooled in order to serve
multiple consumers using the multi-tenant model [1]. Its mea-
surement is based on three basic methods (i.e., replication,
resizing, and migration [61]), which are supported by the
metrics collected. Replication employs horizontal scalabil-
ity to add or remove instances of resources (e.g., virtual
machines, Kubernetes). Resizing uses vertical scalability to
increase or decrease computing resources (e.g., RAM size,
CPU cores). For example, Souza et al. [59] proposed that the
metric number of virtual servers in the resource pool should
be used to measure horizontal server scalability and that the
metrics RAM size and number of CPUs should be used to
measure the vertical scalability of servers. Migrations transfer
resources (e.g., containers, virtual machines) from one server
to another.

Efficiency, meanwhile, reflects how well cloud resources
are utilized as they scale up or down. It could be mea-
sured in terms of time scaling resources and the amount of
resources in relation to the cost of optimization. For example,
Hu et al. [61] used time scaling to measure scaling up and
down by using average delay time at scaling up and down.
A consumer can, therefore, measure the delay it takes to
provision and de-provision a given resource. These authors
also measured the cost of scaling as the average cost of scaling
up or down using the renting price per use of the virtual
machine. This signifies that the higher the elasticity results,
the greater the efficiency.

We also found several metrics that are used to con-
trol the three provisioning states: over-provisioning, under-
provisioning, and just-in-need. The over-provisioning state
leads to extra and unnecessary costs when renting cloud
resources. Underprovisioning takes place when the resources
provided are smaller than the resources required, which
may lead to performance degradation and a violation of
SLA clauses. For instance, Hu et al. [61] defined over-
provisioning as the average number of over-provisioning
resources and under-provisioning as the average number of
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under-provisioning resources. In both cases, the SLA and
QoS are not optimal. Finally, just-in-need denotes a balanced
resource close to the real demand, signifying that the work-
load is handled and QoS is assured.

b: RELIABILITY

This was the second QoS characteristic with the highest
number of metrics (85 metric operationalizations), which
accounted for 18% of the metrics). Reliability has always
been a major concern in distributed systems. Providing highly
available and reliable services in cloud computing is essential
as regards maintaining customer trust and satisfaction and
preventing revenue losses. However, assuring reliability in
cloud environments is challenging. A cloud service may con-
sist of hundreds of microservices, each running in its own dis-
tributed cluster and containing its own multiple dependencies,
thus increasing the number of individual components that can
fail. In addition, various types of failures are interleaved in
the cloud computing environment, such as overflow failure,
timeout failure, resource missing failure, network failure,
hardware failure, software failure, and database failure. This
may explain the large number of metrics with which to eval-
uate reliability that are proposed in the literature.

Of all the quality attributes considered, the most important
as regards measuring reliability are availability, recoverabil-
ity, fault tolerance, and service reliability. All these attributes
are critical to ensure the continuity of the cloud service.

An analysis of the metrics collected shows that most of
them (i.e., 34 metric operationalizations) measure availabil-
ity. Availability is the ability of a cloud service to be opera-
tional and accessible when it is required for use. Consumers
value a highly available service, and it must be part of
the SLA negotiation with the cloud providers. For exam-
ple, Zheng et al. [48] propose employing the AVAL metric
to measure availability as the uptime percentage of a cloud
service during a time interval, where higher uptime rep-
resents fewer interruptions. In Garg et al. [58], availabil-
ity is measured in terms of service accessibility using the
ratio between unavailable time over the total service time.
In Rizvi et al. [57], availability is measured in terms of the
functional state of the service in an interval of time using
uptime (service accessibility) and downtime (service under
repair).

There are also a good number of metrics that measure
different attributes related to recoverability (25 metric oper-
ationalizations). Recoverability is the degree to which, in the
event of an interruption or a failure, a cloud service can
recover the data directly affected and re-establish the desired
state of the system. This is an important factor for cloud
consumers, as any loss of data could be devastating for the
business. Examples of metrics include the coverage of failure
recovery, which is measured as the ratio of failures remedied
over the total of failures [3], durability, which is measured
as the probability of data loss [57], and robustness, which is
measured as the probability of service being affected by the
failure of a cloud component [60].
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In particular, the robustness of an laaS service can be
measured by the number of VMs affected by a host failure,
i.e., maximizing robustness means minimizing the number of
VMs affected [60]. Similarly, the robustness of multi-cloud or
multi-tenant services can be measured by the number of cloud
services or the number of tenants affected by a service failure.
However, none of the collected metrics address robustness in
these scenarios.

We also found 12 metrics that measure fault tolerance.
This is the capability of the cloud service to remain reachable
and working when anomalies occur [60]. Anomalies can
occur as a result of errors in the physical machine, network,
or software. Examples of metrics include traditional metrics
used to measure fault tolerance in software systems, such as
mean time between failures (MTBF), which is measured as
the time between consecutive service failures, mean time to
failure (MTTF), mean time to repair (MTTR), and coverage
of fault tolerance (CFT).

There is one metric that measures maturity. Maturity is
the degree to which a cloud service meets required needs for
reliability under normal operation. A service is reliable when
it performs specific functions under specified conditions for
a specified period of time [5]. These metric operationaliza-
tions include the success rate, which measures the successful
completion of the accepted job by the cloud service [50].

Finally, several primary studies proposed service reliability
as an indicator that combines other quality attributes related
to reliability (e.g., availability, fault tolerance, functional cor-
rectness, and recoverability). The purpose of these 13 metric
operationalizations is to ensure the continuous operation
of the cloud service without failures. All the indicators
employed the typical Weighted-Sum method. For example,
Lee et al. [3] weighted the fault tolerance, failure recovery,
and functional correctness in order to obtain a measure of
reliability, while Zheng et al. [48] weighted the storage cloud
free state of failures (hardware failures, software faults, and
network outages) to provide a measure of service reliability.
The decision criteria of both approaches establish that the
higher the result, the greater the reliability. This combination
of measures allows a different weighting of stakeholder con-
cerns, which may also differ as regards priority setting.

¢: SECURITY

This characteristic accounted for 27 metric operationaliza-
tions, which represents only 6% of the total number of
metrics. Aspects of cloud security include application-level
security, tenant-on-tenant security where different tenants
share a common infrastructure, provider-on-tenant security,
information security and security requirements conformance
(i.e., authentication, authorization, confidentiality, identity
management, integrity, audit, security monitoring, incident
response, and security policy management) [64]. This is,
therefore, one of the main concerns when adopting cloud
services and is mainly related to the security conformance
and trustworthiness of the cloud infrastructure when running
the customers’ applications and storing their data in the cloud.
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We are consequently of the opinion that the number of metrics
with which to address these concerns that we have retrieved
from literature is low.

Some of the quality attributes that were considered most
important by the authors of the selected primary studies
are integrity, confidentiality, accountability, authenticity, and
privacy. All these attributes are critical as regards ensuring the
security of cloud services and the privacy of data stored in the
cloud. Some authors also used service security as an indicator
that integrates other security base or derived metrics.

Upon analyzing the metrics collected, it will be noted that
most of them (i.e., 8 metric operationalizations) measure
integrity. Integrity is the ability to prevent the unauthorized
access to, or modification of, applications or data. This is
an important quality attribute when adopting cloud solu-
tions (i.e., moving business data to the cloud) and should
be checked at the data level and the computation level. For
example, Singh & Chana [47] measured the integrity of a
system by using the probability of a threat attack and the
probability of repelling an attack in a given time. In contrast,
Manuel [50] measured data integrity as a guarantee of data
preservation and by checking whether resources store data
correctly.

We found 6 metrics that measure attributes related to con-
fidentiality. Confidentiality is the ability to ensure that data
are accessible only to those who are authorized to do so.
This is important because many virtual machines in cloud
environments can co-exist on the same physical machine and
may adopt different security protection mechanisms. Exam-
ples of metrics include the number of fake alarms monitored
and the number of ineffectual service responses to the issues
identified by the security as control weaknesses of the cloud
service [47].

We also found 2 metrics that measure accountability,
which is the ability to trace the actions of the cloud service.
In cloud environments, the controls employed to audit and
monitor security are essential owing to their intrinsic shar-
ing principle. Examples of these metrics include the safety
hazards proactively identified and dangerous data resources
residing on solutions [47]. Furthermore, the rapid evolution of
the cloud and the integration of new technologies (e.g., Inter-
net of Things), make the existence of new metrics that allow
improvements to be made to the transparency of the service
operation even more important.

We also found 2 metrics that measure attributes related to
authenticity (i.e., the ability to identify a subject or resource
and prove that it is what it claims to be). This is critical
in cloud environments in order to address access control
to resources (i.e., infrastructure, applications, data), because
they are usually shared and distributed. Examples of these
metrics include authenticity in order to determine whether
users have the privilege to employ that cloud service and
access control to indicate the users’ access state [65].

Some primary studies proposed service security as an indi-
cator that aggregates other metrics related to security (e.g.,
integrity, privacy, availability, authenticity). The purpose of
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these nine metric operationalizations is to ensure the satisfac-
tion of security requirements. For example, Zheng et al. [48]
used SECY as a cumulative distribution function until the
first security breach occurs. This is the guarantee that cloud
services are free from viruses, intrusions, spyware, attacks
and other security vulnerabilities that could put them at risk.

The implications of properly managing data privacy
directly impact on the reputation and credibility of cloud
providers that comply with laws and regulations (e.g., data
protection). This establishes security as one of the most rele-
vant challenges when adopting cloud services. More metrics
are, therefore, required to address the whole information
security lifecycle and control the usage of sensitive data.
Security should also be assessed throughout the cloud life-
cycle in order to ensure security requirements from the initial
design and architecture of cloud services.

There are yet other challenges related to data security
and privacy in cloud environments, in which broad network
access [1] is one of the essential features. This promotes
access to the cloud from different locations and with different
devices (e.g., mobile phones, workstations), which increases
the issues that it is necessary to consider when ensuring
security. Protecting and controlling access to data, therefore,
becomes a real technical challenge that requires more metrics
and tools to support it.

Another challenge is related to ensuring security in multi-
cloud environments (i.e., a cloud approach composed of more
than one cloud service, provided by more than one public or
private provider), in which the overall security level of the
service will be an aggregation of the security properties of
the linked services. There is a particular need for metrics that
measure accountability in multi-cloud environments so as to
allow a full verification of both physical and virtual resources.

d: MAINTAINABILITY

This characteristic accounted for 19 metric operationaliza-
tions, which represent only 4% of the total metrics. This does
not appear to be enough when considering that the majority
of the cost of software (including the cost of cloud services)
is derived not from its initial development, but rather from its
continuous maintenance. Several different people will have to
make changes to the cloud service over time, both to maintain
its current behavior or to adapt/evolve the service to cope
with new requirements, and they should be able to make these
changes effectively and efficiently, and have a mechanism
with which to check this.

Some of the quality attributes considered most relevant
(by the authors of the primary studies) as regards measuring
maintainability are modifiability, reusability, modularity.

An analysis of the metrics collected shows that most of
them (i.e., 8 metric operationalizations) measure reusability.
Reusability is the degree to which an asset can be used in
more than one cloud service or to build other assets. In cloud
environments, an asset can be a component or an artifact
of the cloud service. Some examples of assets are cloud
technologies such as virtual machines at the IaaS level or
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containers and microservices at the SaaS level. Cloud services
are also developed using methodologies such as Agile and
DevOps, in which reuse is a key factor.

Examples of the reusability metrics for SaaS include:
i) coverage of variability, which measures how many of the
variation points included in the domain are actually realized
in the cloud service, and ii) functional commonality, which
measures an average amount of the commonality of each
functional feature defined in a target service [3], [33]. We also
found other indicators with which to measure reusability
that combine different metrics (i.e., functional commonal-
ity (FC), non-functional commonality (NFC) and coverage of
variability (CV) [3]). All these indicators use the Weighted-
Sum-based method as a measurement function.

There are also metrics that measure attributes related to
modifiability (i.e., 7 metric operationalizations). Modifiabil-
ity is the ability to modify a cloud service effectively and
efficiently without introducing defects or degrading the ser-
vice quality. These metrics can be applied to cloud artifacts
obtained in different lifecycle phases (e.g., design, document,
test cases) that implement a particular change. Examples of
these metrics include flexible force, which measures the
ease or difficulty with which a service can be changed as a
response to a customer request [47], and rating the ability to
add or remove predefined features from a service in order to
accommodate users’ preferences [34].

We also found one metric that measures analyzability,
i.e., the number of defects per cloud service [47]. Analyz-
ability is the ability to assess the impact that changes in one
or more of its resources have on a cloud service or to diagnose
deficiencies or causes of failure.

We found one metric with which to measure modularity,
i.e., the ratio of the number of elements without external
dependencies [33]. Modularity is the degree to which a cloud
service can be composed of components, in such a way that
changes in one component have a minimal impact on other
components.

Finally, there is one metric related to maintainability itself,
i.e., maintenance cost, which calculates the amount of capac-
ity that each edge/node needs in order to be restored and
cannot exceed the budget [66].

The high degree of granularity (several components)
of cloud services and their increasing rate of delivery of
short-time releases (daily or several per day) signify that the
metrics found in literature are insufficient to help establish an
adequate control over the maintainability of cloud services.

e: FUNCTIONAL SUITABILITY

This characteristic accounted for 15 metric operationaliza-
tions, which represents only 3% of the total number of
metrics. Functional suitability is the degree to which the
functions do or do not carry out the basic functions. It focuses
particularly on three types of functional suitability [5]:
i) functional completeness, which is the degree to which the
set of functions covers all the specified tasks and user objec-
tives; ii) functional correctness, which is the degree to which
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a cloud service provides the correct results with the degree of
precision required, and iii) functional appropriateness, which
is the degree to which the service functions facilitate the
accomplishment of specified tasks and objectives.

The common issues related to functional completeness and
correctness are mainly incorrect and ineffective data retrieval
or ineffective data edits that may originate inadequate results.
The issues associated with functional appropriateness are
related to services that are not sufficiently flexible to meet
business requirements or service level objectives. The rele-
vance is owing to stakeholders’ needs, which are specified in
SLAs and must be fulfilled by the cloud service.

Our results indicated that the quality attributes that are
considered most important as regards measuring functional
suitability are: correctness, suitability, appropriateness, and
completeness.

Upon analyzing the metrics collected, it will be noted that
most of them (i.e., 12 metric operationalizations) measure

functional correctness. Examples of metrics used to measure

correctness include the accuracy of service at the TaaS level,
which is measured by Garg et al. [58] as the frequency of fail-
ure to fulfill the promised SLA in terms of computing units,
network, and storage. In contrast, the accuracy of service at
the SaaS level is measured by Nadanam & Rajmohan [33] as
the degree to which a response to a user’s request is correct,
and by Singh and Chana [47] as the ratio between the cloud
service that is expected and that which is observed.

Finally, we found one metric for each of the following
attributes: suitability, functional appropriateness, and func-
tional completeness. These metrics: are the suitability of non-
essential features, which measures whether the degree of a
customer’s requirements are met by the cloud provider [58];
pertinence value, which measures the service unit value
expected by a user and the service unit value sent back to that
user [60], and completeness, which measures the total exist-
ing cloud services over the total requested cloud services [47].

f: PORTABILITY

This characteristic accounted for 10 metric operationaliza-
tions, which represent only 2% of the total number of metrics.
In the context of cloud computing, portability concerns the
customers’ ability to move and suitably adapt their appli-
cations and data between their own systems and cloud ser-
vices, and between the cloud services of different cloud
service providers and potentially different cloud deployment
models [67]. It is one of the most questioned characteristics
owing to the high degree of dependence on the provider, and
the challenge here is, therefore, to solve problems regarding
the movement of data or services between cloud providers.
Portability is significant in cloud computing since customers
are interested in avoiding lock-in when they choose to use
cloud services.

We found 6 metrics related to installability. Installabil-
ity has a different meaning in cloud computing. As a pay-
per-use model it expresses the effort required to get a cloud
service deployed or ready for use. It can thus be defined
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as the degree to which a service can be migrated (ported)
from a source system to a target system, or an application
from one cloud provider to another one, or between a cloud
service consumer’s system and a cloud service. As examples,
Baranwal & Vidyarthi [35] proposed application-dependent
metrics with which to measure the degree to which the
cloud service is portable to other platforms and did this by
employing platform support, a virtualization measure, and
operating system support. This is useful as regards identifying
application installability and may differ between applications
deployed in the cloud.

We also found 4 metrics related to adaptability. Adapt-
ability is the degree to which a cloud service can effectively
and efficiently be adapted to different or evolving hardware,
software, or other operational or usage environments. Note
that adaptability is different from installability (porting) as the
former represents the ability to adjust or change the service
based on customer’s request or technology changes. As an
example, Nadanam & Rajmohan [33] measured adaptabil-
ity in terms of coverage of variability and completeness of
variant set in order to determine the effectiveness of adapt-
ing services to the use of each service-based application.
Garg et al. [58] measured it as the time taken to adapt the
cloud service to changes or upgrading it to a higher level.

The essential requirements for consumers are customized
solutions and independence from the provider. However,
the cost of customization is often tied to proprietary solutions
in public cloud environments, which limits access to services
among multiple providers. Moving or migrating data or ser-
vices from one provider to another is, therefore, a challenge.

The lack of portability among cloud providers is a relevant
aspect that highlights the dependence on providers, thus mak-
ing cloud consumers vulnerable to price limitations and the
quality of service provided by the specific cloud platform.

g: USABILITY

This characteristic accounted for 9 metric operationaliza-
tions, which represents only 2% of the total number of
metrics. This is an important factor, which is employed to
measure the simplicity of using a cloud service and its rapid
adoption. According to Stanton ef al. [68], end users may
customize several attributes of a cloud solution for the whole
organization. For example, cloud services should be acces-
sible to customers with a variety of needs (accessibility),
should allow consumers to change their user interface to suit
their needs (customization) and should ensure ease of use by
implementing multiple identity access, such that consumers
are not aware of the number of authentication/authorization
steps they have to go through to access their applications in
the cloud (identify management). Customers should, mean-
while, have a sense of control over the functionality of the
cloud service (control) and should have ownership over the
data they store in the cloud services they use (data ownership).
This characteristic additionally comprises other attributes
such as learnability, which represents the effort required to
learn how to use a cloud service, and user error protection,
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which represents the degree to which a cloud service protects
users against making errors.

Despite the relevance of usability in cloud environments,
our results show that very few metrics have been defined
and used to measure certain usability attributes (i.e., oper-
ability, learnability, and understandability). We found two
metric operationalizations for each of these attributes. For
example, Garg et al. [58] measured the average time taken
by previous users to operate, learn, and understand a cloud
service. Singh & Chana [47], meanwhile, measured the ratio
of successful operations and the time taken to learn the cloud
service. Finally, Nadanam & Rajmohan [33] measured the
understandability of service as the ratio of the amount of
fields, which has unacceptable readability to the total number
of fields.

We found one metric that measures user interface aes-
thetics, i.e., USAB-CQ, which measures how easy, efficient
and enjoyable it is to use the interface to a cloud service,
or assesses the ease of invocation when the cloud service
functionality is shown in the form of APIs [48]. User inter-
face aesthetics is the degree to which a cloud service interface
provides a pleasing and satisfying interaction to the user.

However, our main concern is that usability was generally
measured subjectively by employing qualitative measures.
For example, Ezenwoke et al. [34] measured it as the ease
with which a cloud service can be used, learned, operated,
installed, and understood by the user. Moreover, the current
measurement efforts are not focused on users; the metrics
are, in most cases, subjective and based on estimates of past
user experiences. More research is, therefore, needed in order
to engage users and consider them as a critical factor in the
success of a cloud service.

h: COMPATIBILITY

Compatibility accounted for only 4 metric operationaliza-
tions, which represent 1% of the total number of metrics.
In cloud computing, there is an intrinsic need for cloud
services to exchange and interact with other services, inde-
pendently of the provider. The challenge here concerns het-
erogeneous cloud-based infrastructure services (multi-cloud)
and application integration from multiproviders and domains.
These issues become more challenging to manage as systems
grow more complex and interconnected.

An analysis of the metrics collected shows that 3 of them
measure interoperability. The ISO/IEC 17788 [37] defines
interoperability as the ability of two or more systems or
applications to exchange information and mutually use the
information that has been exchanged. In cloud computing,
there are basically two scenarios of interoperability: i) the
ability of an application running in a consumer system to
exchange information with a cloud service and use the infor-
mation from it; and ii) the ability of a cloud service to work
with other cloud services. The interoperability between the
two cloud services is currently becoming more important.
For example, Garg et al. [58] measure it as the ratio between
platforms provided by the provider and platforms required
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by the users, while Nadanam & Rajmohan [33], measure
interoperability as the level of efficient interactions between
the cloud service and its dependent services.

However, we observed a lack of metrics with which to
measure co-existence, which is the ability of a cloud service
to perform its required functions while sharing a common
environment and resources with other cloud services. As an
example, Nadanam & Rajmohan [33] proposed composabil-
ity as an indicator that employed a weighted sum of ser-
vice modularity and service interoperability. Its purpose is to
ensure that the service is adaptable to any cloud environment
by incorporating other services that can be more easily and
efficaciously customized to service users’ specific needs.

There is also a lack of metrics that can be used to support
the processes of cloud migration, the composition of new
services from multiple services, or multi-cloud management
in which mechanisms that check and ensure the compati-
bility of applications and cloud services are required. The
benefits of interoperability include lower costs of integra-
tion and increasing the value of cloud services by offering
new functionality, which is provided by composing cloud
services [69]. There is, therefore, a need for further research
into a cloud service compatibility evaluation.

2) METRIC TYPE

The results show that there are 108 Base metric operational-
izations (accounting for 23% of the total number of metrics).
When performing the thematic analysis, we found 43 dupli-
cated base metrics that were merged. We also collected the
method employed to measure each base metric. Most of
these metric operationalizations were defined in order to
measure the capacity of resources (physical or virtualized)
and networking. Examples include metrics with which to
measure the capacity of CPU (e.g., CPU frequency [59]),
memory (e.g., RAM size [56]), network (e.g., jitter [59],
bandwidth [61]), virtual machines (e.g., number of CPU cores
assigned [59]) and storage (e.g., disk used [45]). These met-
rics are commonly used to measure elasticity and scalability
attributes.

Derived metric operationalizations accounted for 74% of
the total number of metrics. These are high-level measures
that contain a measurement function that shows how base or
derived metrics can be combined or aggregated. An example
of metric aggregation is cloud service capacity, which is
measured by Baranwal & Vidyarthi as an aggregation of
the capacity of the different service components, i.e., CPU,
memory, and storage [56].

Indicators accounted for 3% of the total number of met-
rics. These are also high-level measures that use an analysis
model and could estimate or predict another measure. For
example, Lee et al. [3], measured service efficiency by using
a weighted sum of time behavior and resource utilization,
whereas Lim & Thiran [70] measured efficiency using a
weighted sum of availability, reliability, and response time.
The use of weighted ponderations allows stakeholders to
express their main concerns when evaluating cloud services.
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3) TOOL SUPPORT

Our results show that only 70 metric operationalizations
(15%) are supported by a tool that assists stakeholders to
perform the measurement process. These tools are mostly
commercial monitoring tools that have principally been used
to calculate the performance measures of physical and virtu-
alized resources. As an example, Baranwal & Vidyarthi used
the CLOUDSLEUTH’ tool as a near real-time visualization
tool with which to calculate the availability and response time
of different service providers [56].

We also observed a common use of benchmarking tools
to test the workload capabilities of cloud platforms. Several
tools have been developed by industry (e.g., YCSB, TPC-W),
academia (e.g., BenchCouds, CloudSuite), or other areas for
specific purposes, such as HiBench for Hadoop applications,
which analyzes big data. For example, Hwang et al. [45] use
five benchmarking tools (i.e., YCSB, CloudSuite, HiBench,
BenchClouds, and TPC-W) to carry out controlled experi-
ments in order to evaluate the performance on a hybrid cloud.

The outcomes of benchmarking tools can be used as
evidence to perform cloud service modifications or adap-
tations according to the parameters reported in each tool
(e.g., the operations tested, the configuration of instances or
VM, the size of the instances). The results can, therefore,
be connected to the tools or cloud platform (e.g., Amazon
EC2, Rackspace) selected and, consequently, affect the repro-
duction of metric calculations or the consistent comparisons
between outcomes. Other uses of benchmarking tools in
primary studies are frameworks for cloud service provider
selection, cloud service provider ranking, and price ranking.

Our results show that most of the metric operationaliza-
tions (i.e., 402, which accounts for 85% of the metrics) are not
supported by tools. This means that the measurement process
is performed manually. However, this result should be viewed
with caution because most of the primary studies did not
explicitly mention the instrument or framework used to obtain
the value of the metric, so they were classified as manual.
In addition, it is well known that most cloud service providers
offer functions, APIs or applications with which to monitor
cloud resources (e.g., CloudWatch provided by Amazon or
AzureWatch provided by Microsoft Azure). Nevertheless, our
study reflects how the metrics have been calculated in the
selected primary studies.

The low automation level of the collected metrics could
be also explained by the fact that many of those metrics
are theoretical, use complex algorithms or require external
or accumulative data that cannot be easily/effectively imple-
mented. By theoretical metrics, we refer to those metrics
that use abstract concepts in their measurement functions,
so these concepts should be redefined in terms of specific
cloud artifacts and platforms.

4) MEASUREMENT RESULT

With regard to the measurement results, almost all the metrics
provide quantitative results (455 metrics, which accounts for
96.8% of the metrics). This is coherent, considering that
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Performance Efficiency and Reliability were found to be
the quality characteristics with the highest number of metric
operationalizations. In cloud environments, these are critical
factors that need quantitative measures that will allow cloud
service providers and customers to monitor and control them.
Examples are response time [56], [59] and response time
efficiency [70], whose measurement results are quantitative
and provided in units of time (e.g., seconds, milliseconds).
Furthermore, the measurement results of metrics such as
the number of monitored processes and the number of TCP
connections [61] are also quantitative, but their results are
provided in absolute values.

Only 12 metric operationalizations (2.6% of the metrics)
present qualitative results. Qualitative metrics are mainly
used to measure accountability, agility, and cost when
comparing different cloud services. Examples of attributes
that use qualitative results are continuity, which uses an
ordinal scale to qualify the mechanism for emergency
preparedness [49].

Finally, only 3 metric operationalizations (0.6%) provided
a hybrid measurement result (i.e., SLA/Security, suitability,
and data center location). The objective of SLA/Security is
to assess the compliance with SLAs by measuring security,
privacy, or copyright regulation [45] attributes. Suitability is
the degree to which the cloud service provider meets cus-
tomer requirements and can be used to quantify essential
and non-essential features. The essential features are quan-
tified by rating essential requirement satisfaction as one if
all features are satisfied, and as zero otherwise. In contrast,
non-essential features are quantified as a ratio between the
non-essential features provided and the non-essential features
required [58]. Finally, the data center location uses the num-
ber of data centers and the distance between them, signifying
that the provider with the minimum distance is ranked first,
and so on [35].

Overall, we believe that the high number of quantitative
metrics is very positive as this facilitates the evaluation of a
number of quality attributes in an objective manner and the
use of these measurement results to support the continuous
adaptation and evolution of cloud services in order to sat-
isfy the stakeholders’ needs. However, we observed a lack
of threshold-based mechanisms to assist the stakeholders in
the interpretation of the measurement results. Establishing
suitable thresholds for cloud service metrics (i.e., to measure
elasticity) is not an easy task. For instance, the workload
or application behavior changes, which makes the accuracy
of the metric results subjective and prone to uncertainty.
There is, therefore, a need for new threshold-based mech-
anisms that will take the specific characteristics of cloud
services into account.

5) CLOUD LIFECYCLE PHASES

Our results show that most metrics are applied in the Oper-
ation phase (373 metric operationalizations, which accounts
for 56% of the metrics). This indicates that these metrics are
mostly being measured during the actual use of the service
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(e.g., during the cloud service monitoring at runtime). Moni-
toring is a key component of continuous service improvement
from the provider’s perspective, and the measurement results
are normally exported to the cloud portal to allow the cus-
tomers to see how their services are performing. Some exam-
ples are metrics such as read and write speed on disk, active
and inactive connections, CPU, and memory use, whose
objective is to inform stakeholders about the provisioning
status of their resources [61].

The lifecycle phase with the second highest number of
metrics was Acquisition, with 174 metric operationalizations,
which corresponds to 26% of the total. This phase is crucial as
regards establishing an SLA between the cloud customer and
the cloud service provider. In this phase, a prospective cus-
tomer can use service offerings published by the cloud service
provider to check whether the service meets her/his require-
ments in terms of, for example, security, personal data protec-
tion, performance, etc., and to see how one offers comparing
with another on the market. For example, Rizvi et al. [71]
proposed the security index in order to describe the level of
security accomplished by cloud providers. This means that
consumers do or do not decide to adopt cloud services and
require metrics to support their decision-making process.

Most of the metrics in this phase were, therefore, used to
evaluate offerings or check the performance of cloud service
providers. For example, Abdeladim et al. [72] made use of
under-provisioning, over-provisioning, and scalability cover-
age metrics to estimate the demand for resources (e.g., CPU,
memory, space and hard disk performance) in the Acquisition
phase.

Although we found a great number of metric operational-
izations, few of them can be applied to the Requirements
(53 operationalizations, corresponding to 8%), Development
(58 operationalizations, corresponding to 9%), and Integra-
tion phases (8 operationalizations, corresponding to 1%).
The quality assessment in these phases of the cloud service
lifecycle is equally important, as it is widely accepted that
a good design improves the service that will be delivered
and decreases defects. However, our results indicate that most
of the evaluation effort is focused on the later phases of the
service lifecycle.

Finally, despite the relevance of the Retirement phase,
which deals with service contract termination or replacement
of service issues, we found a limited number of metrics
that can be applied in this phase (8 metrics, which accounts
for 1% of the metrics). These metrics are mainly related
to support (e.g., platforms, operating systems, virtualization,
and software tooling) and interoperability (e.g., platforms and
resources). The limited number of metrics may be explained
by the fact that this phase deals with legislation compliance
(data protection) and these issues can be difficult to control
by means of metrics. This fact denotes that the duties of
providers in the custody of their customer information does
not end at the time of contractual closure or when the provider
is replaced. Therefore, the provider remains accountable for
compliance with local legislation. However, we believe that
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some issues related to service termination and data protection
could be controlled by means of metrics. With regard to ser-
vice termination, there is a need for metrics to evaluate issues
related to vendor lock-in or the portability and compatibility
of application deployment when transferring the service to
other platforms. With regard to data protection, there is a need
for metrics to control issues related to the transfer, custody,
and secure disposal of data in order to avoid unwanted copies
of data, and metrics to control the frequency of the data
backups.

It should be noted that some metrics can be applied to
more than one phase of the service lifecycle. This occurs,
for example, in multi-tenant contexts that are widely used
by SaaS applications, in which many tenants share a single
software instance, and the metric number of tenants can be
applied during the Requirements, Acquisition, and Operation
phases. In the requirements phase, it is used to establish the
expected quota, while in the acquisition phase, it is used
to guarantee the quota; finally, in the operation phase, it is
used to evaluate the compliance with the quota. Moreover,
as the number of tenants has an impact on the scalability and
elasticity of the service, it should also be part of the SLA [44].

6) CLOUD ARTIFACT MEASURED

The results show that most metrics (464 metric operational-
izations, which accounts for 87% of the total number of
metrics) evaluate the actual cloud service. For example,
Lee et al. [3] used the Coverage of Failure Recovery (CFR)
and Coverage of Fault Tolerance (CFT) metrics to assess the
reliability of the running cloud service. This concentration of
metrics to evaluate the cloud service is consistent because the
studies have focused on the operational phase of the service.
11% of the proposed metrics were applied to the Cloud Ser-
vice Architecture, such as the metric number of replicas for
TaaS proposed by Souza et al. [59]. In general, we observed a
reduced number of metrics that can be used to evaluate cloud
architectures and help architects build cloud solutions. Barely
2% was applied to cloud service specification (e.g., the busi-
ness emergency plan [49]). The findings suggest that there is
aneed for metrics to be applied in the early stages of the cloud
service lifecycle (service specification and architecture) and
that future work is required in order to address these lacks.

7) SERVICE TYPE

The results suggest that most metric operationalizations were
applied to the IaaS and SaaS service models (51% and 35%,
respectively). In SaaS, applications are provided to con-
sumers, and providers are responsible for service deployment,
configuration, and maintenance. The functional commonal-
ity, non-functional commonality, coverage of variability and
reusability metrics were proposed by Lee et al. [3] and make
it possible to discover the degree of reusability of the appli-
cation. With regard to IaaS, some representative examples
might be metrics such as the number of TCP connections,
the bandwidth of the in and out flow, memory and disk usage,
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which provide a reading status of the capacity of the servers
and also apply to virtual machines [61].

Finally, the metrics for PaaS accounted for 14% of the
total. In the case of providing application development envi-
ronments, the concern is the programming capacity or the
effective use of software development kits (SDKs). Some
examples of these metrics are testing time, user self-service
rate and the computing capacity of the resource [47]. It is
important to note that some metrics can be applied to more
than one type of service. Examples of this are: the scal-
ability expressed as the dynamic interval of auto-scaling
resources with workload variation; the performance effi-
ciency expressed as the speedup by the speed gain using
multiple processing nodes, and the elasticity expressed as the
minimum time to change from an under-provisioned state to
a provisioned one in which the available resources match as
closely as possible to existing demand [45].

8) STAKEHOLDER'S VIEWPOINT
As expected, the results show that most of the metrics were
used to assist cloud service Providers and Consumers, with
374 metric operationalizations (45%) and 283 metric oper-
ationalizations (34%), respectively. Note that a metric may
assist more than one stakeholder.

A cloud provider undertakes different tasks for the pro-
vision of cloud services at different levels (SaaS, PaaS, and
IaaS). For example, at the IaaS level, the provider is respon-
sible for providing and managing the physical processing,
storage, networking, the hosting environment, and the cloud
infrastructure for IaaS consumers [73]. Metrics such as the
data transmission speed achieved to represent transmission
rate and the delay in transmission proposed by Saiz et al. [74]
can be used to assist providers monitor the quality of services
and identify possible improvements.

A cloud customer browses and selects a service from a
cloud provider, sets up the contract with the provider, and
uses the service. The activities and usage scenarios may be
different among customers depending on the type of service
requested (SaaS, PaaS, and IaaS). Examples of metrics that
can be used by customers for any type of service include
uptime percentage and the repair rate of accidents proposed
by Zhou et al. [49].

The results also indicated that End-Users, Brokers, and
Developers were the roles least involved when measuring
the quality of cloud services, with 69 metric operationaliza-
tions (8%), 46 metric operationalizations (6%), and 57 metric
operationalizations (7%), respectively.

Some of the metrics employed to assist end-users are the
gaming time response and the game mean opinion score,
both proposed by Wang &Dey [75]. One of the metrics used
to assist cloud service brokers when managing the perfor-
mance of cloud services and negotiating the service clauses
between providers and consumers is availability. This quality
attribute can be measured using online benchmarking tools
such as CLOUDSLEUTH or low-level metrics (e.g., pro-
cessor time, current connections, uptime) that are available
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and extractable from different types of servers (e.g., virtual
machine hosts, virtualization servers, client access servers).
Brokers record the service log and review it in order to
maintain the history of a particular cloud service, and also
collect information from users about their experience with
the service. This information assists in the selection of cloud
service providers according to the user’s needs.

Developers used metrics with different purposes, such
as evaluating the service performance, improving the user
experience, determining the appropriate cloud environment,
or specifying the upper threshold of permitted current users.
For example, Wen & Hsiao [76] analyzed the relationship
between QoS and quality of experience (QoE) in the domain
of cloud gaming services, and considered latency as a rel-
evant attribute, as these types of services handle end-user
interactions. They measured latency using the round-trip
reaction delay metric, which is composed of transmission
delay, server-side processing delay and client-side processing
delay. These measurement results can, therefore, allow gam-
ing developers to infer a gaming experience index through the
use of service quality metrics and assess the impact of their
design.

Overall, our findings indicate that the metrics collected
were most frequently used to assist service providers con-
trol the provision of cloud services in order to guarantee
their behavior, and to assist consumers assess the quality
of services and ensure their compliance with service level
agreements.

9) VALIDATION PROCEDURE

This criterion assessed the extent to which the metrics
collected were theoretically and/or empirically validated
(i.e., whether the metrics measured what they were intended
to measure and whether the results were as expected).

The results show that 443 metric operationalizations (90%)
lack any type of validation. This means that only 47 metric
operationalizations (10%) were validated (all of them were
empirically validated, and there was an absence of theoretical
validations).

Of these metric operationalizations, 39 were validated by
means of experiments, although most of these experiments
did not involve humans — they were experiments that com-
pared the results of the metrics against benchmarks. As an
example, Hwang et al. [45] conducted benchmarking exper-
iments to validate the effectiveness of metrics as regards
measuring elasticity when considering the efficiency and the
performance of cloud services (e.g., the resilience represented
by a rate or capacity to recover from a failure).

We also found 8 metrics that were validated by means of
case studies. For example, in Zheng et al. [48], the authors
presented a case study that was carried out to evaluate the
QoS offered by storage clouds (Amazon S3, Azure Blob, and
Aliyun OSS) thought the use of four operations (i.e., cre-
ate, upload, download and delete). The technical standard
used for assessing the metrics was IEEE Std 1061 [77],
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while the validity criteria employed were correlation, consis-
tency and discriminative power. Correlation assesses whether
a sufficiently strong linear association exists between a
quality dimension (i.e., attribute) and a metric, consis-
tency assesses whether a metric can accurately rank a
set of services by a quality dimension, and discriminative
power assesses whether a metric can separate a set of high-
quality services from a set of low-quality ones for a quality
dimension. One example of a validated metric is RESP-
Evaluation, which measures responsiveness as the prompt-
ness of a cloud service to perform a request. The maximum
acceptable time used is defined by employing the user’s
viewpoint rather than the perspective of the system.

We observed that, in general, the authors of the primary
studies stated that they were carrying out a case study when
they were in fact only presenting a proof of concept on how
the metrics could be used. To make the use of a metric
feasible, it must be well specified, thus enabling it to be
evaluated in a reproducible and repeatable manner.

In this regard, we classified a metric as Not Validated when
there was no validation at all or when the validation was
carried out using an incorrect method. Of these non-validated
metrics, 52% presented a proof of concept regarding how the
metrics were used. We also observed that most of the studies
did not explain the validation process and its results in detail.
This limitation made it challenging to know whether or not
a proper design existed or whether it was merely a proof of
concept, and hence the high number of non-validated metrics.

Finally, there is a need for further validation of existing
metrics for cloud services. There is a particular need to
provide evidence of both the usefulness of these metrics as
internal quality measures and their ability to predict external
quality attributes such as performance, security, and main-
tainability. However, the evaluation of any metric has an
associated cost as regards gathering, processing, and storing
the data used to produce the value. In cloud environments,
the cost of storing data should be considered. The data (and
inputs from cloud experts) must be available, and the evalua-
tion of the metric from those inputs must be made at a cost that
is acceptable to the stakeholders intended to use the metric
and in a timeframe consistent with the decisions the metric is
intended to support.

V. AGGREGATING THE RESULTS

In this section, we further discuss the results of this study
by analyzing the frequencies obtained when different criteria
are combined. Figure 8 shows the results of a four-dimension
bubble chart, which combines data regarding the following
criteria: QoS characteristic and cloud lifecycle phase in the
x-axis, and stakeholder’s viewpoint and type of service in the
y-axis. These results may indicate that:

« Performance efficiency, reliability, security, and porta-
bility are the characteristics with metrics that can be
used to assist all stakeholder viewpoints, although with
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FIGURE 8. Results obtained after combining QoS characteristics and cloud lifecycle phases with stakeholder’s viewpoint and type of service.

a different degree of coverage. In this regard, most of
these metrics were used to support both providers and
consumers. This suggests that most existing metrics are
intended to measure external quality attributes, which
are mainly concerned with the behavior of the cloud
service when it is in use (i.e., performance and reliabil-
ity), and are of interest to the two major cloud actors
(i.e., consumers and providers).

We found few metrics with which to measure quality
attributes related to compatibility, usability, and main-
tainability, none of them were intended to assist bro-
kers, and very few metrics were found to be useful for
developers and end-users.

The most frequently evaluated phase was operation,
which had the highest number of metrics with which to
assist providers and end-users. This was followed by the
acquisition phase, which had the second highest number
of metrics that could be used to assist consumers and
providers.

The majority of the metrics were used to evaluate perfor-
mance efficiency at the IaaS and SaaS levels, followed
by metrics to measure reliability at the IaaS and SaaS
levels. This may indicate that most of these metrics were
intended to support the monitoring of the performance
and reliability of cloud infrastructures and applications.
We also observed that the quality characteristics least
covered by metrics were compatibility and usability.
There is a shortage of metrics with which to support
developers when evaluating cloud services at the PaaS
level, regardless of the quality characteristic.

The types of cloud services evaluated most fre-
quently are IaaS and SaaS, both in the operation and
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acquisition phases. This may indicate that these phases
represent the main concerns of providers, consumers,
and end-users.

The aforementioned tendency also applies to PaaS
services. The phase in which the cloud service is contin-
uously monitored to check whether it meets the commit-
ted service level objectives is that of Operation, while the
Acquisition phase is crucial as regards establishing an
SLA between the cloud customer and the cloud service
provider. The focus on IaaS is comprehensive because,
from the technical point of view, [aaS gives stakeholders
the most control and requires extensive expertise to man-
age the computing infrastructure. SaaS simultaneously
allows the use of cloud-based applications without hav-
ing to manage the underlying infrastructure. However,
very few metrics were oriented toward helping PaaS
vendors or developers use runtime environments when
developing, testing, and managing their applications.

Figure 9 shows the results of a bubble chart that combines
data obtained from metric type, tool support, measurement
result and measured cloud artifact on the x-axis, and the QoS
characteristic on the y-axis. These results may indicate that:

« The majority of base metrics were used to measure qual-

ity attributes related to performance efficiency, while
a more significant number of derived metrics gives a
greater amount of coverage to performance efficiency
and reliability and a lesser amount to all the other qual-
ity characteristics from the ISO/IEC 25010 standard.
Derived metrics were probably those most frequently
used because this type of metric might be more valuable
to the stakeholders owing to the fact that they combine
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FIGURE 9. Results obtained after combining QoS characteristics with metric type, tool support, measurement result and cloud artifact

measured.

base and possibly other derived metrics in order to pro-
vide more meaningful information.

o Most of the metrics were measured manually, regardless
of the QoS characteristic. The measurement of quality
attributes related to performance efficiency [32] and reli-
ability [45] is likely to be more automated than that of the
quality attributes related to the other QoS characteristics.
This is probably explained by the fact that most of the
tools used to calculate these metrics were those provided
by cloud platforms in order to monitor the state of cloud
services.

o Almost all the metrics were used to evaluate perfor-
mance efficiency and reliability, and they were measured
quantitatively by employing objective measures. This
is useful for cloud stakeholders since measurements
are easily obtainable, and quantitative values computed
from measurements support a detailed analysis of cloud
service behavior. Moreover, this is consistent with the
fact that most metrics were used during the operation
phase, during which automated measures make it pos-
sible to continuously monitor the quality of services at
runtime.

o The majority of metrics were used to evaluate the perfor-
mance efficiency and reliability of actual cloud services.
Their limited context signifies that this type of metrics
can be used to make short-term (action) decisions. There
is a need for metrics that cover multiple phases or even
the whole cloud service lifecycle. This type of metric is
more long-term (vision) oriented.

o There is also a shortage of metrics that can be applied at
early stages of the cloud service lifecycle (e.g., specifi-
cation, cloud architecture and design stages), as an early
detection of any deviation allows preventive measures to
be taken and less expensive solutions to be employed.

VI. THREATS TO VALIDITY
Despite the fact that a rigorous and systematic process was
carried out, it is possible that this work was affected by some
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threats to its validity. In this section, we shall, therefore,
review the actions taken to avoid bias throughout this work.

A. THREATS TO THE IDENTIFICATION OF STUDIES

When employing our search strategies, the key idea was to
retrieve as much of the available literature as possible in
order to avoid any bias. The scope of the study consequently
included research works from different communities, includ-
ing software engineering, information systems and cloud
computing. These communities use different terminologies
for the same concepts. We, therefore, searched for common
terms and combined them in a search string in an attempt to
cover all of them and avoid bias. Moreover, the taxonomy
allowed us to properly integrate all the relevant concepts in
order to understand how the quality of cloud services was
assessed.

Assessing the quality of the search string and the quality
of the selected primary studies are key factors when attempt-
ing to avoid the possibility of missing or excluding relevant
studies.

In order to mitigate the threat related to the search string,
we did the following: i) we checked whether the digital
libraries included all the relevant journals and conference
proceedings from the cloud computing and software quality
fields, and performed a manual search in the case of missing
sources; ii) we defined the search string on the basis of
terms that appeared in relevant papers whose existence was
already known (e.g., [3], [48], [49]); iii) we refined the search
string by applying different combinations to find that which
obtained the best results;. iv) we applied the search string
to the same metadata in each paper, and v) we adapted the
search string to each digital library. We also avoided full-text
searches because this usually leads to a significant number of
irrelevant results [24].

In order to identify relevant studies and ensure that the
selection process was unbiased, a review protocol was devel-
oped. With regard to the primary studies, the main limitation
was that the sources selected were academic publications
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(i.e., journals and conference proceedings), and gray litera-
ture or unpublished reports were, therefore, out of our scope.
We focused on academic publications in digital libraries
because they are peer-reviewed. Nevertheless, we plan to
further validate the relevance of these metrics in industrial
contexts.

B. THREATS TO SELECTION AND DATA EXTRACTION
CONSISTENCY

In order to validate the selection of primary studies and reduce
the research team’s subjective judgment, we did the following
when selecting the studies:

o The motivations for including or excluding the papers
were registered. The first and the second authors
had ongoing discussions about which paper should
be included, and any discrepancies regarding their
inclusion or exclusion were solved by consensus.
We also ensured that ten relevant papers from differ-
ent digital libraries were included (e.g. [3], [48], [49],
[58], [60], 75]).

o The other three authors then performed a second iter-
ation on a random sample of 20 papers in order to
verify the inclusion and exclusion criteria (10 included
and 10 excluded). The discrepancies were solved by
consensus, and the team members’ level of agreement
was assessed using the Kappa Fleiss index. The overall
score was (.87, indicating that the raters had a good level
of agreement.

o We performed a quality assessment for all the selected
studies. As a result, four studies were discarded. This
is an important step as if the quality of the primary
studies is low, the conclusions based on those studies are
unlikely to be strong and reliable.

With regard to the validation of the data extraction strategy,
the following actions were performed:

« The extraction criteria were based on the research ques-
tions, and we created a taxonomy and a form to assist us
collect the data in a consistent manner.

o The data extraction was performed by the first author
and reviewed by the second author. As in the previous
phase, these authors had ongoing discussions regarding
how the papers could be classified. The discrepancies
were solved by consensus.

o« We piloted the data extraction strategy externally.
An independent researcher assessed the form and the
data extraction criteria by classifying two randomly
selected papers. Minor changes were made to both the
form and the extraction criteria in order to improve
clarity.

o The other three authors then performed a second data
extraction iteration on a random sample of 30 previously
included studies. The results were discussed during a
team meeting, and the discrepancies were solved by
consensus.
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We assessed the reliability of the data extraction using
the Fleiss’ Kappa statistic index. The results showed a
good level of agreement and low variability. The scores
obtained were the following: 0.95 for criterion 1, 0.86 for
criterion 2, 0.84 for criterion 3, 0.89 for criterion 4, 0.85
for criterion 5, 0.87 for criterion 6, 0.95 for criterion 7,
0.86 for criterion 8 and 0.84 for criterion 9.

C. THREATS TO DATA SYNTHESIS AND RESULTS

With regard to the data synthesis, as described in
Section III.C.4, we applied qualitative methods to analyze
and synthesize the data (i.e., narrative synthesis and thematic
analysis). These research methods ensured a certain amount
of consistency in the data analysis. However, it should be
noted that in some cases, we had difficulties in extracting and
interpreting the data owing to the fact that the information
available in the papers was not sufficiently clear or complete
for us to be able to answer some research questions. The
interpretation bias was, therefore, mitigated as far as possible
by involving multiple researchers, having a unified scheme
with which to gather the data and piloting the data extraction
process with an external researcher.

VIl. CONCLUSION AND FUTURE WORK

We have systematically identified, taxonomically classified,
and compared existing internal and external quality metrics
for cloud services. The metrics were identified by means of
a systematic literature review of 84 studies. We specifically
identified 470 metrics that were classified and compared on
the basis of a taxonomy of quality metrics for cloud services.

The taxonomy allowed us to structure the concepts related
to the metrics in a comprehensive manner. We then used
narrative synthesis and thematic analysis in order to extract
the data from the primary studies and create a catalog of
metrics according to the taxonomy.

The taxonomy also allowed the metrics to be aligned with
quality attributes and the characteristics from the ISO/IEC
25010, along with the concepts defined by cloud comput-
ing standards, thus providing quantitative mechanisms with
which to evaluate the quality of cloud services.

The results obtained are useful as regards understanding
the state of the art of metrics for cloud services, identifying
challenges to be addressed and directing research efforts in
the area. In the following subsections, we discuss the implica-
tions of our work for practitioners and researchers, and further
work.

A. IMPLICATIONS FOR PRACTITIONERS

We believe that our results are relevant to industry, and par-
ticularly cloud development companies that are interested in
having a mechanism that will allow them to ensure the quality
of the service they develop.

Cloud stakeholders (e.g., customers, providers, brokers,
cloud architects, infrastructure managers) can select appro-
priate metrics that can be applied to a specific context accord-
ing to the type of artifact (e.g., SLA specification, cloud

131491



IEEE Access

X. Guerron et al.: Taxonomy of Quality Metrics for Cloud Services

architecture, actual cloud service), service type (i.e., SaaS,
PaaS, [aaS) or cloud lifecycle phase (e.g., Acquisition, Devel-
opment, Integration, Operation). Specifically, a set of metrics
from our catalog can be selected and tailored for inclusion in
a larger metrics program.

Cloud customers and providers may use the catalog of met-
rics as a guideline when specifying service level objectives
by identifying the QoS characteristics and attributes that are
relevant to their needs and choosing the metrics that should
be included in a service-level agreement. Furthermore, since a
metric can be calculated using several measurement functions
(operationalizations), our catalog of metrics may help stake-
holders choose that which best satisfies the organizations’
objectives and needs.

The catalog of metrics can also be used for other purposes.
For example, a prospective cloud customer could use the
metrics to assess a cloud service provider’s service offer-
ings in order to verify whether it meets her/his requirements
(e.g., security, data protection, performance) and also to see
how one offering compares with another one on the market.
A customer could also use the metrics to assess the quality of
the service acquired.

A provider might use the catalog of metrics for several
purposes: to detect defects and remove them before ser-
vice delivery, to improve the quality characteristics of their
services, to guarantee that their customers receive services
with the expected quality, or to position their services in the
market.

A developer could use the catalog of metrics to evaluate
and monitor the performance of the service being developed,
thus ensuring that it provides the expected results. This is
especially relevant in continuous integration and deployment
(CI/CD) or DevOps settings, in which the metrics collected
could provide continuous information on the state of the
service from different stakeholders’ points of view, thus facil-
itating decision-making and corrective actions.

Overall, the catalog of metrics is a step towards trans-
parency and credibility among the parties involved in the
acquisition, development, and operation of cloud services.

B. IMPLICATIONS FOR RESEARCHERS
The findings of our study have implications for researchers
who are planning new studies related to the quality of cloud
services. We believe that the cloud service quality measure-
ment has not been studied holistically by the authors of the
selected primary studies. We have gathered and integrated all
the existing knowledge concerning quality metrics for cloud
services into a taxonomy. Our results revealed that not all
the quality properties or phases of the cloud service lifecycle
that are relevant to cloud stakeholders were appropriately
covered. For instance, despite the relevance of the retirement
phase for organizations owing to its impact on infrastructure
and information security, we have found no metrics that help
stakeholders manage this phase of the lifecycle.

A large number of metrics are low-level metrics related to
performance efficiency (e.g., metrics with which to measure
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time behavior or resource utilization, such as response time
and CPU usage). Moreover, most metrics measure different
properties related to cloud infrastructures. More high-level
metrics and indicators (e.g., those that support organizations
in SLA assessment) are, therefore, required, regardless of the
QoS characteristic and type of service. Furthermore, there is
a need for metrics that measure the quality of PaaS and SaaS
services.

Our findings also show that not all the quality charac-
teristics from the ISO/IEC 25010 are sufficiently covered.
portability, usability, and compatibility together accounted
for less than 5% of the total number of metrics (22 out
of 470 metrics). Usability is a fundamental factor in the
success or failure of the adoption of cloud services and is
also a differentiating factor in the selection of cloud services.
Compatibility is a relevant property in the interoperability
of cloud services as it facilitates the integration of services
independently of the provider. Moreover, despite the fact
that security is considered a key factor when adopting cloud
computing, we observed that there were few metrics with
which to address the security and privacy concerns of cloud
services. More metrics measuring these characteristics are,
therefore, needed.

Our results also show that the majority of papers reported
evaluations during the operation phase or in a single phase
of the cloud service lifecycle. Quality assessments in each
phase of the lifecycle are critical to ensure that the service
will actually behave as expected. We, therefore, consider
that there is an important shortage of metrics that can be
applied in the early stages of cloud service development, and
not only when the service is being used. The main problem
appears to be that most quality assessment practices do not
take advantage of the intermediate cloud artifacts that are
produced during the early stages of the lifecycle (e.g., require-
ments specifications, cloud architectures). Moreover, as the
quality of services needs to be addressed throughout the entire
cloud service lifecycle, it is necessary to combine appropriate
metrics identified in this study with other technical solutions
in order to provide an overall view of the quality of a cloud
service. New research should be oriented toward integrating
quality evaluations, whose intermediate artifacts can be effec-
tively evaluated, into the cloud development lifecycle.

A further finding was that the metrics collected were ori-
ented toward the evaluation of services in single cloud envi-
ronments. We observed a need for further research as regards
ensuring the quality of services in multi-cloud environments.
The multi-cloud includes hybrid, federated, public, and pri-
vate cloud infrastructures, and has become fundamental in
providing flexible services to organizations. However, this
makes it much harder to monitor and ensure the quality of
cloud services, since the quality of a service depends on the
quality of the related services that may be deployed across
several physical or virtual infrastructures.

Metrics are also required to help control and manage new
practices for the development, integration, and continuous
delivery of cloud services.
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Finally, most of the metrics identified in the primary stud-
ies have not yet been established in industrial practices,
indicating that these metrics still need to be empirically vali-
dated on industrial projects of various scales and in different
domains. Empirical studies (e.g., controlled experiments or
industrial case studies) are, therefore, necessary in order to
provide evidence on the usefulness of these metrics.

C. FURTHER WORK
There is a need to evaluate the relevance of the existing
quality attributes and metrics for cloud services, considering
the possible impacts (trade-offs) among the quality attributes.
This will be done by conducting a survey with practitioners
in specific domains.

There is also a need for more in-depth analyses of the
level of integration of the metrics collected into the different
phases of the cloud service lifecycle. We particularly wish
to analyze the types of decisions a metric is intended to
support, the measurement domain, the context in which the
metric is meaningful, and the properties of the cloud service
being measured. In this respect, ongoing research is based
on using the results of this study to define an operational-
ized product quality model for cloud services. This quality
model will bridge the gap between concrete measurements
and abstract quality characteristics. The quality model will be
technology-independent but may be tailored to specific cloud
domains and platforms.

We identify the need to measure the quality of experi-
ence (QoE) of users when interacting with cloud services.
Therefore, we also plan to conduct a similar study in order
to collect and analyze the existing metrics that have been
used to evaluate QoE. This course of action leads to several
open issues and research directions on QoS metrics vs. QoE
metrics in cloud computing.

First, QoE has been strongly influenced by QoS, because of
some technical aspects of cloud service such as performance
can influence some dimensions of QoE. One research direc-
tion is to find out what these dimensions are. Another one is to
evaluate which QoS metrics have an impact on user’s overall
QoE in different contexts of use.

Second, QoS and QoE can complement each other,
although subtle differences between them often lead towards
separate policy-based service management. Another research
direction is to conduct an empirical study to find out sets of
QoS and QoE metrics that can be used to support different
policy-based service management approaches.

Third, QoS and QoE metrics can be used to monitor the
quality of service at runtime and drive the dynamic adaptation
of cloud services. Another research direction is to find out
what QoS and QoE metrics can be successfully used to sup-
port the dynamic adaptation of cloud service architectures.
Finally, in real-time environments such as Fog computing,
user interests regarding different cloud services vary from one
to another and QoE factors may change very frequently [78].
In addition, fog computing requires QoS to measure and
monitor the delivered services efficiently. Therefore, another
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research direction is to find out which QoS and QoE metrics
are more appropriate to support efficient QoE-aware policies
in fog environments.

Finally, future research is planned to define a framework
with which to support the architectural adaptation of cloud
services. The framework will use the metrics collected in
order to continuously monitor the quality of services and
drive the adaption of the cloud service architecture so as to
improve the service quality or the user experience.

APPENDIX A: SELECTED PRIMARY STUDIES
This section provides the primary studies resulting from the
selection process, sorted alphabetically by authors:

S01 Abd, S. K., Al-Haddad, S. A. R., Hashim, F., Abdullah,
A. B. H. J, & Yussof, S. (2017). An effective approach
for managing power consumption in cloud computing infras-
tructure. Journal of Computational Science, 21, 349-360.
https://doi.org/https://doi.org/10.1016/j.jocs.2016.11.007

S02 Abdeladim, A., Baina, S., & Baina, K. (2014). Elasticity and scal-
ability centric quality model for the cloud. In 2014 Third IEEE
International Colloquium in Information Science and Technology
(CIST) (pp. 135-140). http://doi.org/10.1109/CIST.2014.7016607

S03 Abrahdo, S., & Insfran, E. (2017). Models @runtime for Monitoring
Cloud Services in Google App Engine. In 2017 IEEE World Congress
on Services (SERVICES) (pp. 30-35). https://doi.org/10.1109/
SERVICES.2017.14

S04 Alam, A. F. B., Soltanian, A., Yangui, S., Salahuddin, M. A., Glitho,
R., & Elbiaze, H. (2016). A Cloud Platform-as-a-Service for mul-
timedia conferencing service provisioning. In 2016 IEEE Sympo-
sium on Computers and Communication (ISCC) (pp. 289-294).
https://doi.org/10.1109/ISCC.2016.7543756

S05 Al-Jawad, A., Trestian, R., Shah, P., & Gemikonakli, O. (2015).
BaProbSDN: A probabilistic-based QoS routing mechanism for Soft-
ware Defined Networks. In Network Softwarization (NetSoft), 2015
1st IEEE Conference on (pp. 1-5). http://doi.org/10.1109/NETSOFT.
2015.7116128

S06 de Oliveira Jr., F. A, & Ledoux, T. (2011). Self-management
of Applications QoS for Energy Optimization in Datacenters.
In Green Computing Middleware on Proceedings of the 2Nd Inter-
national Workshop (pp. 3:1-3:6). New York, NY, USA: ACM.
doi:10.1145/2088996.2088999

S07 Arumugam, K., & Sumathi, P. (2017). Secure and QoS guar-
anteed selection resource for storing health care information of
cloud users. In 2017 International Conference on Computing
Methodologies and Communication (ICCMC) (pp. 1165-1170).
https://doi.org/10.1109/ICCMC.2017.8282657

S08 Bao, D., Xiao, Z., Sun, Y., & Zhao, J. (2010). A method
and framework for quality of cloud services measurement.
In 2010 3rd International Conference on Advanced Computer The-
ory and Engineering (ICACTE) (Vol. 5, pp. V5-358-V5-362).
http://doi.org/10.1109/ICACTE.2010.5579535

S09 Baranwal, G., & Vidyarthi, D. P. (2014). A framework for selec-
tion of best cloud service provider using ranked voting method.
In Advance Computing Conference (IACC), 2014 IEEE International
(pp. 831-837). http://doi.org/10.1109/IAdCC.2014.6779430

S10 Baranwal, G., & Vidyarthi, D. P. (2016). A cloud service selec-
tion model using improved ranked voting method. Concurrency
and Computation: Practice and Experience, 28(13), 3540-3567.
https://doi.org/10.1002/cpe.3740

S11 Barba-Jimenez, C., Ramirez-Velarde, R., Tchernykh, A., Rodriguez-
Dagnino, R., Nolazco-Flores, J., & Perez-Cazares, R. (2016). Cloud
based Video-on-Demand service model ensuring quality of service
and scalability. Journal of Network and Computer Applications, 70,
102-113. https://doi.org/10.1016/j.jnca.2016.05.007

S12 Bardhan, S., & Milojicic, D. (2012). A Mechanism to Measure
Quality-of-service in a Federated Cloud Environment. In Proceed-
ings of the 2012 Workshop on Cloud Services, Federation, and the
8th Open Cirrus Summit (pp. 19-24). New York, NY, USA: ACM.
doi:10.1145/2378975.2378981
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Bousselmi, K., Brahmi, Z., & Gammoudi, M. M. (2016). QoS-
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ments. In 2016 IEEE 30th International Conference on Advanced
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http://doi.org/10.1109/AINA.2016.72
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Cloud and Big Data (pp. 80-87). http://doi.org/10.1109/CBD.
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Duggan, J., Cetintemel, U., Papaemmanouil, O., & Upfal, E. (2011).
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ceedings of the 2011 ACM SIGMOD International Conference on
Management of Data (pp. 337-348). New York, NY, USA: ACM.
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