
Received June 19, 2020, accepted July 7, 2020, date of publication July 13, 2020, date of current version July 28, 2020.

Digital Object Identifier 10.1109/ACCESS.2020.3009058

Recurrent Neural Networks With TF-IDF
Embedding Technique for Detection and
Classification in Tweets of Dengue Disease
SAMINA AMIN1, M. IRFAN UDDIN 1, (Member, IEEE), SAIMA HASSAN1, ATIF KHAN 2,
NIDAL NASSER 3, (Senior Member, IEEE), ABDULLAH ALHARBI4, AND HASHEM ALYAMI5
1Institute of Computing, Kohat University of Science and Technology, Kohat 26000, Pakistan
2Department of Computer Science, Islamia College Peshawar, Peshawar 25120, Pakistan
3College of Engineering, Alfaisal University, Riyadh 11533, Saudi Arabia
4Department of Information Technology, College of Computers and Information Technology, Taif University, Taif 21944, Saudi Arabia
5Department of Computer Science, College of Computers and Information Technology, Taif University, Taif 21944, Saudi Arabia

Corresponding author: M. Irfan Uddin (irfanuddin@kust.edu.pk)

ABSTRACT With the increased usage of Web 2.0 and data-affluent tools such as social media platforms
and web blog services, the challenge of extracting public sentiment and disseminating personal health
information has become more common than ever in the last decade. This paper proposes a novel model
for Dengue disease detection based on social media posts alone. The model does not access any personal
information of people or any medical record. The model extracts the presence of patients infected with
Dengue disease based on tweets only and decides whether it is a general discussion about the disease, and no
one is actually infected, or people are actually infected with that disease. The identification of people infected
with Dengue is determined by clinical tests, but the propose technique is used for automatic surveillance and
identification of regions where the spread is happening at an alarming rate and guide healthcare professional
to take necessary actions to control the spread. This paper uses different machine/deep learning approaches
to utilize tweets data for automatic and efficient disease detection. Experimental results demonstrate that the
proposed model is able to achieve 92% accuracy compared to the current state-of-the-art techniques in this
domain.

INDEX TERMS Deep learning, disease classification, machine learning, RNN, text processing.

I. INTRODUCTION
The increased usage of social media applications provides
a good source of information to analyze users‘ feelings,
opinions, and thoughts on multiple topics such as politics,
sports, education, science, arts, etc. Social media users fre-
quently post information or update status about their present
circumstances. They may also share information about their
daily life situations, or if there is an epidemic in a region
that is rapidly growing or if they are infected by a disease.
Analysis of real-time data from social media commonly
termed as Social Media Analysis (SMA) has achieved con-
siderable attention in recent years in the context of their
analysis for detection of abnormal events/activities such as
power outages, terrorism, assaults, disease detection [1], etc.
For example, Doran et al. [2] developed a framework for
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detecting emergency events and public information about
social, cultural, and political aspects using the potential of
human sensors (i.e. tweets) to support smart city initiatives.
Guntuku et al. [3] have presented a model that explored
mental health using machine learning techniques to find
out the pattern of depression among social media users in
the US. Some other applications of SMA include senti-
ment analysis [4], [5] disaster prediction [6], earthquake [7],
communication [8], [9], sports management [10], stock
market fluctuations [11], political elections [12], [13] and
healthcare [14], [15].

The rapid increase in Online Social Networks (OSNs)
usage and level has led to a growing need for information
extraction tools based on OSNs. A common application of
SMA is promoting public health by identifying infectious
diseases from social media posts to predict and monitor
the epidemic outbreak [16]. Social media could effectively
be used to identify disease infected people and impacts of
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disease on health promotion (e.g., cancer, swine flu, depres-
sion, and dengue, etc.) with an intervention to promote public
health [17], [18]. With the usage of SMA, we can detect
patterns of early warnings about the disease and can decrease
the time that passes between onset and detection. This was
previously dependent on reporting cases of the disease by
physicians and healthcare professionals [19]. The traditional
methods of detecting epidemic are when people are infected
with disease and report to the local health center, who can
then inform related health care professionals/organizations
to react and provide resources to control that epidemic. This
process sometimes takes days or weekswhen the data become
available, and in some cases, precious lives are lost before a
necessary action is taken.

Social media has been considered as a data source for
tracking diseases. The content of social media provides use-
ful information regarding the surveillance of early disease
outbreaks. Among OSNs/SMA, Twitter captures awareness
for public health monitoring and surveillance purpose since
Twitter messages can be effectively retrieved [20]. Automatic
surveillance based on social media [1] can track trends in the
epidemic outbreak in real-time to predict, monitor, and min-
imize the risk caused by outbreak events. Early detection of
an epidemic outbreak is essential for healthcare professionals
to generate a reaction more quickly and efficiently. The epi-
demics outbreaks of infectious diseases such as Dengue [16],
[21], [22] can cause death when those diseases epidemio-
logically break in a region. Dengue fever can resemble the
flu, but it can become life threatening. Dengue infection is
a mosquito-borne virus causing serious influenza-like-illness
(ILI) and often causing a possibly fatal risk factor called
severe Dengue fever infection. Dengue is one of the world’s
fastest proliferating infectious diseases. The provision of real-
time surveillance, early warnings, and detection of infectious
diseases regarding influenza or Dengue outbreak is therefore
essentials for public health [23]–[25]. A large number of the
health care professional and health organizations have now
transformed their concentration on mining useful informa-
tion from OSNs to better and quickly understand about the
infectious disease outbreak and infected people in a region,
to fill the gap between interaction and disease-infected people
and discuss new research areas to detect early warnings and
provide necessary resources.

Moreover, early warnings of disease detection can decrease
the influence of seasonal epidemic outbreaks (i.e., Dengue
or flu) in public health. SMA/OSNs can be used for disease
surveillance tomonitor the rate of epidemic outbreaks quicker
than health care professionals and health organizations like
the American Center of Disease Control and Prevention
(CDC) [23]. CDC uses Influenza-like-Illness Surveillance
Network (ILINet), a program used by health care profes-
sionals, to monitor early warnings of influenza outbreaks.
Although it is a reliable method but costly and slow as it
takes days or weeks when data becomes available. Numerous
studies, therefore, focus on proposing solutions using SMA
to monitor ILI and detect early warnings about epidemic

outbreaks to perform real-time analysis. Social media plat-
forms such as Twitter can be used to detect epidemic out-
breaks among the public and can assist early warnings [26].
Through SMA, health care professionals/organizations can
be alerted to provide necessary resources to control an
epidemic.

Different machine learning approaches are introduced to
detect epidemics. For instance, SVM, KNN, Logistic Regres-
sion (LR), etc. are used to detect tweets about diseases in
literature. However, existing studies on disease detection are
limited to the frequency of tweets about the disease. Themore
tweets from a region are about a disease, the more chances
are that the region is infected with that disease. However,
the frequency of tweets is not a reliable source for detecting
epidemics. There are limited studies in the literature about the
sentiment of tweets to identify infected people from diseases
and the impacts of epidemics on a region at an alarming
rate. In order to overcome limitations in the previous studies
the main contribution of this work is to utilize Recurrent
Neural Network (RNN) [27] with Term Frequency —
Inverse Document Frequency (TF-IDF) [28] and n-gram [29].
However, there are many other embedding techniques such as
Word2Vec [30] and Glove [31], etc. In this paper, different
machine learning techniques are explored to utilize tweets
data for automatic and efficient disease detection. The paper
explores that RNN [27] is the most efficient machine learning
technique to process the flow of sequence data and efficiently
detect the number of infected people in tweets.

The main objectives of this paper are (1) Mining the
microblogging data to understand the sentiment of tweets
regarding the Dengue disease. A collection of tweet dataset
is collected from September 2017 to November 2019.
A sample/subset of these tweets is manually annotated from
April 2018 to December 2019, with the assistance of three
human annotators and the recommended annotations are
eventually acknowledged with the inter-annotator agreement
(described later). We train machine learning models such as
Artificial Neural Networks (ANNs) and Long-Short Term
Memory (LSTM) on the training dataset. The trainedmodel is
used to detect and classify the infected people; (2) Proposing
RNNmethod for Dengue disease detection with word embed-
ding techniques: TF-IDF [28] and n-gram [29] to capture
the broader context of the words in social media text for
better classification. The results demonstrate that the per-
formance of the proposed solution is improved compared
to other state-of-the-art algorithms, such as LR, SVM, and
Naïve Bayes (NB).

The rest of the paper is organized as follows. Section 2 gives
a brief overview of the background studies on the existing
solutions that detect epidemic outbreaks usingmachine learn-
ing techniques. Section 3 presents a detailed methodology
of the proposed work. However, the algorithms that are
utilized for the analysis of tweets are also demonstrated in
section 3. Section 4 presents the results and discussions.
Section 5 concludes the paper and provides directions to the
future research trend.
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TABLE 1. The Dengue incidence reported at country level.

II. RELATED WORK
Multiple studies have been conducted in the field of SMA for
detecting the flu outbreaks using machine learning methods
to filter irrelevant tweets. Xue et al. [32] developed a Sup-
port Vector Regression (SVR) based approach which focused
to predict influenza regional based rates in the US. In this
work, two datasets were used: one that supports US-based
twitter data and second CDC data to optimize the parameters
of SVR. In order to slow the spread of H1N1 influenza,
the CDC has used twitter platform for posting instructions
to prevent flu. The characteristics of epidemic outbreaks are
highly dynamic with temporal and spatial aspects in social
media. Many researchers have applied content analysis and
machine learning methods such as SVM, Linear or LR, KNN,
etc. and have achieved an accuracy of approximately around
88% [33]. The goal of their research was to monitor public
concerns about diseases by classifying tweets into disease
symptoms and non-disease symptoms. Cambria et al. [14]
analyzed the public sentiment in the US with respect to swine
flu and H1N1 by utilizing regression models and statistical
methods. Similarly, Alessa and Faezipour [34] have described
the potential of social media posts to detect disease outbreaks
and provide early warnings to monitor the epidemic. The
target of their work was to detect flu using classification, and
prediction of the flu outbreak to evaluate linear regression.
Cambria et al. [14], proposed Artificial Intelligence (AI) and
semantic based approach that was deployed for identifying
and analyzing the sentiment of patients in Natural Language
Processing (NLP) text on a Web ontology. Lee et al. [35]
focused on the frequency of disease in tweets, where machine
learning approaches were utilized for detecting disease tasks
in which two diseases i.e. flu and cancer were identified based
on the frequency. However, the frequency of tweets about a
disease does not give any information about the possibility of
disease-infected people.

Dengue outbreak is a viral infection that is spreading
worldwide [21]. The recorded Dengue cases across the most
Dengue-affected countries are presented in Table 1. This
table demonstrates that there is a need to find AI-based solu-
tions to look for the prevention of Dengue. Data on Dengue

monitoring are highly required to better detect the Dengue
fever outbreak and to assess the effect on preventive inter-
vention [36]. Another interesting work carried out by
Missier et al. [22], where a model was presented to track
Dengue epidemics in tweets. Their model has been evaluated
on 1,000 tweets; machine learning models such as NB and
LDA-based topic modeling were used for analysis. The 2017
Dengue outbreak has been analyzed in the Philippines [37].
In order to classify health related tweets, this work has shown
a range of Dengue cases and typhoid fever in the Philippine
using SVM for classification and regression model for possi-
ble disease incidence.

It has been observed in the literature that previous studies
on disease detection from SMA are based on traditional
machine learningmethods. In addition, the important features
like disease-infected people, sentiment about the disease, and
impacts of epidemic on a region at an alarming situation are
not considered. However, Wang et al. [38] used RNN for
the prediction of patients from eight different diseases using
NTCIR13-MedWeb dataset and 1,920 tweets for model eval-
uation. Some other relevant studies can be found in [39]–[41].

To the best of our knowledge, there is no benchmark dataset
available on the disease of Dengue that provides observations
of public sentiment. We have extracted the sentiment of a
tweet about people infected with Dengue or flu. In order to
track the epidemic, this approach will help health analyst to
see how a disease spreads as they have real-time information
from social sensors (referred to as tweets) where a disease
infected person is increasing at an alarming rate in social
media to alert health care workers. This work is a collabo-
ration among AI, health care analysts, and social media text
analysis to know more about social media information to
detect epidemic outbreaks in social media text. This work
overcomes limitations in the previous studies, by utilizing
RNN with TF-IDF embedding and a large number of tweets.

III. METHOD AND SYSTEM DESIGN
In this section, we explain the architecture of the proposed
model that addresses the issue of detecting the number of
people infected with the Dengue disease by utilizing machine
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FIGURE 1. Proposed methodology adopted for disease classification.

and deep learning approaches such as Deep Neural Network
(DNN), RNN with LSTM and word embedding techniques.
The proposed framework consists of four modules to ana-
lyze given tweets data: 1) Data collection and preprocess-
ing module; 2) Data modeling (Feature selection) module;
3) Classification module; and 4) Evaluation module. The
different modules of the proposedmethod are presented in the
framework shown in Figure. 1. The details of eachmodule are
explained in the following subsections.

A. DATA COLLECTION
The focus of the proposed model is to detect infected
people with Dengue disease by analyzing tweets obtained

from social media. In this work, Twitter Streaming API
(Application Programming Interface)1 is utilized to collect
tweets on Dengue and flu. Twitter Streaming API is an
open source interface that allows researchers to access the
tweets in real-time in JavaScript Object Notation (JSON)
format. Using this scraper, 359,410 tweets are collected from
September 2017 to November 2019, having keywords
#Dengue, #Denguefever or #Denguevirus. The other most
commonly encountered hashtags founded in the corpus of this
paper are displayed through the pie chart in Figure 2.

1https://developer.twitter.com/
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FIGURE 2. Most commonly encountered hashtags in dengue corpus.

B. DATA ANNOTATION AND ANNOTATORS AGREEMENT
LEVEL
Tweets are labeled manually. They are labelled based on the
information whether a tweet contains someone infected with
Dengue or not. This labelled data is used to train the model.
In total there are 359,410 tweets; however, a subset of 6001
tweets of the corpus from April 2018 to October 2019 is used
to train the model. They are annotated with the assistance
of three annotators. Annotators are employed from different
fields of life to eliminate biases in labelling.

The manual labelling of social media dataset has been in
action with the assistance of human specialists from multi-
ple domains to build numerous baseline dataset [50]–[52],
but it is costly and time-consuming. The dataset was anno-
tated manually through human annotators. At the tweet
level (sentence level), the labelling was conducted, and the
specified annotations have been acknowledged by utilizing
inter-annotator agreement. Annotation is the procedure of
labelling data to train the model to make it easier to learn
and perform efficiently. In the inter-annotator agreement,
the measurement of more than two annotators indicates
how efficiently the labels are calculated and how efficiently
they take the same judgment to annotate a certain label
throughout the corpus [53]. The usual way to solve the
problem of agreement among annotators, Kappa test pro-
posed by McHugh [54] for agreement with the help of
Raters/Annotators being utilized. It can be observed that the
stronger the agreement, the more probable it is that a reliable
annotation method can be built. The calculation of Cohen’s
Kappa [54], was applied in this paper and it was found that
the measurement of the inter-annotation agreement of three
annotators is (Kappa= 0.853). Following the agreement level
presented by Fleiss et al. [55], there is a strong agreement
(Kappa = 0.853) between the user-based annotations.
With the help of multiple annotators, the process of anno-

tating the data is as follows. Each tweet is annotated as
either ‘1’ or ‘0’. That is to say, if the tweet is related to
Dengue positive instance, a label ‘1’ is assigned. If the tweet

is Dengue negative that is if it only contains the word Dengue,
a label ‘0’ is assigned. For simplicity, some example tweets
are as follows: a) Dengue Positive Tweet ‘‘My friend and his
sister are both diagnosed with Dengue and are in urgent need
of O+ blood tomorrow by 8 am. I request you all to pray for
their good health’’ (label=1), and b) Dengue Negative Tweet
‘‘Today was a world day of Dengue. I also gave a lecture
on Dengue’’ (label = 0). The preprocessed and annotated
dataset (6001 tweets), distributed between two classes of
Dengue positive and Dengue negative and acknowledged via
inter-annotator agreement is shown in Table 2.

TABLE 2. Manually annotated data in the corpus distributed over Dengue
positive and negative tweets by the annotators from multiple domains
and the annotations are acknowledged trough inter-annotator agreement.

C. DATA PREPROCESSING
The proposed framework retrieves all tweets that contain the
word ‘‘Dengue’’, #Denguefever or #Denguevirus, and related
information from Twitter using Twitter Streaming API and
stores it in a database. Related information is; tweet text,
tweet location, tweet time stamp, and username.

Extracting useful structured representations of text from a
disorganized corpus of noisy text is a challenging problem.
Tweets are short and self-contained and are, therefore, not
composed of complex discourse structure as is the case for
texts containing narratives. Due to the 140-character limit
of tweets text and its informal nature, the posted tweets are
very noisy in nature. People tend to use abbreviations and
emoticons, especially hashtags, as well as less distinctive
means as sarcasm and humor. Humans can easily capture the
meaning of a tweet, but the same task has not always been
the same for the computer. This step aims to present data in a
way, which can be effectively analyzed and to improve their
performance by removing the posts that are irrelevant to the
corpus.

Once the raw tweets are retrieved, only the tweets written in
English are kept, the remaining tweets (belonging to any other
language) are removed. After that, data is processed using
preprocessing methods NLP to optimize the text to be used as
parameters/features. This includes stop words removal, stem-
ming, and tokenization. Short tweets containing less than four
words are eliminated, as it is not possible to retrieve sentiment
information from short tweets [56]. Regular expressions are
utilized to eliminate punctuations marks, hyperlinks, emoti-
cons, special characters, URLs, retweets and@mentions, etc.

In NLP, stop words are the words that are too common
to operate as a helpful function/feature. These words do not
transmit any semantic to the text or sentences in which they
occur. For instance, in almost all documents, the article ‘the’
and the verbs ‘is’, ‘be’, ‘are’ and prepositions ‘of’, ‘to’, ‘at’
etc. exist. To eliminate such stop words from the documents,
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NLTK (Natural Language Tool Kit) packages in Python [57]
are used.

Once the irrelevant elements are filtered out from the
tweets, it is then tokenized into word using the NLP tokeniza-
tion technique in Python. Tokenization is the process of split-
ting the sequence of text into word/components. Examples of
such tokens or components are; words, keywords, statements,
or even whole sentences, etc. In text mining techniques such
as NLP and Information Retrieval (IR), the very common step
of preprocessing is stemming known as word normalization
approaches. Stemming is the process to reduce the inflected
word to its root word stem such as liking, likely, liked,
likes, etc. can be combined in the root word ‘‘like’’. After
tokenization, each word of the corpus is then transformed
to stemming (stem or root word) using the NLTK porter
stammer technique in Python.2

D. FEATURE SELECTION
In NLP, one of the most important processes is feature
selection. In the feature selection process, the relevant and
most useful features are retrieved from the corpus to improve
the efficiency and performance of the model. The feature
converts the text into a vector space that has a number of
features. However, in this paper, we have used TF-IDF and
n-gram models to organize data for evaluation. Textual data
needs to be converted to numbers and the most widely used
method to process textual data into numbers is TF-IDF [28].
In TF-IDF, text data is transformed into vectors without com-
pelling the exact sequence of word order into consideration.
Each word in the corpus is correlated with a number by
TF-IDF that shows how significant each word to the corpus.
Once the words are converted into numbers, the numeri-
cal values of TF-IDF are fed to supervised learning classi-
fiers [58] in a context that machine learning methods can
interpret.

Another embedding technique utilized in this paper is the
n-gram embedding technique. n-gram is an efficient tech-
nique as it offers the sequence of words in a corpus [29].
In order to convert text data into a weighted vector and to
allocate probabilities efficiently to a sequence of a word in
a tweet, the n-gram model is utilized. For the purpose to
understand the n-gram model, consider an example tweet
such as, ‘‘My sister got infected with Dengue hope she
will recover soon.’’ The n-gram interpretation for 3-gram
(N – 1 = 2, in this case, it predicts the occurrence of a word
based on its previous two words) representation will convert
the example tweet given above as, ‘‘my sister got’’, ‘‘sister
got infected’’, ‘‘got infected with’’, ‘‘ infected with Dengue’’,
‘‘with Dengue hope’’, ‘‘Dengue hope she’’, ‘‘hope she will’’,
‘‘she will recover’’, ‘‘will recover soon’’. There are other
n-gram models such as: unigram (1-gram) model consists
only one word and the bigram (2-gram) model consists of
two words as it determines the appearance of a word given
in a sentence only its subsequent word (N – 1 = 1).

2 https://www.nltk.org/_modules/nltk/stem/porter.html

E. CLASSIFICATION IN DENGUE
With the growing availability of social media, the proposed
work develops a novel approach for disease classification
based on social media posts to detect the Dengue outbreak by
utilizing machine learning classifier methods. Once the pre-
processed features are retrieved, the classifier techniques can
be utilized to build the model for disease classification. After
the detailed study of related work, in our research, we planned
to use machine learning approaches (LR, SVM, and NB) as a
baseline model to deep learning approaches (NN, DNN, and
LSTM) to classify disease infected tweets. The details of each
classifier are demonstrated in the following subsections.

1) MACHINE LEARNING CLASSIFIERS
a: LOGISTIC REGRESSION (LR)
In machine learning, the most popular classification method
is LR [59]. It determines the categorical variable based on
a set of independent variables. Examples of such variables
include ‘spam/not spam’, ‘yes/no’, ‘pass/fail’, and ‘positive/
negative’ (i.e., in our case ‘disease infected/not-infected’).

Like linear regression, in LR the straight line is not
explicitly fitted to the observations (i.e., data). Alternatively,
the observations fitted with the S shaped curve called sig-
moid. In addition, to utilize the logistic sigmoid function
the probability, P, is estimated by calculating the correlation
between dependent categorical variable (prediction/output)
and one or even more independent variable (features matrix)
that is depicted in Eq.1, where x represents input features,
w shows weight and b is a bias value. In this work, the LR
takes continuous input features (i.e., the amount of words
in a tweet) and generates output to a discrete number such
as 0 or 1, where 0 indicates disease negative class (not
infected) and 1 indicates disease positive (infected people
with Dengue).

P =
ex

ex + e−x
,

with z = b+ w1x1 + w2x2 + . . .+ wnxn (1)

b: SUPPORT VECTOR MACHINE (SVM)
SVM is a non-probabilistic supervised learning model [60].
It provides a straight-line boundary between vectors relat-
ing (fitting) to a specific class (group/category) and vectors
that do not fit that class and can be seen mathematically in
Eq.2. However, a hyperplane is a path where the input data
is classified into two classes (Dengue positive and dengue
negative in our case), where w is a weight and X is an input
matrix of all features. Per instance features are represented
by x1 . . . xn. Y is the output result. SVM can be extended
towards any type of vectors that computes or encodes any type
of data. In order to classify text data to utilize the efficiency of
SVM, the texts have to be transformed into vectors. In order
to trace the appropriate hyperplane that distinguishes the gap
between two classes such as one for the vectors fitting to the
related class and one for the vectors not related to that class
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(i.e., in our case disease positive and negative class).

Hyperplane : wTx = 0, and

Line : Y = w1x1 + w2x2 + . . .+ wnxn + b (2)

c: NAÏVE BAYES (NB)
Unlike SVM, NB is a probabilistic supervised learning
model [61], based on Bayes theorem. It is commonly used
in binary classification problems (email spam/not, yes/no,
fail/pass, etc.), sentiment analysis, and recommender system,
etc. In order to classify text data, the fundamental concept of
the NB method is to calculate the probabilities of categories
allocated to the corpus, tweet text known as features, by esti-
mating the joint probability of classes and text (i.e., words in
a tweet). It is depicted mathematically in Eq.3, where P(c|x)
is a conditional probability, while P(c) is the prior probability
and P(x) is the probability of observing x.

P(c|x) = with

P(c|X) = P(x1|c)xP(x2|c)x . . . xP(xn|c)xP(c) (3)

This method calculates the probability of a tweet being
infected with Dengue or not. For this purpose, the parameters
(or features) of a tweet, particularly the number of words in
a tweet are considered. This means that NB methods operate
by associating the use of features (i.e., words), with infected
and non-infected tweets, and then computing a probability
that a tweet demonstrates that a person is or is not infected
with Dengue using Bayes’ theorem. First, the text data is
transformed into vectors by utilizing the embedding tech-
niques, and then the values of the vectors are fed into the
NB classifier. The efficiency of the model is evaluated on the
test phase, which is not considered during the training phase
of the method. Finally, in order to get a better insight of the
model, the 10-Fold cross validation, performance metric such
as precession, recall, and F1-Score, etc., is also measured.

2) DEEP LEARNING CLASSIFIERS
a: ANN/DNN
ANN is a mathematical based method typically used for
classification and prediction purposes for both numerical and
categorical data [62], [63]. The general structure of ANN
consists of one input layer, one or more hidden layers, and
one output layer. An ANN that has more than one hidden
layer is known as DNN. Each layer consists of multiple
nodes and the number of nodes in each layer be influenced
by the number of parameters (features) in data and data
type. Each layer has assigned separate weights. then these
weights are combined with the input features and then moved
to the next layer. ANN learns optimized weight values on
each layer by back-propagating the estimated or predicted
error (true output – estimated output) to the preceding lay-
ers. The back-propagation approach is aimed to increase
the model accuracy and decreases the estimation error so
that the optimal output can be obtained for specific input
features on completion of the training. The output at each

layer is generated by activation function that can be rectified
linear unit (ReLU) or sigmoid. Where ReLU is assigned at
each layer and provides the output ranges between 0 to max
[0, ∞), while sigmoid is allotted at the output layer that
generates the probability as output between 0 and 1. The pseu-
docode for ANN and DNN is depicted in algorithms 1 and 2,
respectively.

Algorithm 1 Pseudocode for ANN
Begin
Input: Tweets corpus
Output: tweet infected with Dengue or
not
W1, W2, b1, b2← random initializer
while i ≤ 500 do

Z1← np.dot (W1, X) +b1

A1
← ReLU(Z1),where ReLU (Z) = max

(0, z)
Z2← np.dot (W2, A1)+ b2

A2← sigmoid (Z2),// sigmoid
Z2
=

1
1+e−z

L(A2,,Y)←
−Y.log(p(Y))+ (1− Y).log(1− p(Y))
W1
←W1

− ∝
∂L(A2,Y )
∂W1

W2
←W2

− ∝
∂L(A2,Y )
∂W2

b1← b1− ∝ ∂L(A2,Y)
∂b1

b2← b2− ∝ ∂L(A2,Y )
∂b2

end while
End

In the first step, data is converted to TF-IDF as discussed
above. There are around 10,000 TF-IDF values (referred to
as features) for the whole train dataset. in the training phase,
the data (i.e., TF-IDF values of text) is processed by ANN
and can be seen in algorithm 1. After the training, the values
of W (weight) and b (bias) are optimized using the gradient
descent algorithm to find the minimum loss value. We can
then use these values of W and b to make predictions.

b: RNN AND LSTM
ANN is typically used for classification purposes [62]; how-
ever, there are some limitations when the sequence data such
as words or sounds are processed. For instance, in ANN input
and output features are fixed in size, which may not be the
case when sentences are processed. In this paper, we are
processing text in tweets and, therefore, the size of all input
is not the same (i.e., one sentence may have 5 words, another
may have 8 words and so on). Therefore, ANN may not
be able to produce efficient results. Moreover, ANN does
not share features learned across different positions in texts.
In order to make a good prediction of a sequence of words,
learned features must be shared across different positions.
RNN is designed to overcome these limitations in ANN. A
simplified notation of RNN is shown in Eq. (4), where a<t>

is an activation function, which is typically tanh or ReLU.
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Algorithm 2 Pseudocode for DNN
Begin
Input: Tweets corpus
Output: tweet infected with Dengue or
not
W1, W2, W3, W4, b1, b2, b3,b4 ← random
initializer
while i ≤ 500 do

Z1← np.dot (W1, X) +b1

A1
← ReLU(Z1),where ReLU (Z) = max

(0, z)
Z2← np.dot (W2, X) +b2

A2
← ReLU(Z2)

Z3← np.dot (W3, X) +b3

A3
← ReLU(Z3)

Z4← np.dot (W4, A3)+ b2

A5 ← sigmoid (Z5), //sigmoid (Z2) =
1

1+e−z

L(A3,Y)− Y.log(p(Y))+ (1− Y).log(1− p(Y))
W1
←W1

− ∝
∂L(A2,Y )
∂W1

W2
←W2

− ∝
∂L(A2,Y )
∂W2

b1← b1− ∝ ∂L(A2,Y)
∂b1

b2← b2− ∝ ∂L(A2,Y )
∂b2

end while
End

The input to this activation function is the output from the
previous unit (a<t−1>) multiplied by its weight (wa), added
with the input for the current unit (x<t>) multiplied by its
weight (wx). A bias term (ba) is also added. y ^^(<t>) is the
probability of output, computed using the output activation
function that can be sigmoid in case of binary classification
and softmax in case of multiclass classification. More details
of RNN are given in [27].

a<t> = g
(
Waa<t−1> +Wxx<t> + ba

)
ŷ<t> = g

(
Wya<t> + by

)
(4)

A typical problem in RNN is long term dependencies [64]
when processing a long sentence. Solutions in the form of
LSTM [65] and GRU [66] are proposed to avoid long term
dependencies. In this paper, we have utilized the LSTM tech-
nique as it has the ability to preserve a memory cell (c̃<t>)

at timestamp (t). The output (a<t>) is calculated using the
following Eq. (5) [65].

c̃<t> = tanh
(
Wc

[
a<t−1>, x<t>

]
+ bc

)
0u = σ

(
Wu

[
a<t−1>, x<t>

]
+ bu

)
0f = σ

(
Wf

[
a<t−1>, x<t>

]
+ bf

)
c<t> = 0f ∗ c<t>−1 + c̃<t> ∗ 0u

0o = σ
(
Wo

[
a<t−1>, x<t>

]
+ bo

)
a<t> = 0o ∗ c<t> . . . . . . . . . . . . . . . . . . . . . . (5)

Consider the above Eq. (5), where σ represents the sigmoid
function and generates the output value between 0 and 1.
The input gate (0u) defines the extent (or degree) to which the
current information is transformed into the memory cell. The
forget gate (0f ) determines the degree to inform the cell state
to discard the information or to forget the existing mem-
ory. Through the forgetting part of the current memory and
adding new memory (c̃<t>), the memory (c<t>) is modified
(restored). The gate (0o) represents the output degree.

IV. RESULTS AND EVALUATION
This section evaluates the effectiveness and potential of
the proposed work by classifying Dengue disease. Also,
we present the result achieved by performing various exper-
iments in order to confirm all the research objectives.
Experiments and results are conducted by using Python
(3.6 version) and Anaconda framework.3

We trained our model using machine learning and deep
learning classifiers techniques, discussed in Section 3.5, and
evaluated each classifier performance on test data using
the following performance evaluation measurements [67]:
a) Accuracy, b) Precession, c) Recall, d) F1-Score, and
e) Receiver Operating Character Curve (ROC Curve). The
total average of the performance measures for each classifier
using TF-IDF feature extraction is presented in Table 3.
Where accuracy is the most commonly used classifier mea-
surement of the performance metric. It is the measurement
of all the correctly predicted actual classes such as actual
positive and negative, referred to as Dengue infected or
not infected in our case, in accordance to the total predic-
tions. Moreover, precession determines out positive classes

3https://www.anaconda.com/distribution/

TABLE 3. Comparison of the proposed method with baseline methods using performance evaluation measurements.
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FIGURE 3. Confusion matrix for (a) LR; (b) SVM; and (c) NB.

FIGURE 4. Confusion matrix for (a), ANN, (b) DNN, and (c) LSTM.

FIGURE 5. ROC curve for (a) LR, (b) SVM, and (c) NB.

(i.e., Dengue infected people), which are predicted correctly,
to analyze how many of those are positive (i.e., actually
infectedwithDengue). Recall presents the correctly predicted
actual positive (Dengue infected people) is measured to all
positive predictions. F1- Score also known as F measure and
F score. It is a measure of test accuracy in supervised learn-
ing (binary classification) problem. F1 score is a weighted
average function of precession and recall. The mean of the
recall and precision is calculated via the F1 score. Following
the results (see Table 3), it can be concluded that the LSTM

classifier using TF-IDF features extraction technique
achieved better performance results than the other classifiers.

We also graphically visualized the performance of the
model by creating a confusion matrix (Figure 3 and 4) and
ROC curve (Figure 5 and 6). A confusion matrix is a good
solution to show results in two or more class classification
problems as it further illuminates the classifiers’ performance
on test data and tries to compare the classified data according
to their actual class label. However, ROC Curve is utilized to
compute or measure of a binary classification model.
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FIGURE 6. ROC curve for (a) ANN, (b) DNN, and (c) LSTM.

It illustrates that the higher the accuracy the better the
model would be to detect the actual positive class as pos-
itive (Dengue infected (0) and ROC class (1) of the ROC
curve for each classifier of machine learning and deep
learning on TF-IDF features extraction technique given in
Figure. 5 and Figure. 6, respectively.

From the above confusion matrices, we notice that the
LSTMmodel (Figure. 4. C) has performed a better compared
to other classifiers (Figure. 3 and Figure. 4), by predicting
negative class labels when the tweet appeared negative (i.e.,
not infected people) but suffered from identifying positive
class labels. This is due to the imbalance data as our training
consisted of a large negative class. Consequently, the model
learned from this class imbalance to provide a higher prob-
ability to a negative class label. Similarly, LSTM has also
achieved higher accuracy for ROC (micro-average, macro-
average, ROC class (0) and ROC class (1) compared to other
classifiers.

Following the results above of the confusion matrix and
ROC curve plots, it can be concluded that the LSTM classifier
using TF-IDF features extraction technique achieved better
performance results than other classifiers.

V. CONCLUSION
Social medical platforms are commonly used by people to
express their opinions and disseminate personal informa-
tion. People commonly share information related to health,
science, business, art, daily life activities, etc. Using machine
and deep learning techniques, we can extract useful informa-
tion from this data and performs different analysis which can
help to improve the quality of our life. In this paper, a model
is proposed that extracts information from people’s tweets.
The tweet may be information about a person, whether
he/she is actually infected with the Dengue disease or general
information about the disease. The model uses RNN with
a word embedding technique (TF-IDF). The experimental
results demonstrate that the proposed model outperforms
the current state-of-the-art machine and deep learning
algorithms.

In future, we aim to evaluate the performances of the
advanced word embedding techniques such as Word2Vec,
Glove, and Fasttext in order to learn the semantic relationship
among different words in social media text for better analysis.
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