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ABSTRACT The bullet impact detection in the silhouette plays an important role in the institutions
which have a shooting range, specially where are regulated the license to carry a gun and where the
evaluation manual process could present distortion in the ability’s evaluation of the shooter and like
a consequence the license’s issuance. This paper proposes a method for an automatic detection of the
bullet impacts in silhouettes based on deep learning and image processing, which consist of the following
steps: pre-processing, impacts detection, edge detection and evaluation results. The experiments about
600 silhouettes with 2401 bullet impacts images of the proposed and implemented method considering the
models Resnet 50 and Resnet 101 for Mask R-CNN show that Resnet 50 get better results than Resnet 101,
achieving 97.6 %, 99.5 %, and 97.9 %, of accuracy, precision and recall, respectively, above the methods
Circular Hough Transform, Circlet Detection, Random Sample Consensus, Randomized Hough Transform,
Randomized Circle Detection, Support Vector Machine, Faster R-CNN, MnasNet and YOLO. Also,
the results show 100 % of effectiveness in the edge detection and the count of the detected bullet impacts.

INDEX TERMS Edge detection, bullet impact detection, image processing, Mask R-CNN.

I. INTRODUCTION
The shooting range is an outdoor or indoor space, condi-
tioned to practice the gunshot. The countries which have
governmental institutions to issue license to carry a gun have
these spaces which get the required characteristics and safety
measures according to the current standards. The process to
get the license, generally, contemplate a psychological test
to make sure of the person’s mental health, a theoretical test
which objective is to evaluate the normative knowledge and
basic concepts related to a gun, a practical test to determine
the ability of handling, the gun supply and basic safety rules,
and, finally, the test which measure the skill of the shooter
(shooting test). Generally, this process is applied in some
countries [1]–[4].

To take the shooting test, the people must follow the given
security obligations for the regulatory institution, besides,
it must respect the instructions of the responsible of the
shooting range rigorously. The evaluation of the test is done
standing in the shooting line, with a gun which contains a
certain amount of ammunitions, in front of the silhouette
placed on according to the current standards of the institution
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FIGURE 1. A shooter during the evaluation of a test in a governmental
institution.

(see Fig. 1). To pass this test, the shooter must reach the
shooting threshold inside the target that is in the shooting
silhouette, which is determined with the detection of the
bullet impact in a silhouette (DBIS) [4].

In some countries where the evaluation process of the
shooting test is performed manually, there is a supervisor
who is in charge of signaling if the candidate passes or fails
the shooting test and visualizing the bullet impacts detection
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and count in a shooting silhouette [4]–[6], who becomes a
vulnerable being to acts of corruption, which generates the
granting of gun licenses to unfit people. During 2019, in some
regions such as Latin America, it was reported that more than
1 in 5 people paid bribes when they used a public service [7].

An alternative to mitigate errors in the shooting evalua-
tion process is given by automation of this service, using
artificial intelligence techniques to solve DBIS. However,
an exhaustive review on Web of Science and Scopus, where
the keywords were used [gunshot detection, gunshot recog-
nition, bullet recognition, bullet impact recognition, gun-
shot pattern, gunshot localization, bullet impact detection],
shows nowadays there is no publication for DBIS through
computing techniques. The few studies related to DBIS are
oriented to the detection of the shooter [8], bullet impact anal-
ysis of woven fabrics [9], [10], shooting detection through
accelerometer [11], and particle residue analysis [12].

However, nowadays, there are several machine learning
techniques for the processing of images that have achieved
high precision for a number of tasks, such as the classification
of images, the detection and locating of objects, one of them
is Mask R-CNN, which has achieved precisions of 97.8 %,
95.78 %, 98.5 %, and 85 % by solving problems of detection
of fake images [13], detection of skin burns regions [14],
detection of workers and danger zones in a building [15],
and detection of breast lesions [16], respectively. So, Mask
R-CNN could be used to solve DBIS.

In this paper, it’s proposed the bullet impact detection in
silhouettes based onMask R-CNN along with image process-
ing techniques. This techniques combination based on deep
learning makes it possible to detect, segment and recognize
the bullet impacts accurately, while the image processing
techniques help in identifying the edge of the silhouette in
order to evaluate the shooter’s accuracy.

This work is organized into 6 sections. In the section II,
a background and literature review are performed about cir-
cular detection, Mask R-CNN and edge detection. In the
section III, the method for automatic bullet impact detection
is proposed: pre-processing, impact detection, edge detection
and evaluation results. The section IV describes the automatic
bullet impact detection through the Mask-R-CNN implemen-
tation, edge detection, and evaluation results. Model valida-
tion is presented in the section V. Finally, the Section VII
presents the conclusions and future works.

II. BACKGROUND AND LITERATURE REVIEW
The bullet impact detection in silhouettes involves tasks to
detect, locate, and identify the bullet hole region, as well as
evaluating the accuracy of the shooting to identify whether
it impacted in or out the silhouette target. This means that
the challenge of the problem focuses on performing an object
classification (Are the objects impacts on the silhouette?),
object location (where are the impacts?), and object instance
segmentation (What portion of the image is the bullet hole?).
Because of it, studies related to shooting and impacts, Mask
R-CNN and edge detection are reviewed.

FIGURE 2. Real silhouette used in a shooting range of a governmental
gun control institution.

A. RELATED WORKS
There are studies related to shooting in the military field
for the measurement and identification of the small-caliber
bullets orientation before it reaches the impact surface [17],
and the use of acoustic location techniques of shooting to be
able to identify the shooter [8]. In the forensic field, images
of potential residues of particles from the shooting, taken
with a hyperspectral camera, are analyzed in order to identify
automatically through the use of machine learning algorithms
the existence of samples of these residues [12]. In other
areas, a literature review about bullet impacts study has
been performed in woven fabrics [10], where the penetration
resistance of the bullet impact is reviewed. On the other hand,
the bullet impacts in woven packages are analyzed in order
to develop a model for ballistic interaction simulation for
multilayer woven packages [9]. Also, the shooting is detected
using portable accelerometers to demonstrate the use of these
sensors and identify signals corresponding to the use of
guns [11].

As it can note, the studies which were found take several
approaches, however, they give a little information about
DBIS, which it is an image processing problem. An important
aspect to solve DBIS is the detection of a bullet impact hole
in a silhouette, and generally it has a circular shape (see
Fig. 2), for that reason we considered to review the studies
about the detection of circular shapes in images. One of
these techniques is Circular Hough Transform (CHT), used
in [18]–[20] to detect objects with circular shapes in each
research. In [18], CHT is used to locate the coronary root
in the aorta, in order to segment the coronary tree from CT
images. In [19] and [20], is used to detect and count nano
particles and red blood cells, respectively, in order to solve
the required manual work problem in the counting of the
mentioned objects.

In other studies, a Support Vector Machine (SVM) classi-
fier is used to recognize patterns of bunches in vineyard [22],
thus achieving an accuracy of 95.5 %. In [23], a new Circlet
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Transform (CTT) is implemented for the analysis of micro-
scopic images, detecting and counting red blood cells, achiev-
ing an accuracy of 93.3 %. On the other hand, the Random
Sample Consensus (RANSAC) algorithm is proposed for the
circular detection of transparent contact lenses using an SVM
image classifier [24], achieving an accuracy of 90.63 %.
In the same way, in [25], the same algorithm is used for the
automatic gauge detection to find the most fitted ellipse to
the targeted object. Randomized Hough Transform (RHT) is
implemented in [26] for the identification of elliptical forms
of the optic disc as part of the early glaucoma diagnostic in an
expert system based on fuzzy logic, with an accuracy of 96 %.
On the other hand, [27] introduces Randomized Circle Detec-
tion (RCD), implementing a specific voting strategy based on
the curvature of the isophotes.

Studies based on deep learning also show effectiveness
in detecting and locating objects, such as [28], [29], using
Faster R-CNN. Whereas in [28] Faster R-CNN is used for
the automatic detection of rice seedlings with an accuracy
and recall of 98.9 % and 91.9 %, respectively, in [29] is used
for the oil tank detection of satellite images with an accuracy
and recall of 97.36 % and 94.66 %, respectively. In [30],
[31], You Only Look Once (YOLO) is proposed, with works
that contribute to detection response speed. In [30], YOLO
is used with 2 different focal length cameras for vehicle and
license plate detectionwith accuracies of 90.38% and 86.1%,
respectively, whereas in [31] is used for the fabric defect
detection with effectiveness rates of 97.81 %. On the other
hand, Mask R-CNN and UniNet 2.0 are proposed for iris
recognition [32], where a precision of 96.8 % is achieved.
Other studies use deep learning focused on the size of the
trained model, such as [33], which uses a MnasNet architec-
ture for mobile phones.

B. MASK R-CNN
Mask Regional Convolutional Neural Network (Mask
R-CNN) is an effective object detection technique based
on Faster R-CNN [34], which complements and extends its
architecture to introduce an additional layer of segmentation
per each instance. He et al. [35] conceptualizes it in a sim-
ple way: while Faster R-CNN provides 2 outputs for each
detected object (the labeled class and bounding box), Mask
R-CNN provides a third output which is called Mask.

This technique based on a deep neural network achieves
the segmentation of instances for each bounding box using a
fully connected layer (FC) in parallel with the location and
identification, in this way, it is capable of generating the pro-
posed areas of regions where the objects might be detected.
Mask R-CNN, which is seen from a high level, consists of 3
parts: the backbone, a convolutional neural network (usually
ResNet, VGG or ConvNet) with the function of getting the
characteristics of the analyzed image from a low level as
edges, until a high level like people, animals, among others.
The second is a light neural network called RPN (Region
Proposal Network) that is responsible for receiving themap of
features generated by the backbone in order to find the regions

of interest (RoI), so, the areas that can contain the objects.
With the following regions proposed by RPN, they are sent
to the third scenario, an FC layer and a fully convolutional
network (FCN) to generate 3 outputs for each RoI, the clas-
sification of the object in the region of interest, the bounding
box (with the purpose to refine the location and size of the
bounding box) and the mask. This last scenario generates
scores for bounding boxes, classification, and segmentation
masks. The overall architecture of the Mask R-CNN is shown
in Fig. 3.

Works related to this technique allow the recognition of
different objects, for example, a model capable of detecting
two types of image manipulations: copy-move and splicing,
in order to perform the detection, location and segmentation
of the fake images in forensic analysis, where an average
accuracy of 97.8 % is achieved [13]. Also, an automated
detector of strawberry based on Mask R-CNN in order to
improve the manual harvest in the strawberry industry, with
an average accuracy rate of 95.78 % and a recall of 95.41 %
[36]. On the other hand, there is a model for the auto-
matic detection, segmentation and classification of breast
lesions with ultrasound images, where an accuracy of 85 %
is achieved [16]. Yang et al. [15], in order to avoid accidents
in building constructions when fall heavy objects, proposes
a method that recognizes, locates and segments workers and
danger zones, and then measures the safety distance, in this
way it reaches an accuracy of 98.5 %.

C. EDGE DETECTION
The image processing techniques provide a set of tools and
methods for processing and analyzing images for object
recognition, edge detection, and so on. As the scope of this
work is to detect the accurate impacts within the target of the
silhouette, it is considered to detect the limit of the figure,
i.e., to detect its edges that serve as a reference to evaluate
whether the impact is inside or outside it.

The studies found [15], [20], [21], [37]–[40] are supported
on the Canny algorithm to process the images and achieve the
edge detection, besides, to present proposals for algorithm
improvement. In [38] is used to mitigate the problems of
noisy and broken edges. On the other hand, in [37], amodified
Canny algorithm is used to segment the images with a high
amount of noise in order to obtain the limit of the object.
In [40], an edge detection option based on Artificial Neural
Network (ANN) is proposed where the Canny algorithm
is used for neural network training, i.e., it achieves a pre-
processing function of the image before using other tech-
niques. In [39], Canny plays a principal role in detecting the
edges prior to the circular detection using power histograms,
which is processed as a pre-circular step using CHT. In the
case of [20], its objective is the detection of particles using
Canny for edge detection, which is processed as a previous
step to the circular detection using CHT. Also, in [21], a com-
bination of Canny and CHT is used to detect eye exudates,
pre-processed and segmented region to achieve the final result
using a convolutional neural network.
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FIGURE 3. Mask R-CNN Network Architecture.

FIGURE 4. Method for resolving DBIS.

III. DETECTION OF REAL IMPACTS IN SHOOTING
SILHOUETTES
To solve DBIS, a 4-step method is proposed, based on images
processing techniques and artificial intelligence: 1) Pre-
processing, 2) Impact detection, 3) Edge detection and
4) Evaluation results. Finally, each step performs a specific
task to obtain another image with the detected impacts and
edges, which it will be shown in order to know the perfor-
mance of a shooting test in a shooting range. Fig. 4 shows the
method and how DBIS is resolved.

The process for resolving DBIS through the method is as
follows: the shooter is positioned on the shooting line of the
shooting range and performs a regulated number of shootings
in the silhouettes (test). Once the test is completed, the image
capture of the silhouette is performed using a device such as
a camera, and then it’s processed by the proposed method
of bullet impact detection (MBID), which it also generates
a report of evaluation results.

A. METHOD OF BULLET IMPACT DETECTION (MBID)
In MBID, each component is executed in the indicated order
in Fig. 4, where each output of the previous component is the
input of the next component. This means that the interaction
among components is a sequence of activities that run one
after the other.

The pre-processing component will give as output a
more suitable image, improving certain characteristics of the

figure such as the color and size, in addition to make it possi-
ble to perform faster processing operations. The impact detec-
tion will output an image with the bullet impacts detected and
drawn in the silhouette using Mask R-CNN, while the edge
detection helps to get an image with the detected edges in the
shooting silhouette, then to identify and count the successful
impacts in the next evaluation result component. The last
component generates the results report.

B. PRE-PROCESSING
This component includes a set of techniques to initiate image
processing. The purpose of pre-processing is to obtain, from
a source image, to another whose result is more appropriate,
adapting particular characteristics of the image and obtain
better results in its processing. The steps that run on this
component are to convert the image to grayscale, and then
resize it and so that they all have the same size. The final result
of this component is a prepared image to detect the impacts.

1) GRAYSCALE CONVERSION
This image processing technique is highly recurring when
it’s performed objects detections in images by converting a
color image to grayscale in order to gain processing speed,
because the color increases the complexity and time when
it’s processed. In [20]–[22], [41], the grayscale is part of the
initial method of processing of an image which it served as a
reference to include it in MBID.
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2) IMAGE RESIZING
This technique refers to the resizing of an image and it
is applied in MBID in case the image does not have the
dimensions of 768 × 1024 pixels, which are the dimensions
of the captured image by the camera and in several experi-
ments have given better results. To avoid distorting the image,
the same percentage is applied to both sides of the image and
that percentage is calculated by reference to the width of the
image. Just like [21], [22], [41]–[43], the resizing is part of
the object detection techniques.

C. IMPACT DETECTION
Impact detection is one of the main components which
will allow to identify the impacts on shooting silhouettes
in order to account for all the made impacts. The process
flow starts with receiving the pre-processed image, loads the
trained model, runs the model for detection, and draws on the
detected bullet impacts in the silhouette.

This component uses Mask R-CNN and was established a
simple classification to predict whether the area to be identi-
fied in the silhouette is a bullet impact or not. Mask R-CNN
delivers 3 proposals: the classification (class), the bounding
box of the bullet hole (bbox) and the mask of pixels of the
hole (mask). The classification is unique because it will only
be known whether it is a bullet impact or not, the box delimits
the impact region, whereas the mask takes the pixels from the
bullet hole, delimiting the object.

The trainedmodelMask R-CNN is loaded into this compo-
nent, as well as its set configurations: the backbone network
(based on Resnet), batch size, learning rate, mask shape,
among other configurations detailed in the section IV-A. The
image processed in the previous component will be continued
the impact detection flow using the loaded Mask R-CNN
model, thus, both of them: bounding boxes and masks are
drawn on the processed image (see Fig. 5). The left silhouette
shows an image containing 4 real impacts performed on a
shooting test, and other shapes or elements that can confuse
and complicate the counting of bullet impacts, even it has
done it manually. The right silhouette is one after using
the impact detection model, which shows the 4 detected
bullet impacts, delimiting and segmenting the region of the
bullet hole.

D. EDGE DETECTION
This component in MBID seeks to detect the edges of the
shooting silhouette, in other words, to delimit the object
to identify the region in which the impacts are consid-
ered successful, and outside of them as unsuccessful. All
impacts will be accounted for and categorized (successful
and unsuccessful) in the evaluation result component. The
steps which are included in this component to apply: image
noise, dilation, erosion, image threshold, and final edge
detection. This set of techniques will facilitate the edge
detection making that different elements from the silhouette
such as logos of the institution, written in the silhouette,
as well as the same holes, disappear and the edge detection

FIGURE 5. a) Silhouette to detect, b) Silhouette with detected impacts
using Mask R-CNN.

will be more efficient. Each step of this component is
detailed below:

1) IMAGE NOISE
Median Filter technique is used to reduce the noise in an
image. New methods based on this technique are presented
in [40], [45], in order to remove high noise density.

By applying the Median filter on this component, it can
achieve an effect that blur on the image in order to reduce the
external elements in the silhouette and in this way to improve
the edge detection results.

2) IMAGE DILATION
Dilation is a morphological operation of the image processing
which increases the size of objects by using a structuring
element as an input [46]. In [47], a method based on this tech-
nique is proposed to improve image recognition smoothing
regions of the image.

This component is applied in order to further disappear the
external elements to the silhouette using a rectangular dilation
kernel. One effect that is achieved with this process is to dilate
the silhouette, therefore only a low number of iterations is
defined in order not to distort the image.

3) IMAGE EROSION
The erosion, like dilation, is a morphological operation,
which performs the opposite action by decreasing the size
of objects. This technique in MBID aims to recover the dila-
tion of silhouette size after applying the dilation procedure,
in addition to contributing with the disappearance of elements
outside the silhouette.

4) IMAGE THRESHOLD
The thresholding process is used to segment an image based
on pixel intensity variation. If the pixel value is above the
value of a threshold, it is set to a foreground value, oth-
erwise, a background value [48]. Whereas the conventional
threshold uses the same value for all pixels, an adaptive
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FIGURE 6. Results of applying ‘‘Edge Detection’’ component. a) Pre-processed silhouette, b) Silhouette with Median Filter, c) Dilated silhouette, d) Eroded
silhouette, e) Silhouette with adaptive threshold, f) Silhouette with edges found and drawn on the initial silhouette.

threshold determines it dynamically for a pixel [49], making
it better suited to the contrasts and grayscale tones of an
image. In [50], a filter based on this technique is proposed
to eliminate the noise in corrupt digital images in order to
restore them.

In MBID, the adaptive threshold is used to separate the
image by regions based on the variation in intensity between
the silhouette pixels and the background pixels.

5) EDGE DETECTION
The edges are the set of lines that go along the boundaries
of an image, and applying this technique in MBID means
identifying the edges of the shooting silhouette. The com-
binations of all the previous techniques in this component
allow to reduce the amount of information that is processed
significantly, and therefore the edge detection is processed
with relevant pixels that make the result more effective. Once
the edge detection process is completed, the border is drawn
in the image.

The result of applying these 5 steps are shown in Fig. 6.

E. EVALUATION RESULTS
This component allows to qualify the impacts made by the
shooter. It is considered a successful impact if it is within the
region of the silhouette, otherwise, it is considered a failed
or unsuccessful impact. Then the results are drawn on the
shooting silhouette (see Fig. 7).

IV. IMPLEMENTATION
A. MASK R-CNN
The detection model Mask R-CNN uses a pre-trained model
based on the COCO dataset, which contains the trained
weights of a huge number of images from different cate-
gories used in object detection and segmentation. This pre-
trained model was used to initialize the backbone of theMask
R-CNN model.

The Mask R-CNN backbone can be built with residual
networks, such as ResNet 47, 50, 71 or 101, which each one
also has different numbers of layers. For the detection model
training, Resnet 50 and 101 were configured with the defined
values in Table 1.

FIGURE 7. Final result of testing a shooting silhouette with MBID.

TABLE 1. Parameters configured for the Mask R-CNN model.

Mask R-CNN was implemented with the Python language
and the open source Tensorflow and Keras libraries for the
deep learning.

B. EDGE DETECTION AND EVALUATION RESULTS
The edge detection and evaluation results components are
implemented with the OpenCV library. For Image noise, its
implemented MedianBlur function is used, which a positive
odd value is sent. The configured value is 13 and represents
the size of the kernel that performs the image scan.
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For image dilation and erosion, a structuring element (of
any shape, or size) is used that calculates the shape of a pixel
closeness over a maximum value taken for dilation and a
minimum value for erosion. In MBID, it was configured with
a value of 2×2 and the formulas used in the library for dilation
and erosion are defined in (1) and (2), respectively.

dst(x, y) = max(x ′,y′):element(x ′,y′)6=0src(x + x
′, y+ y′) (1)

dst(x, y) = min(x ′,y′):element(x ′,y′)6=0src(x + x
′, y+ y′) (2)

where src is the image to be processed, element is the struc-
tural element used for dilation or erosion, dst the output
image,max is the maximum value over the given kernel area,
min is the minimum value, (x ′, y′) it is the coordinate of the
pixel to erode or dilate, and (x, y) is the dilated or eroded
pixel.
For the adaptive threshold, a function that requires addi-

tional values that condition the output of the image is used,
which are detailed in Table 2, and the default formula of the
OpenCV library is also used.

TABLE 2. Parameters configured for adaptive threshold processing using
OpenCV.

Also, the findContour function has been considered with
the CHAIN_APPROX_SIMPLE method to get the edges
of the image. Lastly, the evaluation of results was imple-
mented with the pointPolygontest function, which determines
whether a point is inside, outside, or at the same edge. This
function brings a positive value if the point is inside, negative,
outside, or equal to zero or on the same edge.

V. VALIDATION
A. DATASET
In this work, shooting silhouettes were used to perform the
training and validation tasks of the Convolutional Model
Mask R-CNN, and the testing of MBID too. The sil-
houettes were digitized in JPG format with a resolution
of 2680 × 3600 pixels and then they were resized to the size
of 768 × 1024 pixels. The camera was in a perpendicular
position to each used silhouette (with real impact) 2 meters

away, and they were taken at a shooting range of a govern-
mental gun control institution.

A total of 600 images were obtained in 20 days, which
were used as follow: 81 % (486 images) for training, 9 %
(54 images) for validation, and the rest 10 % (60 images) for
subsequent tests. The images to be trained were accompanied
by annotations with the masks of the bullet holes using the
VIA annotation tool (VGG Image Annotator).

The dataset has silhouettes with different amounts of bul-
let impacts, in other words, there are silhouettes from 1 to
5 impacts, which are the thresholds of the institution where
the silhouettes were collected (see Table 3).

TABLE 3. Distribution of dataset bullet impacts.

B. SCENARIOS
The implementation ofMaskR-CNNwasworked for 2 exper-
imental scenarios. Scenario 1 considers all the impacts (inside
and outside the target), this is to say, 2401 impacts, and
scenario 2 only considers impacts inside the target, that is
2137 impacts (see Table 3). The purpose of the first scenario
is to train the Mask R-CNNmodel with the mayor quantity of
impacts in the silhouettes, whereas the second is to improve
the model by training impacts of the same type (only impacts
inside the target).

C. CROSS VALIDATION
In order to achieve the best performance of the convolu-
tional model, the cross validation method was used with
540 selected images randomly. The Cross validation k-fold
sets the ‘‘k’’ like a unique parameter, referring to the number
of groups in which the data sample is divided, and in this
work it’s considered k-fold equal to 10, thus, 10 groups will
be performed, 1 to validate and 9 to train.

D. LOSS FUNCTION
At the end of the training process, the values of the recom-
mended loss function by the author of Mask R-CNN were
obtained [29], who establishes the loss of multiple tasks,
shown in (3).

Lfinal = Lclass + Lbbox + Lmask (3)

The 3 lost Lclass, Lbbox and Lmask correspond to the clas-
sification loss, bounding box and mask, respectively. These
values are individually calculated for each region of interest
and the sum of all of them defines the final loss (Lfinal) of
Mask R-CNN.
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The Lclass value indicates the loss which it gives to the
wrong classification of the object to be detected, showing
how safe the trained model is to predict the classification
labels, i.e., how accurate the model is to identify whether it
is an impact or not. The Lbbox value indicates the associated
loss with the bounding box and how far away it is from the
true box, which means how accurate the model is to locate
the impact inside the silhouette. Lastly, Lmask indicates how
well the model segments the objects, this corresponds to the
impact masks created in the shooting silhouette. For the first
and second scenario, these values are shown in Table 4 and 5,
respectively.

TABLE 4. Loss values of the first scenario for Resnet 50 and 101.

TABLE 5. Loss values of the second scenario for Resnet 50 and 101.

The results show that the loss present a low value in the
first scenario regardless of the classificationmodel to be used,
this is explained because in the first scenario the dataset
additionally includes 12.3 % of bullet impact images than
the second scenario. In addition, the results show for both
scenarios that the Resnet 50 has lower loss than Resnet 101,
with 5.74 % lower in the first scenario. The graphs in Fig. 8
show a declining trend of loss types with a trend of stabiliza-
tion since the epoch number 60, with less deviation in training
than in validation. Besides, the lost classification Lclass is less
than the Lbbox and Lmask loss, this is explained because it is
considered a single type of object to be classified (the bullet
impact).

VI. RESULTS
The performed experiments are presented to demonstrate the
efficiency of the trained model and the used image processing
techniques to determine how successful a shooting was, for
that reason, 60 shooting silhouettes were used which contain
a total of 249 bullet impacts that were not used in the training
and validation process. The tests were performed on a PC
with NVIDIA GeForce GTX 1060 for GPU acceleration,
Intel (R) Core (TM) i7-8750H CPU and 16 GB of memory.

The several experiments for the Mask R-CNN model are
evaluated with the measures: Accuracy (AC), Precision (PR),

FIGURE 8. Loss function Lclass, Lbbox y Lmask of Resnet 50 and 101 of the
first scenario.

and Recall (RC) which are defined in (4), (5) and (6),
respectively.

AC =
TP+ TN

TP+ FP+ TN + FN
(4)

PR =
TP

TP+ FP
(5)

RC =
TP

TP+ FN
(6)

where TP = True Positives, TN = True Negatives, FP =
False Positives yFN = False Negatives. These valueswill be
obtained from the detection results, presented in a confusion
matrix, to get to detail explicitly, where the model is right,
omits or confuses the class with other objects.

Table 6 shows the confusion matrix for the 2 proposed
Mask R-CNN classification models (Resnet 50 and 101) and
for YOLOv3,MnasNet, Faster R-CNN (Resnet 50 andVGG),
SVM, RANSAC (Circle and Ellipse), RHT, CTT, RCD and
CHT, where DUM and NDUM refer to the impact detection
and non-detection, respectively. All these techniques have
been considered because they are part of the state-of-the-art
for object detection with efficient results, in order to compare
all of them with the proposal. Also, the results for Mask
R-CNN (Resnet 50 and 101) have been considered for the sec-
ond scenario because it does not deserve to show the results
for the other techniques since some are invariant in the size of
the dataset and others worsen its efficiencywhen it is reduced.
RCD was implemented by reference to [54], changing the
thresholds because the bullet impact has a different size from
those tested in the reference, just like [55] for CTT. CHT
was implemented with the OpenCV library, taking as a ref-
erence part of the method proposed in [56]. In the tests using
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TABLE 6. Confusion Matrix of the first and second scenario.

RANSAC [52] and RHT [53] it was necessary to process the
image by sections because it was difficult to complete the
process due to the high calculation generated by the number
of iterations performed in these algorithms. YOLOv3 was
implemented with the imageAI library [57], MnasNet using
the Google tool called AutoML, Faster R-CNN by reference
to [58] but implementing the Resnet 50 backbone. SVM was
implemented by reference to [59] with a 3-stage method
and detection using HOG (Histogram of Oriented Gradients)
descriptors.

It can observe that YOLO and MnasNet are the only ones
which detect 249 impacts, in other words, the other meth-
ods detect 1 to more false positives, for example confusing
the muzzle gun as one more impact. This can be explained
because YOLO has an architecture that does not search for
interesting regions in the image that could potentially con-
tain the object, otherwise it accesses to the whole image
in predicting boundaries, training it end-to-end with a loss
optimizing [51]. On the other hand, MnasNet architecture
[33] implements multi-objective optimization that aims to
achieve high precision and speed.

RANSAC, RHT, CTT, RCD and CHT achieve lower detec-
tion results, this can be explained because these algorithms
need preprocessing, such as setting thresholds for the spe-
cific problem or even the image. As the dataset was col-
lected over a period of 20 days and at different time points,
the silhouettes have different types of brightness or color
shades, which could influence the number of impacts and
false positives detected. The number of false positives can
also be explained because the bullet impact does not always
have a well-defined circular shape and its edge can have
different openings, grooves and slits resulting from the bullet
impact. These techniques also detect circular shapes in the
silhouettes, but many of them do not correspond to bullet
impacts, for example, the target person’s eye in the silhouette.

Mask R-CNN is the model that has the best result, fol-
lowed by the YOLOv3, MnasNet and Faster R-CNN Resnet

FIGURE 9. Bullet impact detection using different methods. a) Mask
R-CNN Resnet 50, b) Mask R-CNN Resnet 101, c) YOLOv3, d) MnasNet,
e) Faster R-CNN Resnet 50, f) Faster R-CNN VGG, g) SVM, h) CTT, i) RHT,
j) RCD, k) RANSAC Circular, l) RANSAC Elíptica, m) CHT.

TABLE 7. Accuracy, precision and recall of the first scenario.

50 models, this can be explained because Mask R-CNN
achieves good results with few images [14], unlike the others
that need a dataset with more training images. Likewise,
the Mask R-CNN models have better results in terms of cor-
rect detection (TP+ TN) in the first than the second scenario,
this can be explained because in the first scenario the models
are trained with more images quantities than in the second.

Table 7 shows that Resnet 50 has better values than the
other methods, achieving 99.5 % of PR, and 97.9 % of RC,
i.e., it does not identify 5 bullets from 249 bullet impacts. The
Mask R-CNN Resnet 101 model also has good results, and
very superior to other techniques. On the other hand, the edge
detections and the evaluation results were also verified, thus,
no inconveniences were found for the 60 silhouettes, i.e., the
edges were correctly generated and the bullet impacts were
counted.

VII. CONCLUSIONS
A method called MBID (Method of Bullet Impact Detec-
tion) has been introduced to solve DBIS based on deep
learning and image processing, which consists of 4 steps:
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1) Pre-processing, 2) Impact detection, 3) Edge detection
and 4) Evaluation of results. MBID is an easy method to
implement, since there are several available libraries and
many of them mature to address each of the steps.

The MBID was implemented using the Resnet 50 and
Resnet 101 models of Mask R-CNN for impact detection,
and an experiment was carried out with 600 shooting sil-
houettes used in a gun control institution, which contains a
total of 2401 images of bullet impacts. The testing results
with 249 images of bullet impacts which were not used in
training and validation show that the Resnet 50 model obtains
better results than Resnet 101, achieving 97.6 %, 99.5 %
and 97.9 %, for accuracy, precision and recall, respectively.
In addition, deep learning techniques such as YOLOv3,
MnasNet, Faster R-CNN, and other techniques such as Sup-
port Vector Machine, Circlet Transform, Randomized Hough
Transform, RANSAC, Circular Hough Transform and Ran-
domized Circle Detection, achieving lower results than the
proposal. These results are explained because the deep learn-
ing techniques need a dataset with a larger number of images
to improve accuracy results, whereas the other techniques
need a particular thresholding setting for each image tested,
also, the bullet impacts do not always have a defined circular
shape and their edges, in general, they have openings, grooves
and slits, carrying out a difficult detection (false negatives),
and the silhouettes present objects with circular shapes, con-
fusing these as a bullet impact (false positives). Likewise,
the results of edge detection and bullet impact counting show
100 % effectiveness.
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