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ABSTRACT In this paper, we propose a novel deep generative model for image animation synthesis.
Based on self-supervised learning and adversarial training, the model can find labeling rules and mark
them without origin sample labels. In addition, our model can generate continuous changing images based
on the automatically labels learning. The labels learning model can be implemented on a large number
of out-of-order samples to generate two types of pseudo-labels, discrete labels and continuous labels. The
discrete labels can generate different animation clips, and the continuous labels can generate different frames
in the same clip. Embedding pseudo-labels with latent variables into latent space, our model discovers
regularities and features from latent space. Animation features are fully characterized by the pseudo-labels
learned from the self-supervised module. Using upgraded adversarial training steps, the model learns to
map animation features to pseudo-labels from the latent space and then organizes pseudo-labels embedding
into latent variables to generate animation features. By adapting dimensions of pseudo-labels, we match
fine features with latent variables. Such as using the two types of pseudo-labels, our model can also
generate different styles of videos from the same dataset. The specific implementation tricks depend on the
different pseudo-label dimensions and the number of pseudo-label dimensions. Comparing the results of our
model with other state-of-the-art approaches, the model does not use complicated components, such as 3D
convolution layers and recurrent neural networks. Our experimental results show that an appropriate number
of the pseudo-label dimensions can better characterize animation features. In this case, an animation which
reached human-level perception can be synthesized. The performance of animation synthesis has reached

relatively superior results on several challenging datasets.

INDEX TERMS Self-supervised learning, animation synthesis, pseudo-label, adversarial training.

I. INTRODUCTION

Visual generation is a frontier challenge in computer vision,
and it can be used to create visual content automatically and
so on. By training out-of-order image samples, generating an
animation from noisy images or a single image is a complex
problem.

The challenge of visual generation can be briefly divided
into two tasks. The first task is image generation, which
focuses on different image synthesis applications, such as
image to image translation [1], [2], high resolution image
synthesis [3]-[7].

The second task is video generation, which involves
applying trained a model to generate video. Comparing with
image generation, video generation needs not only to gen-
erative images that treated as frames from a training video,
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but also to generate a changing and continuous sequence that
corresponded with the original frames.

There are two subtasks for video generation. One of them is
video prediction [8], [9]. This task trains video clips to predict
a few future frames. Another one is animation synthesis
[1], [10], [11]. By training a single image or random image
samples, the task needs to make a model that generates a short
image sequence.

All of the above work depends on generating models.
Current mainstream generative models include Generative
Adversarial Networks (GAN) [12], Variational Auto-Encoders
(VAE) [13], Autoregressive models [14], [15], and Flow
models [16]. In this article, adversarial training mainly refers
to training the networks of GAN. GAN is one of the most
popular models that can generate high quality and quantity
image, it is widely used in image synthesis tasks.

However, GAN still has many difficulties and challenges
when directly generating video. Because GAN is used for
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FIGURE 1. Our deep generative model can synthesize an animation from shuffled images. Using a self-supervised manner,

the model learned discrete labels {d,, d,} and continuous labels {c;, c,, ..
represent different animation clips. Continuous labels {c;, c;, ..

., cn} without any given labels. Discrete labels {d;, d,}

., cn} represent different motions in one type of clips. Finally the

model can generate motions by learned d; and c; from diverse datasets.

generating an image as a single frame. Besides, the task of
video generation also needs to generate motions related to
the content of consecutive frames. The main method cur-
rently used for processing image sequences is the Recurrent
Neural Network (RNN) [17]-[19], which is widely used
in natural language processing to generate text sequences.
But in the training process, RNN requires a large number
of known sequences as prior conditions for generating new
sequences. the RNN node should share its weights with other
nodes in the same sequence. So the main disadvantage of
RNN is that generating sequences requires a large number
of known sequences for calculation, especially in image
sequence generation [20].

Current research rarely generates animations using a single
GAN directly. In a semi- supervised manner, these methods
should take sequence information to generate consecutive
frames, such as using 3D Convolutional Neural Networks
(Conv3D) [21]-[23], GAN [24], [25], and RNN [11] to gen-
erate motions, at next, using other networks to generate each
content frame.

In a supervised manner, the current works are mainly
utilizing appropriate prior conditions as labels [1], [2], [10],
[26] to control each frame generation, such as Conditional
Generative Adversarial Networks (CGAN) [27]. The training
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of CGAN concatenates labels with the label’s image samples.
The semantic segmentation and optical flow can be used
as prior conditions that treat as image sample labels. Using
different types of labels, the target images can be generated
according to the corresponding labels. Especially using a
semantic segmentation as the label, the label can control
the image generation at the pixel level. But this method
usually needs large-scale prior conditions as image labels.
Meanwhile, the method always results in pixel distortions in
some areas of its generated images.

We design a model that can learn two types of
pseudo-labels by itself. Different from the real label, The
pseudo-labels are obtained through image features calcula-
tion. By implementing the self-supervised training module,
the model outputs animation from random image samples.
Our model does not require any real labels and sequences.
The result of our animation synthesis can reach the human
level perception on multiple datasets. Some examples are
given in Fig. 1.

Our contributions are summed up as follows:

(1) We propose an animation synthesis model based on
adversarial training. This model can learn two types of
pseudo-labels in a self-supervised manner and embed the
pseudo-labels to latent variables, so that the model can map
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the pseudo-labels to animation features which come from
latent space.

(2) We show the interrelationships between the two
types of pseudo-labels, and the different results by differ-
ent dimensions of pseudo-labels. One type of pseudo-label
(discrete label) can generate different types of animation
clips. The other kind of pseudo-label (continuous label) can
generate different frames in the same animation clip. We com-
bine two types of pseudo-labels to complete animation
synthesis

(3) By improving existing image quality metrics,
we propose a new method to measure the quality of gener-
ated animations. Our method takes sequence continuity into
account when evaluating generated images. Compared with
the current state-of-the-art methods, our experiment results
verify the effectiveness of our proposed method.

Il. RELATED WORK
A. GENERATIVE ADVERSARIAL NETWORKS
GAN is a generative model based on the minimax game
theory. Since its first appearance in 2014, it makes a huge suc-
cess in image generation tasks. The original GAN [12] is an
unsupervised generation model, composing of two networks,
Generator and Discriminator.

We denote Generator as G and Discriminator as D.
In practice, the brief loss-function as

mGaxrrgnf(D, G). €))]

The G inputs random noise z ~ p,, and then generate fake
image samples G(z). The D inputs both real and fake samples
and tries to discriminate them.

We use back-propagation to update the parameters of the
networks, training the networks to optimize our target func-
tion. The first step is that we should train D to figure out the
fake image samples, as

FD)1 = —Eznp [log(1 — D(G(2)))], (©))

and then we denote the true image samples as x ~ py, try
to figure out the true image samples as follow

F (D)2 = =Ex~p, [logD(x)]. 3)

At the next step, we train G depending on D. Let D guide

G to generate the better fake image samples, the process is
given by

J(G) = —Eznp [logD(G(2))]. “

The GAN is a good strategy to estimate the complicated
distribution. However, GAN is not easy for training [28].
In order for GAN to generate higher resolution, better quan-
tity and quality image samples, there are two problems that
need to be solved [5], [29]-[32], one is model collapse and
the other is training instability.
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B. CONDITIONAL GAN AND LATENT VARIABLES
Conditional Generative Adversarial Nets (CGAN) [27] is an
extended type of GAN. We denote y as the labels of the image
samples x. The CGAN loss function is given by

fD) = _Ex'Vpx [logD(x|y)]
HEo~p, [—log(1 — D(Gly)]. (5)

The entire input of G comes from different distributions
in high dimensions, and these input variables are called latent
variables. ACGAN [33] and InfoGAN [34] are improvements
of CGAN. The ACGAN does not take labels y as input.
Instead, it outputs y by D, while adding cross-entropy loss
to estimate the output labels y. In addition, InfoGAN adds
more parameters to estimate multi labels in an unsupervised
manner.

StyleGAN [6] does not use labels as prior conditions,
it uses fully connected layers to better embed the latent
variables when generating images. So that the StyleGAN
embedded latent variables can be used as labels to generate
images. However, latent variables used to generate images are
usually more complex than known labels, which come from
more complex distributions and cannot be directly used as
good labels for animation synthesis.

C. ANIMATION SYNTHESIS AND VIDEO PREDICTION
Video prediction and animation synthesis are two subtasks of
video generation. Video prediction aims to generate contin-
uous video frames based on previous video frames. Similar
to most generation problems of sequence to sequence, RNN
[17]-[19] are often used to deal with this problem.

MoCoGAN [11] separates contents and motions from the
same video. It trains one type of RNNs, Gate Recurrent Units
(GRUgs) [19], to generate motions and train GANSs to gen-
erate content images (as frames). Similar to training RNNs,
Uni&Bi [9] generates intermediate sequences by training its
front sequence and rear sequence.

During RNNS training, each RNN’s node needs to share its
weights with other neighbors [20]. The calculation and update
of the current node weights depend on the update of many
adjacent node’s weights. In this way, the input sequences
can be fitted to the sequences composing of RNN nodes.
However, as the sequence length increases, the requirement
of calculation will explode, and meanwhile the quality of the
sequence generation will become worse.

Animation synthesis is another subtask of video
generation. This direction aims to use image samples to
generate video. Common methods include using pose estima-
tion [2], [35], [36], optical flow [10], [37], [38]and semantic
segmentation [1], [2] as prior conditions to train model and
generate continuous images with corresponding conditional
features. Pixel-level control can be achieved by generating
the labeled pixel distribution.

By using the prior conditions as training labels, each
label needs to be the same size as its paired image sample.
The requirement of various detailed labels makes animation
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synthesis methods that can only be implemented in a
supervised manner.

In addition, TGAN [24] uses a GAN to generate motions.
Similar to RNN, The GAN uses sequence information as the
weak labels which come from a video dataset. The weak
labels come from a video dataset that corresponds to a cat-
egory of the video. These labels can be used to generate
motions by the GAN. Such labels are weak and cannot be
controlled to generate pictures and videos in pixel-level.

lil. METHOD

Inspired by InfoGAN and StyleGAN, we design a novel
model that can learn pseudo-labels as an animation sequence
guide in a self-supervised manner.

Our method bases on adversarial training. It not only
uses an improved CGAN to estimate common labels but
also improves the estimation of conditional variables in the
model’s input and output. We propose a self-supervised mod-
ule to make two types of pseudo-labels, discrete labels d;
and continuous labels c;. As shown in Fig.1, these are two
types of pseudo-labels that control the image generation to
human-level perception changes.

A. DISCRETE LABEL LEARNING
As show in Eq. (5), y can be treated as the one-hot variables or
the pixel-level variables (e.g., from semantic segmentation).

Here we denote discrete labels d as one-hot variables.
d; is one of the dimensions of d which can be inputted to G
(as G(d)), then the D tries to figure out the better
pseudo- labels d and gives a label score A,.

The difference between our method with CGAN is that
we do not input any ground-truth labels as prior conditions.
Instead, we input random discrete variables which combine
with latent variables z. We optimize the D to output a judged
score which is corresponded to learned pseudo-label. After
that, we optimize G to generate images with intermittent
changes through discrete labels d.

Finally, the learned discrete labels d will be embedded
to the latent variables. D and G jointly use the same
loss-function for optimization, this loss-function is as
follows:

ra = —Ei~p,[logD(G(d]2))-d]. (6)

B. CONTINUOUS LABEL LEARNING

Different from discrete labels d, we define continuous labels
¢ as continuous variables, and one of the dimensions of
continuous labels ¢ can be denoted as ¢;. Compared with dis-
crete labels d, ¢ will be more sensitive to generative control.
So we do not use cross-entropy (CE) like Eq. (6). We use
mean-square error (MSE) as the loss-function to optimize
continuous labels c. Although both d and ¢ coming from dif-
ferent uniform distributions, optimizing continuous variables
depend on one dimension of discrete label d. we denote the
loss-function as

he = Benp (D(G(cldi)) — c). (N
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Same as d, the learned continuous labels will be embedded
to the latent variables which are corresponded with one d;.
The learned ¢ will control the details of the image changes.

C. SELF-SUPERVISED LEARNING MODULE

Here, we introduce a self-supervised module to learn
pseudo-labels composing of discrete and continuous labels.
During model training, we input latent variables z that
come from Gaussian distribution. Meanwhile we input dis-
crete variables embedded discrete labels d and continuous
variables embedded continuous labels c.

In Eq. (1), we train a model from z so that the model can
output fake images. The method optimizes a network D in a
loss-function given by Eq. (2) and Eq. (3), it also optimizes a
network G given by Eq. (4).

Next in Eq. (5), we need to know the labels y as prior
conditions. But in a self-supervised manner we do not need
to know the labels y. We try to learn pseudo-labels by d and ¢
from an improved network D. In practice, we denote variables
concatenation as @. The D can be defined as

x',d,cd =DGz®d® c)). (8)

The D not only outputs a score x” to judge the quality of the
image generated by G, but also outputs two additional scores
d’ and ¢’ to judge the quality of the discrete variables and the
continuous variables. Each type of output score corresponds
to that type of learning pseudo-label.

In two types of pseudo-labels, the interval of discrete labels
is greater than the interval of continuous labels, so we first
optimize Eq. (6) to learn discrete labels d, and then optimize
Eq. (7) to learn continuous labels c in the same discrete label.
With the improved D, we define its overall optimization as

f(D,G)=E[-log(1 —=D(G(z® d & ¢)))]
+E[—logD(x)] + Aq + Ae.  (9)

The target function is shown in Eq. (9), we input latent
variables z, pseudo-labels d and c at the same time. When
processing 3 types of variables from the outputs of D, which
shown in Eq. (8). We first process the d’, then process ¢’ in
one dimension of d’. By training in this way, we make sure
the continuity of the generated animation from generator G.

D. TRAINING STEPS

As shown in Fig. 2, we design two stages to train our model.
In stage 1, we optimize a discriminator network D and use its
outputs, x’, d’ and ¢/, to evaluate one latent variable z and two
types of pseudo-labels which are represented by two types of
variables d and c. The latent variables z, which is required
in the common unsupervised generative model, comes from
Gaussian distribution. Two types of the marked variables,
d’ and ¢/, are used to learn two levels of latent features.
In stage 2, we optimize a generative network G to generate
sequences from three types of input variables z, d and c. z
sampled from Gaussian Distribution, d sampled from discrete
uniform distribution and ¢ sampled from continuous uniform
distribution.
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FIGURE 2. The pipeline of our proposed model with adversarial training for animation synthesis. In stage 1, we design a
discriminator D. x is the input which is a batch of disordered images. D output three types of label scores that contain discrete
label score d’ and continuous label score c’. In stage 2, we design a generator G. z, d and c are its input, which will be compared
with the output from the stage 1, x’, d’ and ¢’. We need to train d and c to be representatives of pseudo-labels. We choose
multiple convolution2D layers as the upsampling operation and multiple convolution-transpose2D layers as the downsampling
operation. Some repeated layers of the network have been omitted. At the same time, the normalization layers and the activation
layers between the sampling layers are also omitted. The above operations implement on the PyTorch library [39]. More detailed

network Architecture can refer to Tab. 1 and Tab. 2.

The binary label score x" output from D, we use Binary
Cross Entropy (BCE) as the loss function to optimize D. For
two different types of pseudo-label scores output from D, dis-
crete label score d’ and continuous label score ¢/, we respec-
tively use Cross Entropy (CE) as the loss function of discrete
label score and Mean Square Error (MSE) as the loss function
of continuous label score. We use two different loss functions
to deal with different types of pseudo-labels score to ensure
that continuous labels are more sensitive than discrete labels.
In the second stage of Fig. 2. We can see the difference in
the results of two different dimensions of d; and numerical
changes of a ¢; value. When calculating the update parameters
in back propagation, we use Adam [40] as the optimizer. Our
method are implemented on a deep learning library called
PyTorch [39].

E. NETWORK ARCHITECTURE

Tab. 1 detailed the generator G architecture which used in
our model. The G we designed is mainly composed of two
types of layers, fully connected layers, and convolution-
transpose2D layers. They are designed as functions and
denoted as Linear() and Deconv2d() respectively. The input
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TABLE 1. Network architecture of the animation generator G.

G Configuration

zi ~ N(0,1),d; ~U{1l,nq}, ¢c; ~U(0,1)
Linear(n, + ng + ne, 1024), BN, ReLU
Linear(1024, 128 x8x8), BN, ReLU
Reshape(-1, 128, 8, 8)

Deconv2d(128, 64, K=4, S=2), BN, ReLU
Deconv2d(64, 32, K=4, S=2), BN, ReLU
Deconv2d(32, 3 K=4, S=2), BN, Tanh

Input

[ Y B e O R S

of G includes three types of variable, z;, d; and ¢;. The latent
variable z; comes from latent space and follows gaussian
distribution. The discrete label d; follows discrete uniform
Distribution and the continuous label ¢; follows continuous
uniform Distribution. Except for the last layer, all other layers
use batch normalization (BN) layer followed by the ReLU
nonlinearity. The last layer uses Tanh nonlinearity which is
more suitable for output. We denote the parameter of kernel
size as K and the parameter of stride size as S.

As shown in Tab. 2, we show the discriminator D which
used in our model. The input of D is a batch of frames.
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TABLE 2. Network architecture of the animation discriminator D.

D Configuration

Input [N, C,H, W]

1 Conv2d(C, 32, K=4, S=2), LeakyReLU

2 Conv2d(32, 64, K=4, S=2), LeakyReLU

3 Conv2d(64, 128 K=4, S=2), BN, LeakyReLU

4 Reshape(-1, 128 x8x 8)

5 Linear(128 x8x 8, 1024, K=4, S=2), BN, LeakyReLU
6 Linear(1024, n, + ng + n¢, K=4, S=2)

We record the number of frames as N, the number of channels
in one frame as C, and the height and width of the frame as H
and W respectively. In D, we mainly use the convolution2D
layer and denoted it as Conv2d(). Different from the G,
we only use BN for the last Conv2d layer. And the last fully
connected layer does not need BN layer and nonlinearity.
The above changes are to make the D better to output the
evaluation of the three types of variables.

The addition of fully connected layers can enhance the
ability of latent variable representation. Here, we use two
fully connected layers to enhance the ability of G and D.

IV. EXPERIMENTS

In this part, we first introduce 5 datasets that we use for our
experimental benchmarks. Next, we show an ablation study
about the numbers of the pseudo-label dimensions. After
that, we introduce a new approach to evaluate the quality
of animation synthesis. Finally we compare our model with
existing related models by multiple metric methods.

A. BENCHMARK DATASETS

1) 2D SHAPES

The dataset contains 4,000 videos [42], and each video
involves different 2D moving shapes. There are three kinds
of shapes (triangles, circles and squares) with different sizes
and colors. We split the video as clips, and we choose
15,997 clips contain moving circles and squares. Each clip
contain 32 frames and the size of each frame is 64 x 64 pixels.
We do not need any sequence from the dataset. So we split the
clips to individual frames(256,002 frames in total) and shuffle
these frames as random images.

2) MOVING MNIST

The Moving-MNIST [43] contains 10,000 sequences. Each
of sequence have 20 frames showing 2 handwritten digits
moving in a 64 x 64 pixel frame. In this experiment, we split
this sequences to individual frames. Finally, we choose
9,000 sequences to make 180,000 shuffled frames as our
training input images.

3) 3D BASEL FACE MODE

The 3D Basel Face Model (BEM) [41] is calculated from
registered 3D scans of 100 male and 100 female faces. Each
face presents the main characteristics of the head, gender, and
facial features of the person. We make 40,000 different face
images to generate animation of 3D face.
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4) HUMAN ACTION

From [44], the human action contain 81 clips of 9 people
performing 9 human action including jumping-jack and
waving-hands. By selecting 71 clips, we make the clips to
7,199 frames and shuffle them. In order to keep the same
image size with other our selected dataSets, we also scaled
the shuffled frames to 64 x 64 pixels.

5) CelebFaces ATTRIBUTES DATASET

CelebFaces Attributes Dataset (CelebA) [45] is a large-scale
face attributes dataset with more than 200K celebrity images,
each with 40 attribute annotations. The images in this
dataset cover large pose variations and background clut-
ter. CelebA has large diversities, large quantities, and rich
annotations, including 202,599 number of face images. The
CelebA contains in-the-wild type and align-cropped type.
We choose align-cropped type with original image size is
178 x 218 pixels and crop each image to 64 x 64 pixels.
Unlike using BFM dataset, in our experiments, we focus on
generating human 2D facial animations through CelebA.

B. ABLATION STUDY

In this section, we present an ablation study to empirically
assess the impact and correlation when we use the different
numbers of pseudo-label dimensions. In previous section,
we have introduced our self-supervised module that can
learn two types of pseudo-label from shuffled samples, dis-
crete labels d and continuous labels c. In our design, d are
pseudo-labels that can distinguish different clips which are
apart of one animation. The continuous labels ¢ are used
to distinguish detailed features, and the features represent
different motions in one kind of clips.

But in reality, we can not determine the required
dimensions of the two types of pseudo-labels in different
datasets. Therefore, the dimensions of d and ¢ are problems
that need to be explored. We denote ny as the number of
discrete label dimensions and denote n. as the number of
continuous label dimensions.

We have proved a result by our experiments that if there is
large number of n; and n, to learn, the difficulty of optimizing
will increase and all the features of the samples cannot be
found well. Otherwise, if there is a small number of n; and
nc, the model also cannot be classified well according to the
small dimensions, and the training results are also blurred.
In order to get a better experimental result, the dimensions of
pseudo-labels need to suit the size of the dataset.

In small-scale datasets, such as BFM and Human Action.
ng is suitable to take a smaller number. As shown in Fig. 3,
the BFM sequence changes significantly when ny is small
(ng =95), as ng increases, the changing performance becomes
weak (ng = 10, ng = 20). Corresponding with n,4, the number
of n. need to be set in a range. As the Fig. 4 shows, in the
case of fixed ny (ng = 20) using Human Action dataset, too
small dimensions of ¢ (n. = 5) leads to a poor result that
each frame is the same feature, and also the features learned
are not obvious when n, is too large (n, = 20).
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FIGURE 3. Ablation study on 3D Base Face mode (BFM) [41], we compare
with the different numbers of the discrete label dimensions (ng) with
different numbers of continuous labels dimensions (n¢). The results show
that the growth of ny will cause the influence of ¢ to become weak.

At the same time, as the n¢ increases, its influence will become weak or
even ineffective (the last row).

0o d Q@@
0o @@

ne=20 n.=20

FIGURE 4. A part of ablation study on human action [44]. When the gap
between ng and n¢ is too large, that will cause the result to blurred or
even invalid.

c’:*w. ' u -.- . - - !
c':rm. - . - .- . - - -

FIGURE 5. A set of experiments for quantitative analysis of c; in 2D
shapes [42] dataset, the same dimensions of discrete labels d and
continuous labels c can generate regular sequences, and the difference
value of c; control the color (row 2) or size (row 3) of the object in the
animation sequence.

The different d; causes the generated images to change
significantly. Otherwise, the different c; causes these images
to change slightly. One of the reasons is that the value of d;
is the one-hot type and its value set to true or false, while
¢; is a continuous variable that can change the value within
a range. As shown in the different columns in Fig. 5. The
change of c¢; is within a range of values. If ¢; exceeds this
range, the maximum and minimum values will also allow
the generated sequence to converge to a stable feature. Our
method can set the maximum and minimum values of ¢;
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FIGURE 6. Ablation study on CelebFaces Attributes Dataset(CelebA) [45],
in this large-scale dataset, we found that the animation generation
results are blurred when ngy and n¢ are too small. As the ngy and n¢
increased, the animation synthesis performance will be better. At the
same time, an appropriate increase in n¢ will make the animation control
more detailed and diverse.

TABLE 3. Ablation study on datasets of different sizes.

nd, Ne FIDBEM)  FID(CelebA)
ng=5,ne=2 424 11.24

ng=5 , ne=5 2.33 10.55

ng=10, ne=5 3.65 9.42

nq=20 , ne=10 4.07 6.67

ng=20 , ne=20 5.86 17.10

to generate objects of different colors (row 2) or shapes
(row 3) in the same sequence.

In large-scale dataset (such as CelebA). ng is suitable to
take a larger value. As shown in Fig. 6, the quality of the
CelebA sequence generated by our method is significantly
improved when ng, is greater than 5. At the same time, with
the increase of n., the performance of image change in the
same value of d; will be more detailed and diverse (from the
3rd row to the 5th row).

We provide a comparison of the ablation study on two
datasets showing in Tab. 3. When n; and n, are smaller
(ng = 5, n. = 5), the small-scale dataset BFM works bet-
ter. Large-scale datasets CelebA requires larger ny and n,
(ng =20, n. = 10). We use FID [46] (low is better) to measure
the quality of the generated sequence.

The embedded pseudo-labels follow two uniform
distributions (discrete and continuous). Compared with the
original latent variables that follow the Gaussian distribution,
the pseudo-labels simplifies the mapping of animation fea-
tures to latent variables. The one reason is that the uniform
distribution is easier to control. In addition, the discrete
uniform distribution and the continuous uniform distribution
also easy to make a sizable difference.

Two types of uniform distributions also provide convenience
for learning the two types of pseudo-labels and forming dis-
tinct features mapping. In the animation features, the different
clips correspond to discrete variables, and different frames

VOLUME 8, 2020



C. Yu et al.: Self-Supervised Animation Synthesis Through Adversarial Training

IEEE Access

in the same clip correspond to continuous variables. Both
types are implicitly embedded as pseudo-labels in the latent
variables that follow the Gaussian distributions and reduced
the mapping complexity on latent space to animation features.

C. METRICS OF ANIMATION EVALUATION

In the image quality evaluation method, Peak Signal to Noise
Ratio (PSNR) and Structural Similarity Index (SSIM) are two
well-known objective image quality metrics [47], [48].

PSNR measures the quality of the picture by the MSE
between the pixels compared with the ground-truth. The
larger the PSNR value, the better the generated image qual-
ity, and the smaller distortion. SSIM compares the gener-
ated image luminance, contrast and picture structure with
ground-truth. When the generated image is the same as
ground-truth, SSIM gets the maximum value. Both methods
measure a single image and cannot measure a continuous
sequence of animation.

In the method of measuring the image generation model,
Inception Score (IS) [49] and Fréchet Inception distance
(FID) [46] are two of the most popular methods, which are
used to measure the distance between the distribution of the
generated images and the distribution of the ground-truth.
IS measures the distribution distance between the generation
and ground-truth by comparing the distance between them
and ImageNet [50], a large-scale hierarchical image database.
When the generated distribution to be measured is not similar
to ImageNet, IS cannot accurately measure the generated
model. FID can directly measure the similarity between the
distribution under test and ground-truth, but neither of them
can accurately measure the sequence relationship between the
image distribution.

To solve the problem of image sequence measurement,
we changed the metric object of the above methods from a
single image to an animation sequence. At the same time,
we divided a weight based on the characteristics of the above
indicators. We denote the measurement scores of the above
three methods are s), s; and sy. The final animation score,
which evaluate animation synthesis, is s and defined as

1
s=spt+ass+pf—.
St

According to the importance of the animation sequence
structure, we set the weight value « of s to 20. Meanwhile
the FID score sy is different from the other two method scores
PSNR s, and SSIM s;. The closer a generative distribution is
to the real distribution, the smaller the sy value is. When the s¢
value equals zero, it represents that the generative distribution
is equal to the ground-truth distribution. Therefore, we set the
weight value g for 1/sy to 1 according to the quality score sy
of the currently generated distribution.

(10)

D. COMPARE WITH EXISTING WORK

We compare our method with the baseline MoCoGAN [11]
and TGAN [24] using the metrics of evaluating animation
which offered in the previous subsection. On the benchmark
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of Human Action [44], Our qualitative results show in Fig. 7
and measured value show in Tab. 4. The low value of FID
means result better, and the minimum value of FID is 0.
Conversely, the larger of the other three metrics, the better
the results. The maximum value of PSNR is 255, and the
maximum value of SSIM is 1. The minimum value of both
are (. Animation Score corrects the shortcomings of the three
metrics through different weights (In this case « = 20,
g=1.

To evaluate the metrics of PSNR and SSIM, we choose
10 consecutive frames generated from the two methods which
comparing with related ground-truth frames. In addition,
we compare 10 consecutive frames with 7,000 ground-truth
frames to calculate the FID value. Finally, we combine the
three metrics to calculate a relatively fair metric named
animation score.

In baseline of MoCoGAN, the one type of recurrent neural
networks, GRUs [19], have be used for sequence generation.
We tested on the same device with 4 GPUs embedded, and
the GPU model is Tesla V100 32GB SXM3. Compared to
the baseline, which needs to input more animation sequences
from dataset, our method only needs to input unordered
images in the same dataset. From the evaluation results,
our method is better than MoCoGAN when the time and
computing resources are fixed.

We also compared our model with TGAN under the
Moving-MNIST dataset. Some examples of results are shown
in Fig. 8. The first two rows are the results of TGAN,
and the last two rows are the corresponding results of our
method. In TGAN, latent variables z, which is composed of
z1 and zp, are slightly better than the latent variable only
composing of z;. Testing our model on the benchmark of
Moving-MNIST, the numbers of dimensions are ny = 20 and
n. = 10, are better than the numbers of dimensions ng = 20
and n, = 20. The overall effect of our method is better
than TGAN. The specific evaluation can be seen in Tab. 5.
We select 5 frames of each method result to measure PSNR
and SSIM which compare with corresponding ground-truth
frames. Meanwhile, we use these 5 frames to compare with
20,000 ground-truth frames to evaluate the FID score. The
weights of the animation score are « = 20 and § = 1.

This result also indirectly validates our empirical judgment
on the effect of the pseudo-label dimensions, which shown
in ablation study that the large-scale dataset needs more
dimensions of pseudo-label to train a better result. At the
same time, we can see in Fig. 8 that TGAN cannot generate
sequences well in an unsupervised manner, and the prob-
lem can overcome by adding supervised labels. This is also
different from our method by self-supervised learning.

V. DISCUSSION

A. COMPUTATIONAL ANALYSIS

By comparing different models, we found that adding
effective calculations, such as adding the network layers and
increasing the quality of training dataset, can improve the
quality of animation synthesis. Upgrading the model structure
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Grqgnd Truth:

FIGURE 7. Qualitative results for image animation on the 2D Action dataset: MoCoGAN against our method. The first and second
rows are the sequences from the ground-truth. The third and fourth rows are the sequences from the MoCoGAN output which
similar with the ground-truth. The last two rows are the sequences from our method output which similar with the ground-truth. The
input of MoCoGAN are motions and contents from the dataset. The input of our method does not need such motions. Our input are

out-of-order motions extracted from the dataset [44].

TABLE 4. Animation comparisons with MoCoGAN on the benchmark of
Human Action.

MoCoGAN Ours
PSNR (sp) 17.36 18.92
SSIM (ss) 0.54 0.68
FID (s ) 423.87 5.22
Animation Score (s) 27.1 33.29

to improve computing efficiency is also a valuable task,
especially when we only got limited computing resources.

As shown in the Tab. 6, we analyzed the computational
consumption of models through its open code repository.
Where TGAN [24] and MoCoGAN [11] require motions as
supervised conditions, Monkey-GAN [10] and Pix2pix [1]
require stronger supervision conditions, such as optical flow
and semantic segmentation.

In the motions generation part, we observe the main
computational networks in each model, the motions gen-
erator Gyorion, and the animation discriminator D uimation
which contain mainly the computation of animation synthe-
sis (motions and contents). For convenience, we abbreviate
Conv2D and Deconv2D as C2D. Similarly, both Conv3D and
Deconv3D are abbreviated as C3D.
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TGAN (z1, z2)
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FIGURE 8. Qualitative results for animation synthesis on the
Moving-MNIST: TGAN [24] against our method. The first and second rows
come from TGAN. The third and fourth rows come from our method. The
result shows that our method is much more consistent between
continuous frames.

MoCoGAN needs to use GRU (one type of RNN) and
C2D to complete the sequence generation training, and to
use C3D to complete the discriminator training. Since each
animation synthesized clips require more than 12 frames,
it is empirically estimated that the training C3D requires
36-48 frames as input. So the calculation of C3D is 3-4 times
higher than that of C2D which only calculates a single
frame.
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TABLE 5. Animation comparisons with TGAN on the benchmark of
Moving-MNIST.

Method PSNR / SSIM FID Animation Score
TGAN (z1) 8.67/0.48 0.41 20.71
TGAN (z1, 22) 9.32/0.56 0.33 23.52
Ours (ne = 20,n. = 10)  9.39/0.54 0.77 21.49

Ours (ng = 20,nc = 20) 10.17/0.64 0.12 31.30

TABLE 6. Comparison of computational performance based on network
architecture.

Model Supervision Gmotion Danimation
TGAN [24] Motion C2Db C3D
MoCoGAN [11] Motion RNN+C2D C3D
Monkey-GAN [10]  Optical Flow C3D C3D
Pix2pix [1] Segmentation ~ C2D C2D
Ours - C2Db C2D

Normally, using C2D to replace the parts of C3D and
RNN to train motions is the key ideal to reduce the amount
of calculation in motions generation. In the case of insuffi-
cient computing resources and unsupervised conditions, our
model is more effective than other high resolution animation
synthesis models.

B. PSEUDO-LABELS WITH LATENT VARIABLES

In applied research that uses GAN as a generative model,
high-dimensional latent variables as inputs, travel in a latent
space, have always been an important research area. From
simple one-hot labels to semantic segmentation labels, we can
find the huge potential ability of latent variables to control the
characteristics of GAN generation.

Under the pre-training model of a high resolution network
[6], [7], we can add mapping models with embedding latent
variables to control generative features. By changing the
image features to generate videos, The ability of mapping
features is related to the components of the networks and
the dimensions of latent variables. To deal with this situation,
StyleGAN added more fully connected layers to complete the
features mapping. In this work we used a similar structure to
enhance the capability of feature mapping. There are many
possibilities for the mapping of latent variables to features.
The latent variables with higher dimensions have more fea-
tures that they can control. Our ablation study also prove
this.

We attempt to discover how to use simple latent variables
as much as possible to complete the mapping of animation
features. In this paper, two types of pseudo-labels are learned
to embedding in the latent variables, and then we map the
latent variables into animated features. This is an effective
way of animation synthesis by features mapping.

VI. CONCLUSION

In this paper we introduced a novel deep learning method
for image synthesis. Motivated by InfoGAN and StyleGAN,
we designed a new discriminator that can be trained to learn
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two types of pseudo-labels. In a self-supervised manner, our
method allows a new generator to make pseudo-labels in
the image dataset from latent variables. Our method can
generate animations with the new generator by learning the
pseudo-labels which can map the animation features by the
discriminator.

In the experiment, we researched the relationship between
the different numbers of pseudo-label dimensions and the
performance of animation synthesis. Moreover, we stud-
ied controlling techniques for animations synthesis by
the pseudo-labels of different dimensions and types.
Furthermore, we compared our method with existing related
methods through multiple metrics. Our experiments confirm
the validity and feasibility of our proposed method.

Finally, we analyzed the computational efficiency from
the network architecture and made a wider comparison.
We discussed the relationship between pseudo-labels and
latent variables, and the mapping relationship between latent
variables and image features. In future work, we plan to
extend our method on the more deep network architectures
to generate higher quality animations and videos. Meanwhile,
we will stand on the pre-training models of the current famous
deep generative networks and explore the efficacy of pruning
model for features mapping to generate higher quality anima-
tions and videos.
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