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ABSTRACT The use of keystroke dynamics for user authentication has evolved over the years and has
found its application in mobile phones. But the primary challenge with mobile phones is that they can be
used in any position. Thus, it becomes critical to analyze the use of keystroke dynamics using the data
collected in various typing positions. This research proposed a three-step authentication model that could be
used to authenticate a user who is using the mobile in sitting, walking, and relaxing position. Furthermore,
the mobile orientation (portrait and landscape) was considered while taking input from the user. Apart from
using traditional keystroke features, accelerometer data were also combined for classification using Random
Forest(RF) and K-Nearest Neighbour(KNN) classifiers. The three-step authentication method was able to
authenticate a user with an EER of 2.9% for the relaxing landscape position. Finally, themodel was optimized
using Particle Swarm Optimization (PSO) to reduce the feature set and make the model more practical for
mobile phones. Optimization helped to reduce the number of features from 55 to 17 and improved the EER
to 2.2%. The research validated that relaxing and walking positions are the best positions to authenticate a
user using keystroke dynamics.

INDEX TERMS Three-step authentication, optimization, particle swarm optimization, random forest,
particle swarm optimization (PSO).

I. INTRODUCTION
Mobile phones have become part of our daily life. We start
our day by looking at our social media/email notifications
on the mobile phone. Most of the online transactions that
a person does be it online shopping or bill payment hap-
pens via mobile phones. Most of the personal user data like
passwords, credit card numbers, etc. are saved on mobile
phones. Thus, data security becomes one of the prime issues.
For example, On 3rd October 2017, Yahoo revealed that in
August 2013, the data breach of Yahoo had affected over
3 billion user accounts [1]. Recent studies [2], [3] reveal
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that users PINs and passwords are stolen by hackers. To pre-
vent data breaches from intruders, digital resources (data,
passwords, etc.) are protected by using a process called
authentication. The authentication methods can be classified
into three broad categories: knowledge-based, token-based,
and biometric-based. The three techniques are summarized
in Figure 1.
Biometric based authentication is based on ‘‘something

you are’’. Biometrics is one of the safest and most reliable
ways of authentication as it is the characteristic of the user
only. The most popular biometric methods used are finger
scan [4], [5], retina scan [6], face scan [7], [8], keystroke
dynamics [9], [10], etc. Finger scan is the most popular
biometric being used in mobile phones. In recent times face
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FIGURE 1. Authentication techniques.

recognition in mobile [11], [12] is fast becoming popular.
But all these methods come at an increased cost. Keystroke
dynamics is a behavioral metric that can be used as an alter-
nate to the physical biometric methods like face and finger
can. Keystroke dynamics authenticate a user based on his/her
typing pattern. Typing is an integral part of using a mobile
phone. Thus, no extra hardware is required which will help
lower the cost of the device.

Keystroke dynamics is a behavioral biometric and since
our behavior changes under different situations, so will the
typing pattern. When we are sitting, we have a complete and
static view of the mobile. When we are walking the position
of the mobile is not static. Since the walking path may not
be regular (smooth), the mobile will shake, and the typing
pattern will change. Also while walking the concentration
of the user is not entirely towards typing as he is also con-
cerned about not colliding into other walkers. Similarly, while
using a mobile device in a relaxed position (like lying on
the bed/sofa), the pattern may change due to the change in
orientation of the mobile phone or laid-back attitude of the
user. Thus, it becomes critical to analyze the typing pattern
in these different situations and to come up with a uniform
authentication model that can be used for user authentication
under any situation.

Majority researchers conduct their study by taking the
input from the user in sitting position [13]–[15] only. But
some of the recent studies [16], [17] considered taking the
input from the user in different positions like sitting, walk-
ing, and standing. Roh et al. [18] collected the data from
users while they were sitting with their hands placed on the
table and while they were walking. Shen et al. [19] and
Lamiche et al. [15] used a hand-hold-walk scenario to operate
the smartphone to enter the passcode while they were walk-
ing. However, based on the literature review done to our best
efforts no study so far has analyzed the user typing behavior
in the above mentioned three different positions, i.e., sitting,
walking, and relaxing. Further, the variation in typing patterns
based on the orientation of the phone has also not been con-
sidered. With the use of mobile phones, additional features
like the angle of holding the mobile (motion feature) can also
be considered for user authentication.

This study proposes a novel three-step model of user
authentication in three environments, i.e., sitting, walking,
and relaxing, and holding the phone in both orientations,
i.e., portrait and landscape. In total, this three-step authentica-
tionmodel will be able to authenticate the user in six positions
sitting-portrait, sitting-landscape, relaxing-portrait, relaxing-
landscape, walking-portrait, walking-landscape. The devel-
oped model is used for one-time authentication when the
user will login by typing the given password. The model is
further optimized using PSO to reduce the number of features
required to build the user profile.

Thus, the main contribution of this paper are:
• Development of a three-step model for user authen-
tication applicable in three typing positions - sitting,
walking and relaxing.

• Feature subset optimization using PSO.
The scope of the study is limited to analyzing the typing

pattern of an individual in three different situations only:
sitting, walking, and lying. Also, the user needs to be familiar
with the use of mobile devices and especially typing. The
mobile device to be used for taking input from the users will
be a touch device and not hard keypad based. The input from
the user will be a fixed-length password, and each user will
work in an uncontrolled environment. Since, a lot of external
factors like emotion [20], [21], physical health, fatigue [22]
etc. can impact the typing rhythm of the user, hence the user
was asked to overcome these factors explicitly on their own.

The organization of the remaining paper is: Section II
reviews the baseline research and the latest work done.
Section III introduces the methodology used for data collec-
tion and feature extraction. Section IV presents the proposed
model and discusses the outcomes of the analysis. Section V
details the results after optimization. Section VI lists the
limitations of the study and section VII summarises the paper
and discusses the future scope of the work.

II. LITERATURE REVIEW
Keystroke dynamics is a major area of research due to its low
implementation cost as compared to other biometric methods
like finger scan and facial recognition which involves costly
hardware. Just like any other biometric system the first phase
in the keystroke dynamics system is data collection. The input
text from the user can be static [23] or dynamic [15]. Static
text is predetermined. But in the dynamic or free text, the user
may enter different text during the authentication phase than
that entered during the enrolment phase.

Once the input is decided, and the data is collected the next
step is to extract features. In keystroke dynamics, the sys-
tem can record the timings of a key event. Two timings are
recorded - the time of key press and time of key release.
Based on the difference between these two timings for the
same or consecutive keys certain features are extracted. The
most commonly used feature is latency [13], [24], [25].
N-graph [26] feature is also based on key timings which have
been used by researchers. Key hold time (the period for which
a key is pressed) also known as dwell time is another pop-
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ular time-based feature used very rigorously in past studies
[27], [28]. These features extracted from the keypress events
are termed as keystroke or touch features.

Certain features specific to mobile phones are used in col-
laboration with the touch features for better profile building
of the user. The force by which a key is pressed (pressure)
and the amount of screen touched by finger (size) were used
as features in [14] and [29]. Meng et al. [30] used the speed
of touch in each direction and the time of every single touch
along with keystroke features for user authentication using
mobile phones.

The use of keystroke dynamics in mobile phones also
opened the use of sensor data along with aforesaid features.
The sensor data include the data collected from mobile sen-
sors like accelerometer, gyroscope, and geomagnetic sen-
sors. The features extracted from these sensors are termed as
motion features.

Corpus et al. [31] compared the use of keystroke features
and motion features. They observed that the accuracy of
the system improved from 49.44% to 61.11% when both
these features were used together as against the use of only
keystroke features. Lee et al. [28] combined motion data
derived from an accelerometer with keystroke data extracted
from a six-digit PIN to get an EER of 7.789% using one-class
Support Vector Machine (SVM) classifier. This study further
using the opposite gender to act as imposter reduces the
FAR. A new trimmed mean feature selection method on fea-
tures extracted from motion and touch data was proposed by
Kim et al. [32]. They got the best EER of 13.44% when they
excluded the lowest 50% rated features. Wu and Chen [33]
conducted a study on features based on time, accelera-
tion, pressure, size, and orientation of the mobile device.
The input data used was four six-digit PINs. A combi-
nation of all the five features resulted in the best result
of 99.13% accuracy using SVM. Lamiche et al. [15] com-
bined keystroke and gait features derived from accelerometer
readings to achieve an accuracy of 99.11% usingMulti-Layer
Perceptron (MLP) classifier. Giuffrida et al. [34] devel-
oped a sensor-based authentication system called ‘‘UNAGI’’.
Gyroscope and accelerometer data was used along with
keystroke data generated from fixed password input. They
achieved an EER of less than 1%.

Sitová et al. [16] used the hand movement, grasp, and
orientation features for authenticating a user in two different
positions: walking and sitting. In both cases, different values
of EER were observed: 10.1% for sitting and 7.2% for walk-
ing, which meant that the user typing profile changes with
change in position. In another study, [18] used accelerometer
and gyroscope data along with other features like key-stamp
and tab size for mobile user authentication in walking and
sitting position (sitting while putting table on phone). The
EER in both cases was 6.39% and 10.81% respectively.
Takahashi et al. [35] combined motion features along with
flick inputs. The user was asked to provide the data in three
different positions: sitting inside a car, sitting otherwise, and
walking. In another study, Shen et al. [19] compared three

scenarios: holding the phone in hand, holding the phone in
hand while sitting on the table, and holding the phone in
hand while walking. The FAR achieved for the three positions
was 5.01%, 7.85%, and 10.95% respectively while the FRR
achieved was 6.85%, 9.27%, and 13.12% respectively. The
input used was a user-chosen password of varying length
(8-16 characters). A User authentication framework based on
touch andmotion features was proposed by Bo et al. [36]. The
features extracted were pressure, area, position, velocity, and
acceleration. Accuracy of around 99% was achieved under a
controlled environment.

The study [37] focused on determining the location of
the phone before authenticating the user. The study also
used accelerometer data to determine the position of the
phone (held in a pocket or held in hand) with an accuracy
of 80%. Buriro et al. [38] proposed a bi-modal biomet-
ric authentication solution ‘‘Touchstroke’’ based on sensors
like magnetometer, gyroscope, and accelerometer. User data
was collected in different positions: standing, lying, walking
downstairs and upstairs, and simply walking. The best FAR
achieved was.02%,.03%,.02%,.03% and.03% for each of the
five positions respectively. A study close to our proposed
method was done by Crawford and Ahmadzadeh [17]. The
authors proposed a two-phased model for user authentica-
tion. Gyroscope data was used to determine user position
in the first phase with an accuracy of 97.3%, 91.5%, and
92.2% for sitting, standing, and walking positions respec-
tively. In the second phase, the user was authenticated based
on sitting, standing, and walking positions with an accuracy
of 97.3%, 97.7%, and 97.7% respectively.

After feature extraction and template creation, classifi-
cation algorithms are used to identify users. Some of the
commonly used classification algorithms are RF [39], [40],
KNN [19], SVM [41] etc. Optimization of the feature set
is a crucial aspect as it enhances system performance.
Optimization techniques like Ant Colony Optimization [42],
Particle Swarm Optimization [43], and Firefly Algo-
rithm [44] has been successfully used by researchers to
enhance their keystroke dynamics systems. Shanmugapriya
and Ganapathi [43] achieved an accuracy of 97.02% using
PSO and were also able to reduce the training and test-
ing times in comparison against the neural network, while
Lee et al. [45] were able to reduce the EER to 6% when a
subset of features was used as against the use of all features.

A. RELATED TERMINOLOGY
The effectiveness of any biometric system is measured
via the use of error metrics namely, False Acceptance
Rate (FAR), False Rejection Rate (FRR), and Equal Error
Rate (EER).

FAR is the percentage of incorrect acceptances defined in
Eq. 1, i.e., how many imposters were accepted by the system
considering them as a genuine user.

FAR =
No. of incorrect acceptances

Total login attempts by imposter
∗ 100 (1)
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FRR is the percentage of incorrect rejections defined in Eq. 2,
i.e., howmany times a genuine user got rejected by the system
considering him as the imposter user.

FRR =
No. of incorrect rejections

Total login attempts by genuine user
∗ 100 (2)

To measure FAR and FRR a threshold value is set. This
threshold value determines the point after which a genuine
user will be considered as an imposter. Having a strict value
for threshold will result in genuine users being rejected by
the system while having a lenient value for threshold will
result in imposters being accepted as a genuine user. Thus,
there is a trade-off that gives rise to another error metric
called EER. EER is the point at which the FAR and FRR
become equal. Lower the value of EER, higher is the system
performance. The relationship between the three metrics is
defined in Figure 2

FIGURE 2. Relationship between FAR, FRR and EER.

Accuracy is another common metric used to measure sys-
tem performance. It simply is the number of correct observa-
tions (genuine or imposter) made out of the total attempts.
Higher the value of accuracy, the higher is the system
performance.

III. THREE-STEP AUTHENTICATION MODEL
The proposed model is depicted in Figure 3. This model
proposes to break the entire authentication process into three
steps.
• Step 1 identifies the orientation of the device
• Step 2 identifies the user typing position for the identi-
fied orientation

• Step 3 creates a classification model for each of the three
positions

The orientation of the phone is identified by using the
physical sensors of the device which help to measure the
physical position of a device. These position sensors com-
prise of orientation sensors and magnetometers. To identify
the user position, the position in question is considered to be
a positive class, and the other two positions are taken as a
negative class. After this step one of the six possible positions
- sitting-portrait, sitting-landscape, relaxed-portrait, relaxed-
landscape, walking-portrait, or walking-landscape of the user
will be identified. Once the user position is identified the last
step is to authenticate the user. During the enrolment phase,

a template for each of the six positions will be built and saved
in the database. During authentication based on the position
identified a new template would be built andmatchedwith the
one already stored corresponding to the identified position.
If the two matches the user will be accepted as an authentic
user else will be rejected as an imposter.

A. DATA COLLECTION
Since no earlier study has collected the input from the user
in a relaxing position and also the mobile phone orientation
has not been considered, a new data set was developed for
this study. A mobile phone application was created for data
collection. Data for this research was collected from 40 users.
The mobile app was installed on each user’s phone. The
users were asked to use the app at different times during the
day (morning, afternoon, evening, etc.) as per their conve-
nience. This method was adopted so that the data collected
is close to a real-world scenario where the user’s behavior
is uncontrolled. The input text used was ‘‘.tie5Roanl’’ which
is considered to be a strong password [23]. Each user gave
30 input in every session. A simple password is not used
as they are easy to impersonate [46]. It is also difficult to
distinguish between users if simple passwords are used as
compared to using a strong password like ‘‘.tie5Roanl‘‘ which
has a mix of characters. The application required the user to
enter the password again from the beginning if they made
a typing error. The user entered the data in three different
postures, i.e., sitting position, relaxing (lying on the bed, sofa,
etc.), and while walking. The data from the user was taken in
both landscape and portrait mode. 150 data entries were taken
for every single position thus resulting in a total of 900 entries
from each user. Figure 4 shows the snapshot of the developed
application for collecting the input in sitting position and
portrait orientation.

For every correct input provided by the user the following
information was stored:
• SNO - the serial number that uniquely identifies each
entry of the user.

• Name - Name of the user as entered during sign-up. This
is required for preparing the data for training and testing
purposes.

• E-mail - The email id of the user as entered during
sign-up.

• Age - The age of the user as entered during sign-up.
• Hand Type - This tells whether the user is left-handed or
right-handed. This information is also gathered during
sign-up.

• SID - It is the session identifier. This helps to identify
how many different sessions the user used to provide the
entire data.

• Date - This value contains the day, month, and year of
each session.

• Time - This value contains the start time of each session.
• Body Position - This field tells about the position in
which the user was (sitting, relaxed, or walking) when
the entry was done.
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FIGURE 3. Proposed three-step authentication model.

FIGURE 4. Application snapshot in sitting-portrait position.

• Orientation - This field tells the phone orientation,
i.e., whether the entry was typed in landscape mode or
portrait mode.

• Press time (Ptime) - This is the time (in msec) when
a particular key was pressed, e.g. tPtime represents the
press time for ‘‘t’’.

• Release time - This is the time (in msec) when a particu-
lar key was released, e.g., tRtime represents the keypress
time for ‘‘t’’.

• X coordinate value (accelerometer) - This reading con-
sists of a series of values of x co-ordinate which are for
the entire duration of a particular input

• Y coordinate value (accelerometer) - This reading con-
sists of a series of values of y co-ordinate which are for
the entire duration of a particular input

• Z coordinate value (accelerometer) - This reading con-
sists of a series of values of z co-ordinate which are for
the entire duration of a particular input

The participants were proficient mobile users, and hence
no training was provided for using the mobile application.
All users did not provide 150 inputs for each of the six
positions. There were certain other inconsistencies in data
like giving the majority of the inputs in one session (only
20-30 inputs per session were required) and having two many
outlier values in the data. After accurate screening data of
only 36 users were considered for evaluation purposes.

B. FEATURE EXTRACTION
Touch data and motion data were used to extract the features
for authentication. Touch data refer to the data collected
when a key on the keypad on the touchscreen is touched.

VOLUME 8, 2020 125913



B. S. Saini et al.: Three-Step Authentication Model for Mobile Phone User Using Keystroke Dynamics

FIGURE 5. Touch data collection.

Figure 5 shows this data collection process. TheDownmeans
that the finger is touched on the screen and theUpmeans that
the finger is lifted off the screen.

The touch data features can be divided into hold time (HT)
and latency.
• Hold time: is the duration for which a key is pressed by
the user i.e., the time interval between the key Up and
the key down event for any key.

• Latency: From two consecutive keys, four data values
are generated.
1) Press-press latency: is the time interval between

the key down of the previous key to the key down
of the next key.

2) Press-release latency: is the time interval between
the key down of the previous key to the key up of
the next key.

3) Release-press latency: is the time interval between
the key up of the previous key to the key down of
the next key.

4) Release-release latency: is the time interval
between the key up of the previous key to the key
up of the next key.

Let there be two keys pressed: ki and ki+1, and Dki be the
key down time for key ki,Uki be the key up time for key ki,
Dki+1 be the key down time for key ki+1, and Uki+1 be the
key up time for key ki+1, Then, the above five touch features
can be expressed as:

Hold time(HT ) = Uki − Dki (3)

Press− press latency(PP) = Dki+1 − Dki (4)

Press− release latency(PR) = Uki+1 − Dki (5)

Release− press latency(RP) = Dki+1 − Uki (6)

Release− release latency(RR) = Uki+1 − Uki (7)

Considering the input ‘‘.tie5Roanl’’ a total of 46 features
were extracted. 10 characters in the input result in 10 HT.
9 pairs of characters result in 9 latency of each type, thus,
a total of 36 latency.

Motion data refers to data collected due to movement in
the phone position while typing. In other words, it refers to

the angle of holding the mobile phone. The value of motion
data is measured in terms of x, y, and z-axis. As depicted
in Figure 6 the right and left direction of mobile is rep-
resented by the x-axis, the down and up the direction of
mobile is represented by the y-axis and the back and front
direction of mobile is represented by z-axis. To record this
data accelerometer sensor was used.

FIGURE 6. Axis configuration.

The motion features are extracted from the X, Y, and Z
coordinates of the mobile. For every input, the user holds the
mobile phone for quite some time which results in a vector
of values for each coordinate. Thus, for doing the analysis
the mean, root mean square (RMS), and standard deviation of
each directional co-ordinate and for every single input were
calculated using the Eq. (8), Eq. (9), and Eq. (10) respectively.

Given n data values for any direction (assume x-axis),
the formulas used to drive the motion features are:

• Mean:

µ(x) =
1
n

n∑
i=1

xi (8)

• RMS:

RMS(x) =

√√√√1
n

n∑
i=1

x2i (9)

• Standard Deviation:

SD(x) =

√√√√1
n

n∑
i=1

xi − µ(x) (10)

In total, every user data resulted in 55 features as shown
in Table 1.

TABLE 1. Comprehensive list of features (Touch + Motion).
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C. OUTLIER REMOVAL AND NORMALIZATION
After the acquisition, the data were partitioned according to
position and orientation. The data of each user was divided
into six categories for processing. Every user provided the
input data without any supervision. Under such an uncon-
trolled environment the user sometimes becomes complacent
and this can result in inconsistent values in the data. Such
inconsistencies in the data can impact the results in a negative
manner. Consider a situation where the user while typing
the data in a walking-landscape position stumbled across a
stone and he paused for a second to regain his composure
to type again. Thus, outlier removal becomes very important
and this leads to improved data quality [47]. WEKA [48]
tool was used for outlier removal. The outlier values were
removed from the data using the ‘‘InterQuartileRange’’ filter.
This filter is used for detecting outliers and extreme values
based on interquartile ranges. The outliers are calculated as
per Eq. 11 or Eq. 12:

Q3+ OF ∗ IQR < x <= Q3+ EVF ∗ IQR (11)

or

Q1− EVF ∗ IQR <= x < Q1− OF ∗ IQR (12)

The Extreme values are calculated using the Eq. 13:

x > Q3+ EVF ∗ IQR (13)

Similarly, for Z-Score normalization was done using
‘‘Standardize’’ filter. Removing the outliers left the data
entries for each user to be different. In order to have a con-
sistency of data for analysis, for every user, 100 entries were
chosen for each position.

The typing pattern of any user can vary with time. Even the
user can exhibit a variation in the typing pattern from session
to session. There can be various reasons for this change:
stress, mood change, state of mind, physical conditions, etc.
So, it becomes important to normalize the data. Data is nor-
malized to a range between 0 to 1. Z-Score normalization [49]
method was used for normalizing the data. Z-Score method
changes all values to a common scale having an average 0 and
standard deviation 1.

Z =
x − µ
σ

(14)

where, x is the data point, µ is the mean and σ represents the
standard deviation

1) DATA TRAINING AND TESTING
The data for analysis for each user was prepared by combin-
ing the 100 entries of the genuine user with 50 entries from
imposters. Then the data was into a ration of 7:3, where 70%
of the data was used for training and 30%was used for testing.

D. DATA CLASSIFICATION
Classification is the technique of assigning a new input to
a set of categories, the basis of which is an existing data
(training data) whose categorization is already known. It is a

supervised learning technique in which an existing training
set of correctly identified instances is available [50]. Any
algorithm used to classify an input to a category is called a
classifier. The classification of data was done using Random
Forest and KNN classifiers.

Random Forest is a decision tree-based ensemble learning
technique that can be used for regression as well as classi-
fication. It creates multiple trees during the training period
and gives the mode class as an output during classification.
It is a supervised learning method that works by building an
ensemble of decision trees. The advantage of using Random
Forest is that it does not suffer from overfitting and it can
manage missing values. KNN is a non-parametric technique
that can also be used for both classification and regression.
The input provided is the k closest training samples from the
set of all samples and it generates the class membership as an
output during classification.

WEKA tool was used for analysis, and both the classifiers
were available inWEKA. The default implementation of both
these classifiers was used with the value of the parameters as
described below:

Parameter values for Random Forest:
• numIterations - 500
• seed - 1
• maxDepth - 0 (means unlimited depth)
• bagSizePercent - 100 (means 100% training data is used)
• batchSize - 100
Parameter values for KNN:
• k - 7 (number of neighbours)
• batchSize - 100
• nearestNeighbourSearchAlgorithm - LinearNNSearch
• windowSize - 0

The output from WEKA is used to interpret the values of
FAR and FRR.WEKAproduces an output filewhich contains
different readings for FAR and FRR at different threshold.
Next, this data was fed into an ‘‘R-Language’’ script which
calculated the EER i.e., the threshold at which FAR is equal to
FRR. This was done for each user individually. Since, it’s an
authentication model which will be deployed in practical on
individual user’s mobile device so the system will be trained
for each user separately and the system can set a different
threshold value for that particular user.

IV. RESULT AND ANALYSIS
The orientation of the device can be detected by the use of
inbuilt sensors in mobile phones. Thus, no separate exper-
imentation was performed for this. The second step of the
model is to determine the user typing position. Here, a similar
approach as followed by [17] was adopted. For position
recognition the data of individual user is considered. The
data of one position is compared against each of the other
positions. In general, we observe that whenwe type in portrait
and landscape mode the angle at which the mobile is held
changes. In a similar manner typing in a different position
the angle of holding the mobile is also different.
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FIGURE 7. Plot for motion values of User 17.

TABLE 2. Error rates with motion features for position identification.

The graphs in Figure 7 show the x, y, and z-axis reading of
accelerometer for one of the users (User 17) in all the six typ-
ing positions. Only eight inputs (E1-E8) have been taken so
that the graph is readable and depicts the pattern. Figure 7a, 7c
and 7e shows that in landscape mode the reading for x, y and
z-axis are different for each position. Similarly, in portrait
mode the readings are different. The values for one axis may
be similar in two positions like relaxing landscape and sitting
landscape but the combination of all the three-axis reading is
different for each position which makes it easier to identify
one position against the other. Also, the graphs show that
in the landscape mode the keystroke features form an even
profile as compared to portrait mode which leads to better
EER rate in relaxing-landscape mode. The graphs in portrait
mode have some inconsistent values. So, themost appropriate
feature that can help identify the typing position of the user
seems to be the motion features. Since the orientation can be
automatically detected the data was analyzed by considering
portrait and landscape mode separately. Table 2 shows the
results for analyzing typing position using motion features.

The results were promising with both the classifiers,
although they were slightly better with Random Forest.
Table 2 shows the error rates for a position measured against
the other positions e.g., EER of 5.0% for the relaxing-portrait
position is measured by considering the relaxing position as
the positive class and the sitting and walking position as the
negative class. The working of the model is such that it stops
position identification the moment it identifies one position.
So, for a user if the model returns ‘‘relaxing’’ position, it will
not test for either ‘‘sitting’’ or ‘‘walking’’ position and will
move to the third phase. The error rates in the case of both
orientations were better for relaxing position as compared to
sitting and walking position. The overall error rates are better
for landscape mode as compared to the portrait mode. The
FRR rates are a bit higher for sitting and walking positions.
This is an issue of a little concern as it can lead to misclassi-
fication of the position which in result will lead to choosing
the wrong model for authentication and the user may get
rejected, in which case he/she has to repeat the authentication
process again. Table 3 shows the accuracy of the results.
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TABLE 3. Accuracy with motion features for position identification.

The overall accuracy achieved is above 85%. The accuracy of
the relaxing position is approximately 90%. Also, the accu-
racy of the relaxing position is higher for both the classifiers.

Once the user position is determined the next step is to
authenticate the user. Now, the comparison of user data for
every position is done with the data of other users. So, the user
data serves as the positive class and the other users’ data
serves as the negative class. The data were classified using
the training and testing data on Random Forest and KNN
classifiers. The data was analyzed based on the 55 features
extracted during the feature extraction phase. Table 4 shows
the resulting error rates using both classifiers and for each
of the positions. The results shown are averaged over all
users. The results were highly positive in the case of Random
Forest, and the error rates decreased to a great extent. The
least value of EER achieved was 2.9% in relaxing-landscape
position. The worst EER value produced was 5.7% in the
case of sitting-portrait which is almost similar to the best
EER value obtained in case of motion features. The best
combination for user authentication was relaxing-landscape
as this position resulted in the least FAR and FRR of 0.7%
and 9.2% respectively. With KNN the EER values were the
worst achieved so far with the lowest being 18%. The EER
values for all combinations are around 18% except for sitting
portrait position for which it was 25.8%.

Table 5 compares the accuracy achieved with both the
classifiers using the fusion of keystroke and motion features.
As expected the accuracy achieved with the Random Forest
was better with 81.22% being the lowest accuracy achieved in
sitting-portrait position. Relaxing-landscape position resulted
in the best accuracy value of 90.76%. The average accuracy
rate achieved with RF was 86.5%. In general, the landscape
mode had better accuracy rates in comparison with the por-
trait mode.

TABLE 5. Accuracy with combination of motion and keystroke features.

We further validated the results by checking if there was
significant difference between the EER values for different
positions. One-Way ANOVA was used for the same. The
null-hypothesis set for the same was:
H0: There is no significant difference between the EER

for different positions. The value of F (5.24) was greater
than F-critical (2.25). Hence the null hypothesis was rejected
which means that there is significant difference between the
EER for different positions. Also, the p-value (.0013) was
less than the significance level (.05) which also suggests
that there is significant difference between the EER values
for different positions. Further post hoc test using Tukey’s
method showed that EER was significantly different for the
following positions:

Relaxing Portrait - Sitting Portrait
Relaxing Portrait - Relaxing Landscape
Relaxing Portrait - Walking Landscape
Sitting Portrait - Walking Portrait
Sitting Portrait - Relaxing Landscape
Sitting Portrait - Walking Landscape
Walking Portrait - Relaxing Landscape
Walking Portrait - Walking Landscape
Relaxing Landscape - Sitting Landscape
Relaxing Landscape - Waling Landscape
Sitting Landscape - Walking Landscape

Table 6 shows the comparison between the results obtained
in this study and the previous studies. Although a direct com-
parison is not possible because the dataset, data collection
environment, and classifiers used in each research are differ-
ent. But a generic comparison shows that this research has
resulted in better results in terms of EER and FAR. Although
the FRR is high, the EER is much better than any other study

TABLE 4. Error rates using both motion and keystroke features.
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TABLE 6. Comparison of results with previous research.

which is the prime factor to measure the performance of a
biometric system.

V. MODEL OPTIMIZATION
The accuracy of the system developed above is encouraging.
The model was further optimized using a wrapper-based
approach. Optimization is desired to get one of the two out-
comes - reducing the error rates or reducing the number of
features while keeping the error rates at almost the same value
[52], [53]. Reduction in the number of features is a desired
output of optimization because the model is developed for
mobile phones, which have limited processing power. Hence,
a reduction in the number of features will result in a fast
performing model. In a wrapper-based approach, the weights
to attributes are assigned based on the performance of the
attribute measured using a classification model. To measure
the performance, an inductive algorithm is deployed which
acts as an evaluation module. To determine the accuracy of
such a system estimation techniques are employed and the
subset of attributes is chosen by the classifier. The working
of such a method is shown in Figure 8.

FIGURE 8. Wrapper based optimization model.

PSOwas used for optimization and classification was done
using Random Forest and KNN classifiers. PSO was pre-
ferred over other techniques because [54]

• It has less number of parameters to tune
• Is less sensitivity to the nature of the objective function
compared to the conventional mathematical approaches
and other heuristic methods

• Less dependent on initial points

PSO works on the principle of simulating bird flocking
behavior. The set of random solutions is initialized and then
the optimal solution is searched by updating through the next
generations [55]’’.

In PSO, a ‘‘particle’’ refers to a particular solution in the
entire solution space. A fitness function is used to calcu-
late the fitness value of every particle. A particle’s veloc-
ity enables it to search in the problem space. Each particle
flies in the problem space by following the current optimum
particles.

The process starts by initializing a set of random particles
commonly known as solutions. With each next-generation
two values are generated: a local best value (x̂i(t)), which is
the optimum value of particle and a global best value (g(t))
which is the best value obtained by any of the particles in the
solution space.

The velocity of any particular particle at time t is calculated
using the Eq. 15

vi(t + 1) = wvi(t)+ c1r1[x̂i(t)]+ c2r2[g(t)− xi(t)] (15)

whereas a particle’s position is calculated using the Eq. 16

xi(t + 1) = xi(t)+ vi(t + 1) (16)

where:

i - index of particle
w - inertial co-efficient
c1, c2 - acceleration co-efficient
r1, r2 - random values
vi(t) - particle velocity
xi(t) - particle position
x̂i(t) - best position
g(t) - swarm’s best solution

The analysis parameters used for PSO were:
• r1, r2 = 1
• Particle count = 40
• c1, c2 = 1
• Iterations = 100
• vi(t) = 0.001
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TABLE 7. Error rates after optimization using PSO.

TABLE 8. Accuracy after optimization using PSO.

The data was split into two parts: one for feature selection
and the other for training and testing. The total split was
30:50:20 i.e., 30% for feature selection, 50% for training
and 20% for testing. Table 7 shows the results obtained
using PSO on the proposed model. The results show that the
Random Forest classifier outperformed KNN for all situa-
tions. There was a huge difference in the FRR and EER
values. The FAR values were also better with RF as compared
to KNN. The lowest FRR value achievedwith RFwas 7.4% in
relaxing-landscape while it was 12.4% in relaxing-landscape
in the case of KNN. The lowest EER value achieved with
RF was 2.2% in relaxing-landscape mode while it was 4%
in the relaxing-landscape mode in the case of KNN. The best
FAR value achieved with RF was 0.5% in relaxing-landscape
and walking-landscape modes while it was 0.9% in the
relaxing-landscapemode in the case ofKNN. The FARvalues
indicate that in all the positions only in 1 out of 100 attempts
the system will fail to recognize an imposter. The EER rate
values range from 2.3% to 4.5% for different positions. The
FRR is on the higher side which in turn effects the EER.
Another observation is that the error rates are low in land-
scape mode as compared to portrait mode. Error rates for
relaxing position are least as compared to others. Overall,
relaxing-landscape and walking-landscape position have the
lowest EER of 2.2%.

Table 8 shows the accuracy of themodel after optimization.
Relaxing-landscape and sitting-portrait positions had the best
and worst accuracy 92.58% and 84.30% respectively while in
general, the model accuracy was 89.11%.

Model optimization was done with the goal of reducing the
features used for analysis. After applying PSO with RF and
KNN the resultant number of features was reduced. It can be
observed in Figure 9 that the final feature set was different for
each position. The total number of features for each position
vary. As compared to the original 55 features the reduction

FIGURE 9. Number of features selected using PSO.

in the number of features is significant. The feature set varies
from a minimum of 17 features in the relaxing-portrait posi-
tion to a maximum of 26 features in the walking-landscape
position. Another notable fact was that the motion features
were present in all the feature-subsets derived for each posi-
tion separately. Also, five HT time features derived from keys
‘‘e’’, ‘‘l’’, ‘‘o’’, ‘‘t’’, and ‘‘5’’ were also part of the feature
subset.

Figure 10 compares the error rates before and after opti-
mization (the ’O’ after the error rates means after optimiza-
tion) for the Random Forest classifier. All the error rates
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FIGURE 10. Comparison of error rates before and after optimization.

improved after optimization. The improvement in the case of
FRRwas significantly higher as compared to improvement in
the case of FAR and EER. For example, therewas an improve-
ment of almost 5% in the FRR value for relaxing-portrait
before and after optimization. Similarly, the accuracy of
the model also increased. For specific positions also the
accuracy improved. For both orientations using a relaxing
position, the accuracy crossed 90%. The same was the case
for walking-landscape position. The results prove that opti-
mization not only reduces the number of final features in the
feature set but also increases the system accuracy.

VI. LIMITATIONS
This study presented a three-step model for user authentica-
tion in three positions. These positions were selected on intu-
ition. There can be other typing positions like standing. Even
while getting data in these positions, the user data might have
been biased. Like some users reported that they concentrated
entirely on typing and avoided rush areas while entering the
input in walking position. Lastly, the study did not put any
restriction on the hand posture being used; participants could
use either one thumb or both thumbs or index finger as per
their convenience.

VII. CONCLUSION
This study presented the results of a study aimed at using
keystroke dynamics for authenticating a mobile user in differ-
ent positions. A three-step approach was proposed where the
first step was to depict the orientation of the phone, the second
step to determine the user position using accelerometer data
and the last step was to authenticate the user. It was found
that determining the position of the user before authentication
improved the error rates as compared to the previous studies.
The orientation in which the mobile is held also impacts the
typing pattern of the user. The FAR achievedwas less than 1%
which satisfies the European standards for the access control

system (EN 50133-1) [56]. The model was further optimized
using PSO which reduced the feature set by at least 50%.
The error rates were least for relaxing and walking position
making them desired positions to use while authenticating a
user using keystroke dynamics.

As part of future work, the accuracy of the system can
be measured by considering the emotional state of the user
especially the mood of the user as the user is relaxed while
lying on the bed as compared towhen he/she is walkingwhere
the mind is a little cautious about not to collide when an
object. Further, the model can also be improved by lowering
the FRR which in turn will lower the EER value. Finally,
the robustness of the model against authentication attacks can
also be tested.
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