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ABSTRACT The traditional surgical navigation system combining preoperative CT and intraoperative
ultrasound is widely used in open hepatectomy, but the problem of this system is that there are some
errors in terms of the precision of the time and the space during the surgery. In order to solve the above
problems, this paper introduces augmented reality technology into the surgical navigation system. In order
to accurately describe the biomechanical characteristics of the liver and let the navigation system perform
more accurately, this paper uses Tetgen to perform tetrahedral partition on the triangle mesh data obtained
after the three-dimensional CT was reconstructed, and then the surface mesh data and the internal tetrahedral
data were obtained and they were used to describe a whole liver model. The surface triangle mesh data is
used to render graphics and describe the surface topology change, and the internal tetrahedral data combined
with mass-spring theory is used to simulate deformation. Subsequently, the ex vivo pig liver was used to
experimentally verify the accuracy of gravity deformation of the liver model, and the results show that
the error was mainly distributed between -2mm and -2.5mm. At the same time, this paper uses the NDI
Polaris infrared tracking system to carry out precision experiments on the augmented reality module, and
the measured error is 1.55±0.29mm. Finally, various modules of the system are integrated to finish the
experiment in which the ring-shaped lesions are cut from the ex vivo pig liver with the aid of augmented
reality. The experimental error is 0±1.26mm, and with the assistance of the general purpose graphics
processing unit (GPGPU), the refresh rate is above 200FPS. The results prove that the liver surgery navigation
system proposed in this paper is excellent in terms of real-time performance and accuracy, which can help
doctors accurately locate the tumor during surgery and perform ideal resection.

INDEX TERMS Open hepatectomy, augmented reality, liver model, mass-spring, surgical navigation
system.

I. INTRODUCTION
In current liver surgery, partial hepatectomy is the golden
standard method to avoid cancer metastasis and death [1].
However, the tissue structure inside the liver cannot be
directly observed by the doctor during the operation, which
means that the doctor cannot locate the lesion precisely
during the operation [2].

In order to solve the above problems, an effective method
is to use the surgical navigation system as an auxiliary
tool, and then help the doctor to obtain needed infor-
mation [3]. Traditional surgical navigation systems use
ultrasound, MRI, or patient pre-operative CT and other

The associate editor coordinating the review of this manuscript and
approving it for publication was Jenny Mahoney.

medical images to provide doctors with reference information
[4]. However, in this process, the doctor needs to connect
the two-dimensional image with the three-dimensional space,
which will cause the problem of mismatch between preop-
erative CT and intraoperative information. In addition, CT
and MRI can only be separated by interval imaging. And the
quality of ultrasound imaging is poor. As the result of these
causes, the accuracy of surgical navigation will not reach a
satisfactory level. At the same time, when using a traditional
surgical navigation system to perform surgery, the doctor
needs to constantly switch the line of sight between the
surgical scene and the auxiliary display, which will inevitably
extend the operation time [5].

The introduction of augmented reality navigation
systems, including video-based, projection-based and
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perspective-based, can effectively solve the drawbacks of
traditional surgical navigation systems [6]. During the opera-
tion, augmented reality technology can fuse the preoperative
model with the intraoperative scene to provide doctors with
real-time lesion information and surgical guidance [7], [8].
Up to now, augmented reality technology has been widely
used inmany fields, such as neurosurgery, orthopedic surgery,
otolaryngological surgery, oral surgery and laparoscopic
surgery [9]–[18]. However, in liver cutting surgery, whether
it is laparoscopic surgery or open surgery, still greater efforts
are needed in the application of augmented reality technology
in the clinic. In the process of literature review of the author
team, there are no more than 20 cases of liver surgery
navigation system based on augmented reality.

Ntourakis et al. (2015) [19] proposed an augmented reality
navigation system that implements registration based on the
external anatomical structure of the liver, which combines
virtual and real images in the video stream. The system was
tested on 3 patients, and the results proved that the accuracy
was maintained at 5mm. Pessaux et al. (2015) [20] adopted
the same idea, manually fusing virtual and real images in
the video, and finally used the navigation system in robotic
hepatectomy. Okamoto et al. (2013) [21] used optical sensors
to register internal organs and preoperative CT data, and
used the system in the laparotomy for gallbladder cancer
patients and liver cancer patients. The results prove that the
system has a certain navigation effect for laparotomy, but
many efforts still need to be made in the clinical trial stage.
Rucker et al. (2014) [22] used intraoperative sparse data
and pre-reconstructed models for registration, and used five
deformed data sets for non-rigid registration, with an average
error of 3.3mm. Adagolodjo et al. (2018) [23] proposed an
identification-based method to track liver deformation dur-
ing surgery. The marking point is manually attached to the
surface of the liver after laparotomy, and is tracked in real
time by an infrared camera during the subsequent surgery.
The system has achieved considerable effects in vivo exper-
iments. However, the infrared reflective markers in the sur-
gical process are easily affected by the surgical environment
(for example, bleeding), resulting in a decrease of registration
accuracy. To this end, the team placed an active depth sen-
sor above the patient’s abdomen to complete an unmarked
solution, which confirmed that after less than 10 minutes
of configuration, it can achieve registration accuracy
of 7.9 mm [24].

Because in liver resection surgery, open surgery has awider
field of view, and is more conducive to surgery when dealing
with more complicated bile duct and blood vessel lesions.
In this article, we propose an augmented reality-based initial
surgical navigation system for open surgical procedures. The
system registers liver and surgical instruments separately
through identification, and its cutting accuracy and system
operating efficiency are verified by the pig liver lesion cutting
experiment. It is worth noting that the system can signifi-
cantly improve the surgical accuracy and reduce the surgical
time by registering the virtual model and the real model.

FIGURE 1. Overall framework of the liver cutting system.

II. OVERALL DESIGN OF THE EXPERIMENTAL PLATFORM
The overall framework of the system is shown in Figure 1.
Before the cutting, CT scans of the liver and cutting tools
were performed to obtain CT data of the liver and cut-
ting tools, and then used the moving cube algorithm (MC)
to three-dimensional reconstruction of CT to obtain a
three-dimensional mesh model of liver and cutting tools.
The calculation of the deformation of the liver during cut-
ting requires the use of a tetrahedron model. In this paper,
Tetgen is used to divide the liver model into tetrahedrons
to obtain tetrahedral meshes. The tetrahedral meshes (the
volume model) are used to calculate the deformation of the
liver model. The three-dimensional mesh model (the surface
model) is mainly used to calculate the topological change
of the liver model when it is cut and to render display. The
depth camera in the system is used to capture the video
of the real cut on the one hand and to track the logo on
the other hand, during the cutting process, the relative posi-
tions of the cutting tool and the liver with the corresponding
markers are respectively fixed, and the virtual cutting tool
and the virtual liver are also respectively fixed with corre-
sponding virtual markers. The corresponding identification
and model are registered in the video stream collected by the
depth camera. At this time, when cutting in the real scene,
virtual cutting will be performed in the virtual scene, and
finally the fusion video of the augmented reality will be
displayed.

A. SYSTEM HARDWARE
As shown in Figure 2, the system hardware consists of a
cutting platform, a graphics workstation, a depth camera, and
an NDI Polaris infrared tracking system. The cutting platform
is formed by splicing the connecting members of the profile.

In order to control the deformation of the liver during
cutting, and to ensure that the liver and the scalpel can be fixed
relatively to the mark, a limiting device is designed in this
paper. As shown in Figure 3, the restriction device is cut from
an acrylic plate, and the slide groove on the plate provides
applicability for the size of the liver. The scalpel identification
frame is made by 3D printing to ensure that the position of
the real scalpel is relatively fixed and to synchronize the real
scene and the virtual scene. The positioning arm is composed
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FIGURE 2. Liver model cutting experiment platform.

FIGURE 3. Liver restriction platform.

of four rods and six ball-like hinges to ensure that the position
of the liver and the liver mark remains unchanged.

B. SOFTWARE DESIGN
As shown in Figure 4, in order to meet the cutting accuracy
and ensure a certain real-time, this paper uses a combination
of the surface model and the volume model. The surface
model is used to draw the outline of the liver model and the
incision during the cutting process, and the volume model is
used to calculate the deformation of the model. Due to the
poor accuracy of the removal method and the large amount
of calculation of the element division method, the cutting
part of the surface model uses a progressive moving vertex
method different from the removal method and the element

FIGURE 4. Design of liver cutting software.

division method. Themoving vertex method was proposed by
Nienhuys et al. (2001) [25] and Serby et al. (2001) [26]. The
main idea of this method is moving the vertex closest to the
cutting point on the model to the position of the cutting point
for each calculation and thus the cutting line can be formed.

1) TOPOLOGICAL CUTTING OF THE SURFACE MODEL
BASED ON MOVING VERTEX
The liver surface model cutting mainly includes three
procedures: collision detection, model surface mesh cutting,
and cutting surface structure. The specific process is shown
in Figure 5. First, in order to detect whether the surgical
instrument collides with the liver and to obtain the position of
the cutting point, collision detection is required. If a collision
is detected, the specific position of the collision is calculated,
and the collision point is the cutting point, otherwise it’s
needed to wait for the next collision detection. Then find
the nearest point near the cutting point that meets the search
conditions. In order to avoid program errors, the nearest
points of two adjacent moves cannot be the same vertex.
Therefore, when the closest point found is the same as the
previous vertex, no processing is performed, and the next
collision detection is waited. Otherwise, move the vertex
part. In order to eliminate the degenerate triangles generated
when moving the vertices, the local mesh is optimized. After
that, the moving vertex are duplicated to form a cut. Finally,
the cutting surface is structured to form a complete cutting
surface.

(a) Collision detection: in order to ensure the normal
progress of the cutting, it is a must to first detect whether
the surgical instrument model collides with the liver model,
and at the same time obtain the collision position, that is,
the cutting point. Therefore, collision detection is the basis
for all subsequent operations. This paper uses a collision
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FIGURE 5. Design of liver cutting software.

FIGURE 6. Surgical scalpel.

detection method based on ray projection [27] to render
a complete instrument model. But in the process of colli-
sion calculation, only the axis has been used. As shown in
Figure 6, the two points St and Se are fixed on the surgical
blade, and the collision detection calculation is performed
using the connection of these two points.

As shown in Figure 7, (1) and (2) are used to calculate the
intersection point Pc(i) between the line St(i)Se(i) and the plane
where the triangle unit is located. The intersection point is the
collision point between the cutter and the liver model.

−−−−−→
Pc(i)T1(i) ·

−→n(i) = (T1(i) − Pc(i)) ·
−→n(i) = 0 (1)

Pc(i) = Se(i) + k(i)

−−−−→
Se(i)St(i)∣∣∣−−−−→Se(i)St(i)

∣∣∣
= Se(i) + ki

St(i) − Se(i)∣∣St(i) − Se(i)∣∣ (2)

FIGURE 7. Space between scalpel and triangular patch:(a) No collision
(b) Collision has occurred.

(b) Surface mesh cutting: it is mainly composed of mov-
ing nearest points, Delaunay mesh optimization, copying
vertices, and mesh splitting. After the cutting point Pc(i)
was obtained, the three distance from the triangular points

MR(i,j) = MR(i) + jLA
−−−−−→
MR(i)St(i)∣∣∣−−−−−→MR(i)St(i)

∣∣∣ to the cutting point MR(i,j) =

MR(i) + jLA
−−−−−→
MR(i)St(i)∣∣∣−−−−−→MR(i)St(i)

∣∣∣ are calculated. And they are sorted in

sequence. Then move the vertex closest to point MR(i,j) =

MR(i) + jLA
−−−−−→
MR(i)St(i)∣∣∣−−−−−→MR(i)St(i)

∣∣∣ to the position of point MR(i,j) =

MR(i) + jLA
−−−−−→
MR(i)St(i)∣∣∣−−−−−→MR(i)St(i)

∣∣∣ , that is, modify the coordinates of the

nearest point to the coordinates of point MR(i,j) = MR(i) +

jLA
−−−−−→
MR(i)St(i)∣∣∣−−−−−→MR(i)St(i)

∣∣∣ . Considering the last moved vertex, the normal

cutting process is shown in Figure 8. The last moved vertex

MR(i,j) = MR(i)+ jLA
−−−−−→
MR(i)St(i)∣∣∣−−−−−→MR(i)St(i)

∣∣∣ (MR(i,j) = MR(i)+ jLA
−−−−−→
MR(i)St(i)∣∣∣−−−−−→MR(i)St(i)

∣∣∣
in the figure) and the currently moved vertex MR(i,j) =

MR(i) + jLA
−−−−−→
MR(i)St(i)∣∣∣−−−−−→MR(i)St(i)

∣∣∣ (MR(i,j) = MR(i) + jLA
−−−−−→
MR(i)St(i)∣∣∣−−−−−→MR(i)St(i)

∣∣∣ in

the figure) just form a cutting line along the cutting path.
However, when the vertices that are moved twice are diagonal
points of a quadrangle, the cutting line along the cutting path
cannot be formed normally, and the mesh cannot be split
normally in the subsequent mesh splitting step. Therefore,
before moving the vertices, this paper uses the data of the
previous calculation cycle to add a judgment condition: the

previous moving vertex MR(i,j) = MR(i) + jLA
−−−−−→
MR(i)St(i)∣∣∣−−−−−→MR(i)St(i)

∣∣∣ is

in the current cutting triangle or the current moving vertex

MR(i,j) = MR(i) + jLA
−−−−−→
MR(i)St(i)∣∣∣−−−−−→MR(i)St(i)

∣∣∣ is in the previous cutting

triangle. If this condition is met, it means that the vertices
which moved twice are in the same triangle unit, and the
cutting line can be formed. Otherwise, the triangle where
the two cutting points are located must be adjacent triangles.
At this time, the moving point can be the second closest point,

that is, the pointMR(i,j) = MR(i) + jLA
−−−−−→
MR(i)St(i)∣∣∣−−−−−→MR(i)St(i)

∣∣∣ in Figure 9.

During the cutting process, each time a vertex is
moved, a narrow and degenerate triangle may be gener-
ated. Degenerate triangles will not only reduce the model
display quality, but also affect subsequent cutting calcula-
tions. Therefore, we must optimize the reconstruction of the
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FIGURE 8. Vertex movement process.

FIGURE 9. Moving a quadrangle cannot form a cutting line.

FIGURE 10. LOP optimization process.

degenerate triangle. The liver model used in this paper fol-
lows the Delaunay triangulation principle during the recon-
struction process [28], so the original liver model does not
contain degenerate triangles. Since the method of moving the
nearest point used in this paper moves only one vertex at a
time, the degenerate triangle must appear in the triangle con-

taining the vertex MR(i,j) = MR(i) + jLA
−−−−−→
MR(i)St(i)∣∣∣−−−−−→MR(i)St(i)

∣∣∣ , so only the

triangle containing the point MR(i,j) = MR(i) + jLA
−−−−−→
MR(i)St(i)∣∣∣−−−−−→MR(i)St(i)

∣∣∣
needs to be optimized and reconstructed. This paper uses
the Local Optimization Procedure (LOP) to optimize the
local grid. The specific method is shown in Figure 10: in
two adjacent triangles formed by four vertices, if there is no
fourth point in the circumscribed circle of the two triangles,
these four points conform to the empty circle characteris-
tic. Otherwise, the diagonals of the quadrilateral can always
be exchanged to form two other adjacent triangles so that
the two triangles satisfy the empty-circle characteristic and
at the same time satisfy the maximum minimum angular
characteristic [29].

In order to separate the triangular faces forming the cutting
line into cuts, the newly copied vertices need to be moved
a certain distance to both sides of the cutting line. The
positional relationship between the triangular element and
the cutting line can be determined by the method on the
left in Figure 11. First, the plane passing through the point

FIGURE 11. Location of triangle unit and cutting line.

FIGURE 12. Multi-row unit cutting surface structure.

MR(i,j) = MR(i) + jLA
−−−−−→
MR(i)St(i)∣∣∣−−−−−→MR(i)St(i)

∣∣∣ and having the same nor-

mal vector as the point MR(i,j) = MR(i) + jLA
−−−−−→
MR(i)St(i)∣∣∣−−−−−→MR(i)St(i)

∣∣∣ is

selected as the reference plane for calculation. Then, tak-
ing the plane normal vector as a reference, calculate the

clockwise angle MR(i,j) = MR(i) + jLA
−−−−−→
MR(i)St(i)∣∣∣−−−−−→MR(i)St(i)

∣∣∣ between

the vector MR(i,j) = MR(i) + jLA
−−−−−→
MR(i)St(i)∣∣∣−−−−−→MR(i)St(i)

∣∣∣ and the vector

MR(i,j) = MR(i) + jLA
−−−−−→
MR(i)St(i)∣∣∣−−−−−→MR(i)St(i)

∣∣∣ , and the clockwise angle

MR(i,j) = MR(i) + jLA
−−−−−→
MR(i)St(i)∣∣∣−−−−−→MR(i)St(i)

∣∣∣ between the vector MR(i,j) =

MR(i)+jLA
−−−−−→
MR(i)St(i)∣∣∣−−−−−→MR(i)St(i)

∣∣∣ and the triangle element clockwise on the

first sideMR(i,j) = MR(i)+ jLA
−−−−−→
MR(i)St(i)∣∣∣−−−−−→MR(i)St(i)

∣∣∣ . Finally, compare the

sizes of the two corners. If MR(i,j) = MR(i) + jLA
−−−−−→
MR(i)St(i)∣∣∣−−−−−→MR(i)St(i)

∣∣∣ ,
the triangle unit is on the left side of the cutting line, otherwise
the triangle unit is on the right side of the cutting line. The
effect of using this method is shown in the right of Figure 11.
The triangular elements on the left side of the cutting line are
output in green, and the triangular elements on the right side
of the cutting line are output in blue.

(c) Construction cutting surface: in order to make the cut
more realistic and provide better visual feedback during the
augmented reality process, this paper proposes a multi-row
triangular element construction method to form a relatively
complex curved surface of which the cut element having
higher quality. Figure 12 shows the process of cutting surface
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FIGURE 13. Effect of cutting surface.

structure of multiple rows of cells taking the left cutting
surface as an example. First, calculate the modulus length of

vector MR(i,j) = MR(i) + jLA
−−−−−→
MR(i)St(i)∣∣∣−−−−−→MR(i)St(i)

∣∣∣ , which is the distance

between point MR(i,j) = MR(i) + jLA
−−−−−→
MR(i)St(i)∣∣∣−−−−−→MR(i)St(i)

∣∣∣ and point

MR(i,j) = MR(i)+ jLA
−−−−−→
MR(i)St(i)∣∣∣−−−−−→MR(i)St(i)

∣∣∣ . Then determine the number of

rowsMR(i,j) = MR(i) + jLA
−−−−−→
MR(i)St(i)∣∣∣−−−−−→MR(i)St(i)

∣∣∣ of the cutting plane unit.
To keep the cutting plane unit consistent with the original

model unit, insert a point everyMR(i,j) = MR(i)+ jLA
−−−−−→
MR(i)St(i)∣∣∣−−−−−→MR(i)St(i)

∣∣∣
distance between the point MR(i,j) = MR(i) + jLA

−−−−−→
MR(i)St(i)∣∣∣−−−−−→MR(i)St(i)

∣∣∣
and the point MR(i,j) = MR(i) + jLA

−−−−−→
MR(i)St(i)∣∣∣−−−−−→MR(i)St(i)

∣∣∣ . The point

MR(i,j) = MR(i) + jLA
−−−−−→
MR(i)St(i)∣∣∣−−−−−→MR(i)St(i)

∣∣∣ is shared by the left and the

right cut surfaces, so it only needs to be inserted once. It is

sufficient to insert MR(i,j) = MR(i) + jLA
−−−−−→
MR(i)St(i)∣∣∣−−−−−→MR(i)St(i)

∣∣∣ points

between points MR(i,j) = MR(i) + jLA
−−−−−→
MR(i)St(i)∣∣∣−−−−−→MR(i)St(i)

∣∣∣ and MR(i,j) =

MR(i) + jLA
−−−−−→
MR(i)St(i)∣∣∣−−−−−→MR(i)St(i)

∣∣∣ . Let the inserted points be MR(i,j) =

MR(i) + jLA
−−−−−→
MR(i)St(i)∣∣∣−−−−−→MR(i)St(i)

∣∣∣ , then the coordinates can be calculated

from (3):

MR(i,j) = MR(i) + jLA

−−−−−→
MR(i)St(i)∣∣∣−−−−−→MR(i)St(i)

∣∣∣ (3)

The effect of the cutting surface is shown in Figure 13.

2) LIVER DEFORMATION MODEL BASED ON MASS SPRING
The accuracy of the simulation of liver deformation largely
determines the accuracy of the surgical navigation system
[30]. Based on the biomechanical characteristics of liver tis-
sue [31], a mass spring model of liver was established in this
paper, and the deformation of the liver model during cutting
was simulated and calculated.

The liver model reconstructed by CT is a surface model
composed of a triangular mesh. The use of spring damping
structures to connect the surface vertices of the model is
insufficient to support the liver model to maintain its shape.
Therefore, this paper uses Tetgen, an open-source tetrahedral

FIGURE 14. Tetrahedral segmentation results of liver model.

FIGURE 15. Voigt model.

meshing tool, to insert vertices inside the liver model and
connect them using a spring damping structure. All ver-
tices participate in physical calculations, and the topological
changes and rendering parts are only completed by surface
vertices. The effect is shown in Figure 14.

Among the soft tissue characteristics of the liver,
viscoelasticity is the most important characteristic during
liver deformation. This paper uses the Voigt model [32] to
describe the viscoelastic properties of the liver. The Voigt
model consists of a spring and a damper connected in parallel,
as shown in Figure 15. Use the Voigt element to connect the
vertices of the liver model, where each vertex satisfies the
following equation:

fext(i) + fVoigt(i) = fsum(i) (4)

In (4), fext(i) = fc(i)+ fg(i) = 1s ·
−→pi +mi

−→g is the external
force received by the vertex fext(i) = fc(i) + fg(i) = 1s ·

−→pi +
mi
−→g , fext(i) = fc(i) + fg(i) = 1s · −→pi + mi

−→g is the force
generated by Voigt element at vertex fext(i) = fc(i) + fg(i) =
1s · −→pi +mi

−→g , and fext(i) = fc(i) + fg(i) = 1s ·
−→pi +mi

−→g is
the resultant force received by the vertex fext(i) = fc(i)+fg(i) =
1s · −→pi + mi

−→g .
The external force on vertex fext(i) = fc(i) + fg(i) = 1s ·
−→pi +mi

−→g is composed of the interaction force fext(i) = fc(i)+
fg(i) = 1s · −→pi + mi

−→g of the surgical instrument and the
gravity fext(i) = fc(i) + fg(i) = 1s ·

−→pi + mi
−→g :

fext(i) = fc(i) + fg(i) = 1s ·
−→pi + mi

−→g (5)
−→pi is the pulling force on vertex i, and 1s is the distance

moved by the pulling force.
The force generated by the Voigt element consists of a

damping force fdmp and a spring force fspr :
fVoigt(i)

=

∑
j∈Ni

(fdmp(ij) + fspr(ij))

=

∑
j∈Ni

{
η(−→vi ·

−→nij−
−→vj ·
−→nij )+kij(

∣∣rj−ri∣∣−∣∣rj−ri∣∣0) rj−ri∣∣rj−ri∣∣
}

(6)
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FIGURE 16. Voigt model.

In (6),−→v is the moving speed of the vertex,−→r is the space
coordinate of the vertex, η is the damping coefficient of the
Voigt element connecting vertex i and j, kij is the stiffness
coefficient of the Voigt element connecting vertex i and j, and
−→nij is the unit direction vector of vertex j pointing to vertex i.
The resultant external force on vertex fsum(i) = mi

−→ai is
derived from Newton’s second law:

fsum(i) = mi
−→ai (7)

Substituting (5), (6), and (7) into (4) can lead to the motion
equations for discrete vertex. During the cutting process of
the liver model, the liver tissue is regarded as an isotropic
structure, that is, mi = m, ηij = η,:
m−→ai
=1s · −→pi + m

−→g

+

∑
j∈Ni

{
η(−→vi ·

−→nij−
−→vj ·
−→nij )+k(

∣∣rj−ri∣∣−∣∣rj−ri∣∣0) rj−ri∣∣r j−ri∣∣
}

(8)

First calculate the acceleration of themass according to (8).
Then calculate the velocity of the mass at the end of the
current calculation cycle:

−−→vi+1 =
−→vi +

−→
1 v = −→vi +

−→a ·1t (9)

Since the increment time 1t of each calculation cycle
(about 0.02s) is very short, it can be considered that the
particle moves at a constant speed. Therefore, the coordinates
of the vertex at the end of the current calculation cycle are:

ri+1 = ri +
−→vi ·1t (10)

In this way, the positions of all the vertices of the liver
model can be obtained in each calculation cycle. The updated
liver model can be obtained by updating the surface render-
ing vertices of the liver model. The cutting effect is shown
in Figure 16.

III. EXPERIMENTS
A. AUGMENTED REALITY ERROR ASSESSMENT
In this paper, identification-based augmented reality
technology is used. In the process of identifying and tracking
the registration, there will be registration errors caused by the
loss of data of the identification point. In order to objectively
evaluate the accuracy of the designed system, this paper

FIGURE 17. Augmented reality system error assessment platform.

FIGURE 18. Test ball alignment effect in two camera views.

uses the NDI Polaris infrared tracking system to design an
augmented reality error measurement scheme and quantify
this error. The evaluation platform configuration is shown
in Figure 17.

The specific process of error evaluation is: first, fix three
mark balls on the identification, and use them as positioning
balls to transform the NDI coordinate system to the mark
coordinate system. Fix a mark ball on the positioning arm and
use it as a test ball to evaluate the error. The identification is
divided into a feature area and a positioning area. The interior
of the four corner boxes is a feature area for identifying and
tracking the augmented reality module. The area between
the corner box and the outer square is the positioning area.
Subsequently, the identification and the test ball are placed
in the NDI measurement range, the coordinates of the three
positioning balls and the test ball are read, and a program is
written to set the virtual ball position in Unity to the same as
the test ball position. Finally, after disturbing the position of
the test ball, the reset is continued according to the position
of the virtual ball. The difference between two positions read
through NDI is the augmented reality error. In the field of
view of the depth camera, the test ball alignment effect is
shown in Figure 18. In order to ensure the generality of the
experiment, this paper conducts experiments on the marker
at four different angles, and adjusts and evaluates the test ball
position by five different people. The schematic diagram of
the four angles is shown in Figure 19.

B. INCISION EVALUSTION OF THE MASS
SPRING LIVER MODEL
In order to verify the accuracy of the mass-spring model
in simulating the cutting deformation of the liver under the
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FIGURE 19. Test ball alignment effect in two camera views.

FIGURE 20. Realized model of real gravity cutting of pig liver.

FIGURE 21. Cut model exported and solidified by Unity.

influence of gravity, this paper uses pig livers as the research
object to verify. First, place the liver with the cutting starting
point on a restricted platform, select PHILIPS BRILLIANCE
64-row / 256-slice spiral CT scanner for plain scan, and
import the 3D reconstruction of the film source into Unity
as a preoperative model for model cutting. Subsequently,
the liver was cut along a preset cutting path to form an
incision, and a CT scan was performed again to reconstruct
a cutting deformation model of the liver under gravity. Take
it as a control group. Finally, the liver preoperative model
in Unity was hung on a script, and cut along the same path
as the actual cutting. After cutting, the cutting deformation
model under Unity was exported as the experimental group.
In order to better compare the real model with the virtual
model, it is necessary to convert the shell structure of the
triangular faceplate into a solid model, as shown in Figures
20 and 21, which are the renderings of the real model and the
virtual model.

FIGURE 22. Liver registration results.

FIGURE 23. Scalpel registration results.

C. AUGMENTED REALITY-ASSISTED PIG LIVER
CUTTING EXPERIMMENT
This experiment integrates all the above experimental
content, including 3D reconstruction, augmented reality, cut-
ting deformation under the gravity of the liver, and GPGPU
acceleration; simulate the surgical environment of real liver
cutting; and complete the circular cutting of internal lesions
of pig liver with the aid of AR.

First, put a heterogeneous pellet inside the liver of the
pig to represent the tumor. The pellet is of appropriate size
and can be separated from the liver parenchyma in CT. The
liver is placed on a restricted platform for CT scan. After
3D reconstruction of the data, import it into Unity and set
the script. As shown in Figure 22 and 23, the positioning
arm is then used to hold the liver mark, and the scalpel
and the scalpel mark stand are connected together. Turn on
the depth camera to complete the registration of real liver
and virtual liver, and real scalpel and virtual scalpel. After
the registration is completed, the tumor can be clearly seen
inside the liver from the perspective of augmented reality.
Finally, the surrounding tumor is cut with the assistance of
the augmented reality system. The cutting effect is shown
in Figure 24. It can be seen that when the scalpel cuts the
real liver, the virtual scalpel is also cutting the liver model
synchronously and forming a surrounding cutting line.

IV. EXPERIMENTAL RESULTS AND DISCUSSION
A. AUGMENTED REALITY ERROR RESULTS
Figure 25 shows a total of 20 sets of augmented reality
module error evaluation experiments at four different angles.
In these 20 sets of experiments, the maximum error of the
augmented realitymodule is 1.99mm, and theminimumvalue
is 1.05mm. The errors at the four angles are 1.54± 0.28mm,
1.77±0.31mm, 1.40±0.30mm, and 1.51±0.24mm, respec-
tively. The average error of this module is 1.55±0.29mm.
In addition to the larger average error of the second angle,
the other three angle errors are evenly distributed, and the
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FIGURE 24. Augmented reality surrounding tumor cutting.

FIGURE 25. Augmented reality error experimental results.

FIGURE 26. Compute Shader thread structure.

four angle errors are within 2mm, which can meet the
requirements of liver cutting accuracy [21].

B. GUGPU-BASED PARALLEL COMPUTING
ACCELERATION EXPERIMENT RESULTS
The model formed by splitting the triangles into tetrahedrons
has 6510 vertices, 24398 tetrahedrons, and 53796 triangles.
With the large number of patches, coupled with the complex
calculation of the mass spring, the program can not achieve
a feeling of smooth results above 30 FPS without parallel
calculations [33]. In order to solve the obvious problem of
stuttering, this paper uses Computer Shader to implement
GUGPU in Unity.

FIGURE 27. Refresh rate of gravity cutting program without GPU
acceleration.

FIGURE 28. Refresh rate of gravity cutting program using GPU
acceleration.

FIGURE 29. Deformation error of pig liver cut under gravity(mm).

FIGURE 30. Error distribution of cutting deformation.

A task running on the GPU in the Compute Shader is called
aKernel. As shown in Figure 26, threads are divided into three
dimensions in the Compute Shader: Dispatch, Thread Group,
and Thread. Thread is the unit that runs Kernel. Since the
data processed in this paper is basically a one-dimensional
array, Dispatch and Numthreads can be set to (20,1,1) and
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FIGURE 31. Real cutting path and virtual cutting path.

(1024,1,1) respectively. GPU acceleration is used in two
places in this paper. One is to find the collision point by
topology change. The input data is from the livermodel vertex
and the tip and the end of the scalpel. The output data is the
collision point coordinates and the triangle unit. The other is
the calculation part of the mass spring. The input data is the
liver model data after the tetrahedral segmentation, and the
output data is the liver model vertex coordinates modified by
a cutting cycle.

Figure 27 and Figure 28 show the refresh rate of liver
cutting experiment under gravity before and after GPU accel-
eration. In Figure 27, when GPU acceleration is not used,
the refresh rate before cutting is around 7.3 FPS, the cutting
process is reduced to around 6.5 FPS, and the entire cutting
process takes 31 seconds to end. As shown in Figure 28,
after the GPU module is turned on, the cutting experiment
under gravity is performed again. The whole process takes
22 seconds to complete, and the refresh rate is maintained at
200 FPS or more, which can fully meet the requirements of
fluency and real-time performance.

C. INCISION EXPERIMENT RESULTS OF A
MASS SPRING LIVER MODEL
The 3D comparison function of Geomagic Quality was used
to compare the cutting accuracy of the liver model under the
influence of gravity. The real deformation model was set as
the reference object, and the virtual model was used as the test
object. Figure 29 shows the cutting error of pig liver under
the influence of gravity. The upper left corner is the front
view and the lower left corner is the bottom view. Because
the real deformation model is taken as a reference, a positive
error means that the virtual model is outside the real model,
and a negative error indicates that the virtual model is inside
the real model. It can be seen from the figure that the cutting
error is mainly distributed on the front of the cutting. The cut
depth of the real model and the virtual model are basically
the same. The closer the cut is to the surface, the larger the
error. The error of the upper half of the incision is between
-2mm and -3mm, and the error is negative overall, indicating

FIGURE 32. Distribution of cutting errors of annular lesions.

that the opening of the virtual incision is larger than the real
incision. The error of the lower part of the incision is between
0mm and 3mm, which means that the opening of the virtual
incision is smaller than the real incision.

Figure 30 is the histogram of error distribution. It can be
seen that most of the errors are distributed between -2mm and
2.5mm, accounting for about 90% of all errors, which can
meet the accuracy requirements of the cutting model.

D. AUGMENTED REALITY ASSISTED PIG
LIVER CUTTING RESULTS
Figure 31 shows the comparison between the real cutting path
and the virtual cutting path, where green is the real cutting
path and white is the virtual cutting path. It can be seen
that the two paths are in good agreement. Figure 32 is the
histogram of the error distribution. As shown in the figure,
the error is 0±1.26mm, and the error is mainly distributed
between -2mm and 2.5mm, accounting for more than 90% of
all errors. The error mainly comes from the tracking module
of the augmented reality and the error of the mass spring
model. Generally, the error of the surgical assistant system
is within 5mm to meet the requirements [21]. Therefore, the
error of the augmented reality liver cutting assistant system
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FIGURE 33. Cut surface of a circular lesion.

in this paper when cutting a circular lesion is within an
acceptable range.

Adjust the display mode of the cut virtual model. The
cutting surface of the circular lesion generated by cutting is
shown in Figure 33. The cutting program can form a complete
cutting surface in the expected manner, and the cutting depth
just reaches the bottom of the lesion.

Intraoperative ultrasound used to detect the location of the
tumor originated in 1980s [34], and still plays a huge role
in the surgical procedure now. The traditional preoperative
CT and intraoperative ultrasound navigation systems need to
fully understand the liver anatomy, identify the liver transec-
tion line, and then accurately determine the internal liver cut
point. Because of the high degree of dependence on doctors’
expertise, it is difficult to assess the accuracy of the system.
Subsequently, the development of Real-time virtual sonog-
raphy (RVS) can effectively solve this problem [35]–[37].
However, most current RVS systems require manual regis-
tration of CT and ultrasound images. In order to solve the
uncertainty caused by manual registration, Takamoto et al.
(2018) [38] proposed a system of intraoperative ultrasound
and preoperative CT real-time registration (less than 20s).
52 patients were selected to verify the feasibility and the
accuracy of the system. The results show that the system has
a success rate of 83% and an error of more than 1cm. Similar
systems can also solve the problem ofmanual registration, but
the common problem is that the accuracy is not satisfactory
[37]. Compared with the traditional preoperative CT and the
intraoperative ultrasound navigation systems, the augmented
reality-based navigation system proposed in this paper has
obvious advantages in accuracy and operation complexity.

V. CONCLUSION
In this paper, the feasibility and the key technologies of
augmented reality for liver cutting surgery are studied.
Modified design of the augmented reality-based liver model
cutting program is performed. The liver model is divided into
surface mesh and tetrahedron data to complete the functions
of surface rendering, topological change and model defor-
mation, and a liver cutting platform under augmented reality
is built to realize the basic function of augmented reality

assisted liver cutting. Experimental studies were performed
on the mass point spring liver model cutting and augmented
reality assisted pig liver cutting. The CT scan method was
used to compare and verify the deformation of the virtual liver
and the deformation of the real liver. The error measurement
of the augmented reality module and the image refresh rate
were evaluated. Experiments have shown that in terms of
real-time performance, the image refresh rate is maintained
at 200 FPS or more, which is fully capable of real-time
requirements. In terms of accuracy, the error of the augmented
reality assist system proposed in this paper can be controlled
within 5mm, and it can also meet the accuracy requirements.
Therefore, the augmented reality liver cutting assist system
proposed in this paper can meet the needs.

However, the surgical navigation system proposed in this
paper uses a rigid registration method based on identification.
The registration method does not take into account the influ-
ence of respiration and other factors on liver deformation.
It still requires a lot of effort in clinical trials. Future work
will focus on non-rigid registration methods to improve the
accuracy of surgical navigation systems.
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