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ABSTRACT For netted radars, a new alignment algorithm without prior spatial information (i.e., locations
and attitudes of radars) and time delay is proposed to keep the spatio-temporal alignment. The unknown
parameters to be estimated include the rotation matrix, the translation vector and the delay between
radar stations in this paper. The minimum error function in unified space and time coordinate system is
established based on the target trajectory measured by each radar. Firstly, the alternating spatio-temporal
alignment method is used to estimate the spatial and temporal parameters, and its statistical performance is
compared to the Cramer-Rao bound. Even under severe conditions in which each radar in the network can
only observe part of the trajectory, the proposed algorithm can still be adopted to estimate the alignment
parameters and complete the trajectory. Then, a trajectory matching algorithm based on random sample
consensus (RANSAC) is proposed for multitarget. The corresponding relationship between trajectories is
established through minimizing sum of paired trajectory error, and multitarget trajectories from each radar
are matched. Finally, the spatio-temporal parameters are refined by all matched trajectory pairs. Simulation
results show that the tracking information from different radars is transformed into a unified coordinate after
spatio-temporal alignment. Moreover, the registration error is reduced and the tracking accuracy is improved.

INDEX TERMS Netted radar, spatio-temporal alignment, multiple targets, trajectory matching.

I. INTRODUCTION
Networking is used to collect and fuse the observation
information from multiple radar stations. The information
obtained from each radar is comprehensively processed, con-
trolled and managed by the central station to achieve more
accurate tracking [1]. Moreover, radar networking is an effec-
tive means to fight against electronic interference. Informa-
tion interconnection and system viability are strengthened by
using radar networking.

In the real radar networking, the measurements of the
same observed target from different sensors may not be
synchronized in time. Since the tasks and the environment
are different for each sensor, the adopted coordinates are
different. Therefore, the measurement data cannot be directly
fused, and the information obtained by various radars must
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be unified in the same space-time background, i.e., spatio-
temporal alignment [2].

Spatio-temporal alignment is the premise of data fusion
for netted radar. The spatio-temporal alignment affects the
accuracy of subsequent data fusion directly, which affects
the performance of the radar network. Therefore, it is very
important to analyze and research the spatio-temporal align-
ment process for netted radar. The time error of netted radar
is affected by many aspects, including different start time and
transmission delay in communication network. Therefore,
the problem to be solved in time alignment is to synchro-
nize the multi-source asynchronous data to the same time.
It ensures that the inputs of data fusion are the measure-
ments of the same target at the same time. Some temporal
alignment methods have been proposed up to now, e.g., least
square method [3], optimal linearization approach [4], grid
based representation [5]. In order to overcome the asyn-
chronous problem, a priori knowledge of the target motion
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model named nearly-constant-velocity motion model was
researched in [6]. According to this model, a Bayesian algo-
rithm based on importance sampling for the estimation of the
static parameter was proposed in [7]. A novel solution to the
multisensor bias estimation problem for asynchronous sen-
sors using common targets of opportunitywas provided in [8].
However, the approximation procedure in these approaches
requires the sensor biases to be small. In [9], an analogous
strategy for multitarget systems was proposed based on prob-
ability hypothesis density (PHD).

Moreover, the problem needs to be solved in space align-
ment is to transform the coordinate systems of different
radars into a common one. The systematic error exists in
trajectory fusion because of the deviation of radar positions,
attitudes and measurements. The space registration is also
adopted to estimate and compensate the error. Various algo-
rithms for space alignment have been proposed in many
literatures. The Kalman filter (KF) alignment algorithm [10]
was used to estimate sensor deviation parameters, and
extended Kalman filter (EKF) [11], unscented Kalman filter
(UKF) [12] and sparse-grid quadrature Kalman filtering
(SGQKF) [13] alignment were proposed for nonlinear model.
When the measurement noise is relatively large, the perfor-
mance of registration algorithm is deteriorated. In order to
solve this problem, an exact maximum likelihood (EML)
registration algorithm was presented in [14]. Based on EML,
a modified exact maximum likelihood (MEML) registration
algorithm was proposed in [15]. The performance of MEML
in terms of accuracy and convergence are better than the
EML algorithm, since the likelihood function is exact with
the computation of the covariance of the measurement noise.
A hierarchical neural network method was proposed to esti-
mate sensor bias in [16], which was a nonparametric method.
A neural extended Kalman filter (NEKF) [17] was proposed
to model the sensor systems, which learned the differences
between the priori model and the actual model. It takes a long
training time to meet the real-time requirements in all neural
network-based algorithms. An on-line absolute sensor regis-
tration algorithmwas proposed to solve the real-time problem
for 3-D radars networking in [18]. The difference in the
position of the target was used to compute bias parameters.
This algorithm was applicable to the situations without radar
location errors. In addition, it was assumed that the radars
of network are synchronous in time with the same update
rates. In [19], an expectation maximization (EM) registration
algorithm for multiple radars network was presented. Time
bias, angular biases and range bias were estimated using
the EM algorithm, and the EM algorithm was incorporated
with the KF to estimate parameters in [20]. For multi-target
tracking, the probability hypothesis density (PHD) [21], [22]
filter has the distinct advantage that it avoids the complicated
data association. The associations are usually uncertain in
the multi-target tracking scene. The GM-PHD filter [23],
which avoided the data association, was used for estimat-
ing the systematic bias recursively in multi-target tracking
scene.

In [24], a KF based on a linearized alignment model was
proposed. Both offset and attitude errors were aligned to solve
the relative grid-locking problem for two 3-D radars. This
algorithm was under the assumption that the sensors were
synchronized in time. The relative location of the two radars
was assumed perfectly known in this algorithm, i.e., location
errors were not present, which limited the applicability of
the algorithm. To solve this problem, a spatial registration
method based on least square (LS) was proposed in [25],
which estimated and compensated the location, attitude and
measurement biases of radar stations. The radar location
and attitude biases were allowed in this algorithm. However,
the time registration was not taken into account in the data
model as well. Thus, the algorithm was effective with the
assumption that the measurements were time synchronous.

Most of the current radar information alignment algorithms
are separately designed in the time domain and space domain,
without considering the relationship between spatial align-
ment and temporal alignment. Moreover, prior spatial infor-
mation and time synchronization are required. If the time and
space parameters can be aligned simultaneously without prior
spatial information (including locations, attitudes of radar
stations) and time delay, the alignment error caused by the
prior information biases can be avoided. The time and space
alignment parameters can be estimated to reduce the error
of radar information fusion, and the application range of the
algorithm is expanded.

In this paper, a new algorithm is proposed to estimate the
spatio-temporal alignment parameters for the netted radar
without prior spatial information and time delay. When the
prior spatial information (including locations and attitudes
of radar stations) are unknown, the rotation matrix and the
translation vector between radar stations are the alignment
parameters to be estimated. In time alignment, the mea-
surement cycle of each radar is known in most cases for
netted radars. Therefore, the main unknown time parameter
is the delay caused by the discrepant clock reference of the
radars. In this paper, the unknown parameters to be esti-
mated include the rotation matrix, translation vector and the
delay between radar stations. Those parameters are obtained
based on the target trajectory in the proposed algorithm.
In unified space and time coordinate system, the minimum
error function is established to estimate and compensate
alignment parameters. The minimization is performed by
alternative iterate method to estimate the spatial and tempo-
ral parameters. Unlike previous works, the spatio-temporal
alignment method does not require prior spatial information
and time delay of radar stations. Moreover, the Cramer-
Rao lower bound (CRLB) is derived for the radar align-
ment algorithm. The tracking error after registration and
fusion is reduced. Furthermore, in severe cases, the radars
can only observe part of the target trajectory because of
electronic jamming. The proposed algorithm can be used
to estimate spatio-temporal alignment parameters to recon-
struct the complete trajectory. This method reduces the influ-
ence of interference on target tracking. Based on the new
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FIGURE 1. Spatio-Temporal Alignment Problem.

alignment method, a spatio-temporal alignment andmatching
algorithm based on RANSAC is proposed for multi-target
tracking. The multiple target trajectories from different radar
stations are matched through minimizing sum of paired tra-
jectory error. The estimated time and space alignment param-
eters are obtained according to all matched trajectory pairs.
The multi-target trajectories measured by multiple radars
are correctly matched, and multi-target tracking accuracy is
improved after spatio-temporal alignment.

The rest of paper is organized as follows. Sections II for-
mulates the problem of spatio-temporal alignment for single
target trajectory. Section III shows the simulation and analysis
for single target. Section IV presents matching and align-
ment formultiple target trajectories. Finally, some concluding
remarks are reported in Section V.

II. SPATIO-TEMPORAL ALIGNMENT FOR SINGLE TARGET
A. ALTERNATING SPATIO-TEMPORAL ALIGNMENT
METHOD
The geometry of the scenario is shown in Fig. 1. Two radars
are taken as an example.

p (t) = [xA (t) , yA (t) , zA (t)]T is the position vector of the
target in A coordinate system at time t .
q (t) = [xB (t) , yB (t) , zB (t)]T is the position vector of the

target in B coordinate system at time t .
From the geometry of the problem, shown in Fig. 1, the fol-

lowing relation holds

q (t) = H · p(t)+ c (1)

where H is a 3 × 3 rotation matrix of angles α,β and γ that
aligns the radar A reference frame to the radar B reference
frame. Matrix H is given by (2), as shown at the bottom of
the page.
And c is a 3 × 1 translation vector expressed as c =

[c1, c2, c3]T .
In consideration of asynchronization and noise, the relation

of measurements from radar A and radar B is expressed as

q
(
t ′
)
= H · p(t)+ c+ ε (3)

where ε represents the zero-mean Gaussian error. Note that
t ′ = s · t + 1t , where s is the ratio between measurement
cycles of the two radars. Since measurement cycles of radars
are known in practice, s is known in most cases. 1t is the
delay.
Assume that p (t) = [xA (t) , yA (t) , zA (t)]T is the target

trajectory from radar A, and q
(
t ′
)
=
[
xB
(
t ′
)
, yB

(
t ′
)
, zB

(
t ′
)]T

is the corresponding space-time point from radar B.
The spatio-temporal alignment for single target can be

formulated as the optimization problem

(H, c,1t) = argmin
H,c,1t

N∑
i=1

‖q (s · ti+1t)−(H · p (ti)+c)‖2

(4)

where H is a 3 × 3 rotation matrix, c is a 3 × 1 trans-
lation vector, ti is the i-th moment and N is the number
of measurements. The minimization problem can be solved
by alternating the following two steps until the algorithm
converges to obtain the optimal solution to (4).
1) Spatial alignment:1t is fixed and singular value decom-

position (SVD) is adopted to solve H and c.
2) Temporal alignment:H and c are fixed, and we solve1t

by fitting the best linear interpolation value.

B. SPATIAL ALIGNMENT
For convenience, let p (ti) = pi, q (s · ti +1t) = qi, spatial
alignment function can be expressed as

(H, c) = argmin
H,c

N∑
i=1

‖qi − (H · pi + c)‖2 (5)

H =

 cosα cosβ cosαsinβsinγ−sinαcosγ cosαsinβcosγ+sinαsinγ
sinα cosβ sinαsinβsinγ+cosαcosγ sinαsinβcosγ−cosαsinγ
− sinβ cosβsinγ cosβcosγ

 (2)
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Let F =
N∑
i=1
‖qi − (H · pi + c)‖2 and take the partial deriva-

tive with respect to c, we have

∂F
∂c
= 2cN + 2H

(
N∑
i=1

pi

)
− 2

N∑
i=1

qi (6)

Let ∂F
∂c = 0, and we have

c =
1
N

N∑
i=1

qi −H ·
1
N

N∑
i=1

pi (7)

We define p̄ = 1
N

N∑
i=1

pi and q̄ = 1
N

N∑
i=1

qi, then

c = q̄−H · p̄ (8)

Therefore
N∑
i=1

‖(H · pi + c)− qi‖2 =
N∑
i=1

‖H · (pi − p̄)− (qi−q̄)‖2

(9)

Assume ai = pi − p̄ and bi = qi − q̄, H can be obtained by

H = argmin
H

N∑
i=1

‖H · ai − bi‖2 (10)

(10) is expanded to minimize

J =
N∑
i=1

‖H · ai − bi‖2

=

N∑
i=1

(H · ai − bi)T (H · ai − bi)

=

N∑
i=1

(
aTi ai − 2bTi Hai + bTi bi

)
(11)

Therefore, the minimization problem in (10) is equivalent
to maximize

W =
N∑
i=1

bTi Hai = tr
(
BTHA

)
(12)

where A = [a1, a2, . . . aN ] and B = [b1,b2, . . .bN ].
According to the commutative law for matrix trace, we get

W = tr(BTHA) = tr
(
HABT

)
(13)

Let S = ABT , and the SVD of S can be expressed as

S = U6VT (14)

By inserting (14) in (13), we obtain

tr (HS) = tr
(
HU6VT

)
= tr

(
6VTHU

)
(15)

where U and V are orthogonal matrices and 6 is a diagonal
matrix. Since U, H, V are all orthogonal matrices, M =

VTHU is also an orthogonal matrix. That is, M · MT
= I.

We define that mij is entry of M and mj is the column of M.
We have

k∑
i=1

m2
ij = mTj mj = 1 (16)

Therefore ∣∣mij∣∣ ≤ 1 (17)

(15) can be rewritten as

tr (6M) =


σ1
σ2
. . .

σk



m11 m12 · · · m1k
m21 m22 · · · m2k
...

...
...

...

mk1 mk2 · · · mkk


=

k∑
i=1

σimii (18)

σ1, σ2, σ3 · · · , σk are diagonal elements of diagonal
matrix 6. And σ1 ≥ σ2 ≥ σ3 · · · ≥ σk ≥ 0. Therefore,
we can make mii equal to 1 to obtain the maximum trace.
SinceM is also an orthogonal matrix,M is an identity matrix.
Therefore

VTHU =M = I (19)

Now we get

H = VUT (20)

In (20), if det(VUT ) = +1, H is a rotation matrix which is
the desired solution. If det(VUT ) = −1, then it is a reflection
matrix.
Assuming det(VUT ) = −1, we search for M that maxi-

mizes

tr(6M) = σ1m11 + σ2m22 + . . .+ σkmkk (21)

Apparently, all ofmii take 1 to get the maximum extreme. But
that value has to be excluded (TheH obtained from this is the
reflection matrix), the sub-optimal value (m11, . . . ,mkk ) is
(1, 1, . . . , 1, -1) [26].

tr(6M) = σ1 + σ2 + . . .+ σk−1 − σk (22)

Therefore, we have

M =

{
I det

(
VUT

)
= +1

diag (1, . . . , 1,−1) det
(
VUT

)
= −1

(23)

We can rewrite a general formula, which encompasses both
cases of det

(
VUT

)
= +1 and det

(
VUT

)
= −1

H = V


1
1
. . .

1
det

(
VUT

)

UT (24)

The translation vector c is obtained by

c = q̄−H · p̄ (25)
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C. TEMPORAL ALIGNMENT
In this section, we discuss the time alignment with
fixed H and c. It is assumed that that p (t) =

[xA (t) , yA (t) , zA (t)]T is the target trajectory from radar
A, q

(
t ′
)
=
[
xB
(
t ′
)
, yB

(
t ′
)
, zB

(
t ′
)]T is the corresponding

space-time point from radar B, and t ′ = s · t + 1t . Since t ′

is not always an integer, it is interpolated from the adjacent
point (integer time) locations: tL =

⌊
t ′
⌋
, tH =

⌈
t ′
⌉
, where

bc and de are the round operators towards minus and plus
infinity.

q
(
t ′
)
= q (tL) ·

(
1−

t ′ − tL
tH − tL

)
+ q (tH ) ·

t ′ − tL
tH − tL

(26)

that is

q (s · t +1t) = q (tL) ·
(
1−

s · t +1t − tL
tH − tL

)
+q (tH ) ·

s · t +1t − tL
tH − tL

(27)

Thus temporal alignment can be expressed as

1t = argmin
1t

N∑
i=1

∥∥∥∥q (tL) · (1− s · ti +1t − tL
tH − tL

)
+q (tH ) ·

s · ti +1t − tL
tH − tL

− (H · p (ti)+ c)
∥∥∥∥2 (28)

From (28),

1t =

(
N∑
i=1

ATA

)−1 ( N∑
i=1

ATb

)
(29)

where A = 1
tH−tL

[q (tH )− q (tL)], b = H · p (ti) + c −
q (tL)+ (q (tL)− q (tH )) s·ti−tLtH−tL

.
The pseudo-code of spatio-temporal alignment algorithm

is shown in Algorithm 1.

D. THE Cramer−Rao LOWER Bound(CRLB) FOR
ALIGNMENT
In this section, the detailed derivation of the CRLB is given
for the radar alignment algorithm.

(3) can be expressed as

q = Hp+ c+ ε (30)

From (2), H is a 3 × 3 rotation matrix of angles α, β and γ
that aligns the radarA reference frame to the radar B reference
frame. And c is a 3× 1 vector. Therefore suppose

θ = [α, β, γ ]T (31)
c = [c1, c2, c3]T (32)

To evaluate the CRLB, we need to know the likelihood
function that can be expressed as

p (q|θ , c)

∝ exp

{
−
1
2

N∑
i=1

[qi−H(θ)pi − c]TR−1 [qi−H(θ)pi − c]

}
(33)

where R is the covariance matrix.

Algorithm 1 Spatio-Temporal Alignment Algorithm
Require:

Target trajectory from radar A: p;
Target trajectory from radar B: q;

Ensure:
Rotation matrix: H;
Translation vector: c;
Delay: 1t;

1: loop
2: Compute mean value of trajectories

p̄ = 1
N

N∑
i=1

pi

q̄ = 1
N

N∑
i=1

qi

3: Assume ai = pi − p̄ and bi = qi − q̄;
4: Let S = ABT , where A = [a1, a2, . . . aN ] and B =

[b1,b2, . . .bN ];
5: Compute the SVD of S

S = U6VT

6: Compute H as in (24)
7: c = q̄−H · p̄
8: Compute the delay 1t as in (29)

9: Update φ =
N∑
i=1
‖(H · pi + c)− qi‖2

10: end loop
11: return H, c, 1t;

Suppose

λ = − ln p (q|θ , c)

∝
1
2

N∑
i=1

[qi−H(θ)pi − c]TR−1 [qi−H(θ )pi − c]

=
1
2

N∑
i=1

[qi−gi − c]TR−1 [qi−gi − c] (34)

where gi = H(θ )pi. In order to handle complicated deriva-
tion, we adopt the tools for finding derivatives in [27]. In this
way, the gradient of λ can be expressed as

[∇θλ]3×1 = (Dθλ)T (35)

[∇cλ]3×1 = (Dcλ)T (36)

In order to solve the Dθλ and Dcλ, dλ is rewritten by the
following differential expression

dλ =
1
2

N∑
i=1

{d[qi−gi − c]TR−1 [qi−gi − c]

+ [qi−gi − c]TR−1d [qi−gi − c]}

= −
1
2

N∑
i=1

{[dgi + dc]TR−1 [qi−gi − c]

+ [qi−gi − c]TR−1d [gi + c]}

= −

N∑
i=1

[qi−gi − c]TR−1d [gi + c] (37)
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From (37),

Dgiλ = [gi − qi + c]TR−1 (38)

Dcλ =

N∑
i=1

[gi − qi + c]TR−1 (39)

Since we can’t get Dθλ directly, we use the chain rule to
factorize Dθλ into the expression of Dgiλ, DHgi and DθH.

Dθλ =

(
N∑
i=1

Dgiλ · DHgi

)
DθH (40)

Dgiλ has been obtained in (38), and we need to deduce DHgi
and DθH. To obtain DHgi, dgi is expressed as

dgi = (dH)pi = ((pi (1) , pi (2) , pi (3))⊗ I3) (dvec (H))

(41)

where the vectorization operator vec (·) stacks the columns
vectors of the argument matrix into a long column vector in
chronological order. From (41),

DHgi = ((pi (1) , pi (2) , pi (3))⊗ I3) (42)

To obtain DθH, dvec(H) is expressed as (43), as shown at the
bottom of the page, where expression ofA (α, β, γ ) is shown
in (44), as shown at the bottom of the page. Therefore

DθH = A (α, β, γ ) (45)

By making use of (38), (42), and (45), (40) can be rewritten
as

Dθλ

=

(
N∑
i=1

(
[gi−qi−c]TR−1

)
((pi (1) , pi (2) , pi (3))⊗ I3)

)
·A (α, β, γ ) (46)

The CRLB for parameters θ and c are expressed as the tools
for finding derivatives in [27].

CRLB (θ) =
1

(1θλ) (1θλ)
T =

1

(Dθλ)T (Dθλ)
(47)

CRLB (c) =
1

(1cλ) (1cλ)
T =

1

(Dcλ)
T (Dcλ)

(48)

According to Dθλ in (46) and Dcλ in (39), the CRLB for
parameters θ and c can be obtained.

III. SIMULATION AND ANALYSIS FOR SINGLE TARGET
Linear frequency modulation (LFM) waveform of X band
is used for simulations and analysis. The time-bandwidth
product of the LFM waveform is 24. The radar A in the
geodetic coordinates is [200; 300; 500]. Each measurement
cycle contains 4 kinds of LFMwaveform with different pulse
length (used for solving ambiguity resolution in range and
velocity). The measurement cycle is called coherent pro-
cessing intervals (CPI), and each CPI contains 256 pulse
repetition intervals (PRI). The period of a measurement point
is 18.7ms. The radar B in the geodetic coordinates is [300;
450; 780]. Each measurement cycle contains 4 kinds of LFM
waveform with different pulse length, and each CPI contains
288 PRIs. The period of a measurement point is 21.0ms.
Thus, the ratio betweenmeasurement cycle of the radar A and
B is s = 8/9. The radar B has a delay of1t = 5ms compared
with radar A. Radar A and radar B are characterized by the
following measured parameters: i) range accuracy: σρ,A =
σρ,B = 1m; ii) azimuth accuracy: σθ,A = σθ,B = 0.01◦;
and iii) elevation accuracy: σε,A = σε,B = 0.01◦. A single
target flies along a certain non-linear trajectory. Radar A and
radar B get the target trajectories p (t) and q

(
t ′
)
in their

spatio-temporal coordinates, respectively, as shown in Fig.2.
p (t) and q

(
t ′
)
are N pairs of measurements coming from

the same target. In our simulations, N = 100. The target is
maneuverable, and it has an acceleration of 60 m/s2 in the
positive direction of the Y-axis and 60 m/s2 in the positive
direction of the Z-axis.

Fig.2 shows that the trajectories of radar A and radar B
are totally different, which are directly obtained in the
spatio-temporal coordinates of different radars. Data fusion
cannot be completed if time and space are not aligned. In the
absence of prior spatial information and time delay of radar A
and B, the space and time registration parameters (H, c,1t)
can be estimated by using the proposed algorithm based on

dvec(H) = vec

 d(cosα cosβ) d(cosαsinβsinγ−sinαcosγ ) d(cosαsinβcosγ+sinαsinγ )d(sinα cosβ) d(sinαsinβsinγ+cosαcosγ ) d(sinαsinβcosγ−cosαsinγ )
d(sinβ) d(cosβsinγ ) d(cosβcosγ )

=A (α, β, γ )
 dα
dβ
dγ

 (43)

A (α, β, γ ) =



− sinα cosβ −cosαsinβ 0
cosαcosβ −sinαsinβ 0

0 cosβ 0
−sinαsinβsinγ − cosα cos γ cosαcosβsinγ cosαsinβ cos γ + sinα sin γ
cosαsinβsinγ − sinαcosγ sinα cosβsinγ sinαsinβ cos γ − cosα sin γ

0 −sinβsinγ cosβ cos γ
− sinαsinβcosγ+cosαsinγ cosα cosβcosγ −cosαsinβ sin γ+sinα cos γ
cosαsinβcosγ + sinαsinγ sinα cosβcosγ −sinαsinβ sin γ−cosα cos γ

0 −sinβcosγ −cosβsinγ


(44)
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FIGURE 2. Target trajectory before spatio-temporal alignment. (a) From
radar A (b) From radar B.

the trajectories p (t) and q
(
t ′
)
. The measurements from radar

A after spatial and temporal alignment are shown in Fig. 3.

FIGURE 3. Target trajectory from radar A after spatio-temporal alignment.

FromFig.2(b) and Fig.3, it shows that the target trajectories
obtained by radar A and radar B tend to be consistent after
spatio-temporal alignment. Then transformed trajectories are

in the same spatio-temporal coordinate system, and can be
effectively used for data fusion. For comparison, we also
provide the spatial-temporal alignment results of [25], which
uses LS method to solve the alignment equation that involves
the registration errors. In the LS estimator algorithm, the rel-
ative locations and attitudes (with some biases) of radar A
and radar B in the same coordinate system are required to
get measurements of rotation matrix and translation vector.
And, the premise of LS estimator is that pairs of measures
coming from the same target are time synchronous. There-
fore, the trajectory pairs of the same target have been syn-
chronized according to the known exact time delay before
using the LS algorithm. In this paper, space and time reg-
istration parameters can be directly estimated according to
the trajectory measurements from radar A and radar B in
the respective coordinate system. The information of the
locations and attitudes of radars and the delay of the system
are not required. Fig.4 - Fig.9 show the alignment error and
CRLB for estimated α,β,γ ,c1,c2,c3. The alignment error is
calculated using 200 independent Monte Carlo simulations.
Fig.4 and Fig.5 show that the estimation errors of α and
β are less than LS estimator. From Fig.6 - Fig.9, the esti-
mation errors of γ ,c1,c2 and c3 are less than LS estimator
when the number of samples is large. And when the number
of samples is small, the LS estimator is more accurate in
calculating γ ,c1,c2 and c3. Because the proposed algorithm
does not require prior spatial information (i.e.,locations and
attitudes of radars) and the time delay, it is more difficult to
estimate parameters with very few samples. Figure 10 shows
the tracking mean error of the LS estimator and the proposed
algorithm at each sampling time (CPI) when the total sam-
pling point is 100. The X-axis in Fig.10 represents each CPI.
FromFig. 10, it can be seen that themean of tracking accuracy
of the proposed algorithm is 0.5521m and that of the LS
estimator is 0.6151m.

FIGURE 4. Alignment error and CRLB for α.

In the real battlefield environment, the observations of
the target movement trajectory from a certain radar may
be incomplete due to interference or occlusion. Considering
a relatively bad condition, both radar A and radar B are
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FIGURE 5. Alignment error and CRLB for β.

FIGURE 6. Alignment error and CRLB for γ .

FIGURE 7. Alignment error and CRLB for c1.

occluded, and only part of the target trajectory is observed at
some time. The radar A in the geodetic coordinates is [200;
300; 500]. The radar B in the geodetic coordinates is [300;
450; 780]. The detection time of radar A is from t = 0s
to t = 1.8688s. From t = 1.8688s, the radar A starts
missingmeasurements due to interference or occlusion. From
t = 0s to t = 0.4s, the radar B does not detect the target
trajectory due to interference or occlusion. The detection time

FIGURE 8. Alignment error and CRLB for c2.

FIGURE 9. Alignment error and CRLB for c3.

FIGURE 10. Target tracking error of the LS estimator and the proposed
algorithm.

of radar B is from t = 0.4s to t = 2.5229s. In other words,
the measurements from radar B has a delay of 1t = 0.4s
compared with radar A. From t = 0.4s to t = 1.8688s,
both radar A and radar B detect the target. And part of the
trajectories from radar A and radar B overlap during this time,
as shown in Fig.11. The green points are the target trajectories
that overlap in time from radar A and radar B.
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FIGURE 11. Target trajectory before spatio-temporal alignment. (a) From
radar A (b) From radar B.

In practice, when radar A and radar B failed to detect
the target and how long the interference affected them are
unknown. Because of the interference, the measurements
from radar B have an unknown delay1t compared to radar A.
The information when the interference starts and ends is not
required. Therefore the starting time of missing measure-
ments is unknown in this algorithm. In this case, the proposed
algorithm can be used to align the target trajectory without
prior spatial information and time delay, and obtain the com-
plete motion trajectory. The prior information that does not
required includes the start time and length of interference,
the locations and attitudes of radars. Fig.12 shows the recon-
structed target trajectory after alignment. In Fig.12, the blue
and red parts represent the track points from radar A and B
after alignment. The overlapped part of the red and the blue
points is the track part where radar A and radar B are not
affected by interference. After spatio-temporal alignment and
data fusion, a complete trajectory can be obtained to avoid
interference.

FIGURE 12. Reconstructed target trajectory after fusion.

IV. MATCHING AND ALIGNMENT FOR MULTIPLE
TARGETS
A. MATCHING OF MULTIPLE TARGET TRAJECTORIES
BASED ON RANSAC
The corresponding relation between trajectories can be estab-
lished through minimizing sum of paired trajectory error
in this paper. It is assumed that data association prob-
lem has been solved by classical methods for multi-target
case, and we focus on trajectories matching and alignment.
In this section, matching and alignment is performed in the
multi-target scenario. The spatio-temporal registration for
multiple target trajectories can be described in

(H, c,1t)

= argmin
H,c,1t

∑
Trajectories

(
N∑
i=1

‖q (s·ti+1t)−(H·p (ti)+c)‖2
)

(49)

The algorithm is based on RANSAC and the steps are as
follows.

1) M target trajectories are detected and recorded in the
spatio-temporal coordinate systems of radar A and B. Mea-
surements of radar A and B are p1 (t) ,p2 (t) , . . . ,pM (t) and
q1
(
t ′
)
,q2

(
t ′
)
, . . . ,qM

(
t ′
)
, respectively.

2) A pair of trajectories from radar A and B is randomly
chosen to be matched according to the spatio-temporal align-
ment algorithm for single target in section II. At each trial,
the spatio-temporal parameters (H, c,1t) which best align
the two trajectories are calculated.

3) The estimated parameters are used to transform other
trajectories of radar A and radar B. The number of corre-
sponding pairs of trajectories whose distance after alignment
is less than a certain threshold is recorded as the matching
score for the parameters (H, c,1t).
4) Repeat step 2 and step 3 K times.
5) Select the parameters (H, c,1t) with the highest score.
6)The alignment parameters are refined using all matched

trajectory pairs.
It’s worth mentioning that there are two levels of the con-

sistency of spatio-temporal registration: (i) Each radar sensor
itself ensures the consistency of themeasurements ofmultiple
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target trajectories, which depends on the algorithm of target
tracking and trajectories matching used by each radar [28].
(ii) The second level is the consistency of target trajectories
betweenmultiple radars.When there aremultiple trajectories,
the RANSAC (Random Sample Consensus) method adopted
in this paper is itself a robust space-time parameter estimation
method to maintain consistency. The RANSAC paradigm
which is capable of fitting data containing a significant per-
centage of gross errors is advanced in its effectiveness and
efficiency [29]. It has the inherent characteristics of main-
taining data consistency and eliminating outliers(unreliable
or inconsistent data) effectively.

The first type of consistency is outside the scope of this
paper. In order to ensure the the second kind of consis-
tency (the consistency of trajectories between the radars),
the threshold in step 3 of RANSAC algorithm should be
carefully selected. If the threshold is too large, error sample
points may be contained. The threshold cannot be too small
either, or there would be too few effective sample points.

B. SIMULATION AND ANALYSIS
LFM waveform of X band is used for simulations and analy-
sis. The time-bandwidth product of the LFMwaveform is 24.
The radar A in the geodetic coordinates is [200;300;500].
Each measurement cycle contains 4 kinds of LFM waveform
with different pulse length, and each CPI contains 256 PRIs.
The period of a measurement point is 18.7ms. The radar B
in the geodetic coordinates is [300; 450; 780]. Each measure-
ment cycle contains 4 kinds of LFM waveform with different
pulse length, and each CPI contains 288 PRIs, The period
of a measurement point is 21.0ms. Thus, the ratio between
measurement cycle of the radar A and B is s = 8/9. The
detection time of radar A is from t = 0s to t = 1.8688s. From
t = 1.8688s, the radar A starts missing measurements due to
interference or occlusion. From t = 0s to t = 0.4s, the radar
B does not detect the target trajectory due to interference or
occlusion. The detection time of radar B is from t = 0.4s to
t = 2.5229s. In other words, the measurements from radar
B has a delay of 1t = 0.4s compared with radar A. From
t = 0.4s to t = 1.8688s, both radar A and Radar B detect the
targets. And part of the trajectories from radar A and radar B
overlap during this time, as shown in Fig.13. The green points
are the target trajectories that overlap in time from radar A
and radar B. Radar A and radar B are characterized by the
following measured parameters: i) range accuracy: σρ,A =
σρ,B = 1m; ii) azimuth accuracy: σθ,A = σθ,B = 0.01◦; and
iii) elevation accuracy: σε,A = σε,B = 0.01◦.
M maneuverable targets (M = 3 in the example) fly along

their respective non-linear trajectories. The first target has an
acceleration of 40 m/s2 in the positive direction of the Y-axis
and 60m/s2 in the positive direction of the Z-axis. The second
target has an acceleration of −10 m/s2 in the positive direc-
tion of the Y-axis and 100m/s2 in the positive direction of the
Z-axis. The third target has an acceleration of−20m/s2 in the
positive direction of the Y-axis and −40 m/s2 in the positive
direction of the Z-axis. Radar A and radar B get the targets

FIGURE 13. Multiple target trajectories before spatio-temporal alignment.
(a) From radar A (b) From radar B.

FIGURE 14. Multiple target trajectories after spatio-temporal alignment.

trajectories p1 (t) ,p2 (t) ,p3 (t) and q1
(
t ′
)
,q2

(
t ′
)
,q3

(
t ′
)

in their respective spatio-temporal coordinates, as shown
in Fig.13. p1 (t) ,p2 (t) ,p3 (t) and q1

(
t ′
)
,q2

(
t ′
)
,q3

(
t ′
)
all

have N observations, and in our simulations N = 100.
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FIGURE 15. Target trajectory pairs error. (a) Target 1. (b) Target 2.
(c) Target 3.

Fig.13 shows that the trajectories of the three targets
from radar A and radar B are obtained in the respective
spatio-temporal coordinates and multiple targets cannot be
matched. Using the method for multiple targets matching
proposed in this paper, (H, c,1t) with the highest score
are obtained as the estimated parameters for spatio-temporal

alignment. Then the trajectory pairs supporting the esti-
mated parameters transformation are recorded. As shown
in Fig.14, the matching relation of 3 targets is obtained.
From Fig.14, we can see that radar A and radar B are in
the same spatio-temporal coordinate system after alignment,
and the three targets are matched correctly after the multiple
targets matching method. With the resulting multiple targets
matching relationship, the parameters (H, c,1t) are refined
by using all matched trajectory pairs.

Fig.15 compares the tracking mean error of the proposed
multi-target algorithm with that of the EM-KF algorithm [20]
at each sampling time (CPI) when the total sampling point
is 100. The X-axis in Fig.15 represents each CPI. The mean
error is calculated using 200 independent Monte Carlo sim-
ulations. The EM-KF combines expectation-maximization
algorithm and the Kalman filter to estimated parameters.
The matching and registration parameters are estimated in
the M-step of the EM algorithm, and the target states are
updated in the condition expectation evaluation in the E-step
byKF. Themean errors of the proposed algorithm for target 1,
2, and 3 are 0.5181m, 0.5192m and 0.5140m, respectively.
The mean errors of the EM-KF algorithm for target 1, 2,
and 3 are 0.5981m, 0.5928m and 0.60590m, respectively.
The tracking error of the algorithm proposed in this paper is
further reduced than EM-KF algorithm.

V. CONCLUSION
For the spatio-temporal alignment of netted radar, an alter-
nating algorithm is proposed to estimate the spatio-temporal
alignment parameters without prior spatial information
(including locations and attitudes of radars) and the time
delay between radar stations. Multiple targets are matched
and aligned by using the RANSAC-based algorithm. With
the target information provided by different radar stations,
the simulation results show that the algorithm estimates the
spatio-temporal alignment parameters effectively. In addi-
tion, the correct trajectory matching can be completed for the
multiple targets, and the spatio-temporal alignment parame-
ters can be refined with the matched trajectory pairs. And the
error of spatio-temporal alignment is further reduced.
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