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ABSTRACT With the rapid development of network technology, the number of digital images is growing at
an alarming rate, people’s demand for information gradually shift from text into images. However, it is very
difficult for users to quickly find the images they are interested in from the large number of image libraries.
The purpose of this paper is to study the image recommendation algorithm based on deep learning. In this
paper, image classification algorithm is firstly studied. LReLU - Softplus activation function is formed by
combining LReLU function and Softplus function, and CNN is improved. Then, an image retrieval model
based on local sensitive hash algorithm is proposed in this paper. This model calculates the distance in
hamming space for the binary hash code generated by mapping. Euclidean distance is calculated inside the
result set after similarity measurement to improve the accuracy, and the image retrieval model is constructed.
Finally, an image recommendation model based on implicit support vector machine (SVM) is proposed
in this paper. This image recommendation method combines image text information and image content
information. The experimental results show that the proposed image recommendation model can meet the
practical needs. In this paper, the overlap rate between the CNN-based recommendation model and the
human recommendation algorithm was tested, and the coincidence degree of the two recommended images
reached 88%.

INDEX TERMS Deep Learning, convolutional neural network, image retrieval algorithm, image recom-
mendation algorithm, implicit support vector machine.

I. INTRODUCTION
With the continuous development of information technology
and network platform, various network platforms, including
images and other information, will produce a large amount
of data. Faced with such a large amount of data, users want
to be able to quickly find the relevant image information of
interest. Therefore, various network platforms provide image
retrieval functions based on this requirement. However, in this
kind of search, users need to initiate service requests, and the
recommendation system will appear at historic moments to
improve the quality of service.

Recommend the most concerned personal information and
image data in the image database to users, so that users can
obtain themost interested picture data, that is, recommend the
most close to the interesting picture to users. In the Internet
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big data environment, to solve the problems of low image
classification accuracy and slow search speed, the research on
image classification and search through relevant technologies
is now an opportunity and challenge in the image field, which
is of great importance in the specific social business value and
academic research.

Liang X’s team used a novel up-down cultural con-
volutional neural network (co-cnn) architecture to solve
human parsing tasks, which well integrated cross-layer con-
text, global image-level context, semantic edge context,
super-pixel in-context and cross-super-pixel neighborhood
context into a unified network. Their joint CNN has a signifi-
cant advantage over other advanced technologies in human
parsing [1]. Although the joint CNN method proposed by
them has significant advantages, the comprehensiveness of
the algorithm should be considered. Wang T’s team pro-
posed a composite clustering method based on feature points.
This method includes a combination of the feature point
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aggregation algorithm and the algorithm based on the local
color histogram construction strategy. Compared with the
existing local color histogram retrieval methods based on
feature points, this method can effectively solve the prob-
lem of over-dependence on the location information of fea-
ture points and the center of feature points. Their research
improved the performance of traditional image retrieval
methods and enhanced the feasibility of the algorithm [2].
Although their research has improved the performance of
traditional methods, the speed of retrieval needs to be fur-
ther improved. Yu L’s team is working on a product image
recommendation system based on image content. Their study
consisted of three phases. First, the image is preprocessed
by removing the background. Secondly, a weighted repre-
sentation model is proposed to represent images. Finally,
the feature combination search scheme of the recommended
image is presented. They found that the algorithm they pro-
posed had high accuracy in rapidly recommending similar
product images [3]. Although the algorithm proposed by
them has high accuracy, it needs to consider the size of the
database.

In this paper, image classification algorithm is firstly stud-
ied. LReLU - Softplus activation function is formed by com-
bining LReLU function and Softplus function, and CNN is
improved. Then an image retrieval model based on local
sensitive hashing algorithm is proposed. Then, an image
recommendation model based on implicit support vector
machine (SVM) is proposed in this paper. This image rec-
ommendation method combines image text information and
image content information. The experimental results show
that the proposed image recommendation model can meet the
practical needs.

II. IMAGE RECOMMENDATION ALGORITHM
A. IMAGE CLASSIFICATION ALGORITHM BASED ON
IMPROVED CONVOLUTIONAL NEURAL NETWORK
1) CONVOLUTIONAL NEURAL NETWORK
Convolutional neural network (CNN) has more advantages
than other neural networks in the ability to process images.
First of all, the network topology of CNN and the input image
can better match. Secondly, when processing images, CNN
can carry out feature extraction and image classification at
the same time. This is difficult for a normal neural network
to do. Finally, different from the general neural network,
CNN’s unique concept of weight sharing can greatly reduce
the training parameters of the network in the training process,
so the overall structure of the convolutional neural network
is more adaptable and simpler [4], [5]. Different from artifi-
cial neural network, convolutional neural network learns and
extracts image features through multi-layer convolution oper-
ation and sub-sampling operation. In addition, CNN conducts
sub-sampling operation of sampling processing on the feature
map obtained after convolution operation, which not only
reduces the image dimension but also retains useful feature
information. After multiple convolution and sub-sampling
operations on the input image, the image features are finally

output in a fully connected manner. Then, the error between
the output result and the sample label is calculated, and
the network weight is updated several times with the back-
propagation algorithm [6]. The structure of the convolutional
neural network is shown below.

a: INPUT LAYER
The data input layer usually carries out the input and simple
preprocessing of the original image, and the preprocessing
of the image generally adopts methods such as de-averaging,
normalization, PCA and whitening [7]. PCA is a common
data dimension reduction operation. Whitening refers to
removing the correlation between the data and normalizing
the amplitude of the axis.

b: CONVOLUTIONAL LAYER
The convolutional neural network is mainly composed of
a stack of convolutional layers with a specific number of
channels. Feature extraction and feature mapping are carried
out by convolution checking the convolution operation of
incoming data, and weighted sum of multiple feature maps is
taken into the activation layer to obtain the feature mapping
of nonlinear feature extraction [8]. For the image under the
two-dimensional data representation, the input is X and the
convolution kernel is W, then the convolution operation is
shown in formula (1):

S(i, j) = (X ∗W )(i, j) =
∑
m

∑
n

X (m, n)W (i− m, j− n)

(1)

c: RELU EXCITATION LAYER
CNN ReLU commonly used excitation function (The rec-
tified linear unit), ReLU calculation is simple and has a
faster convergence speed, and easy to gradient, compared
with Sigmoid function Tanh, effectively reduce The gradient
disappear, will be able to train further network [9]. ReLU
modified linear element is used as excitation function to carry
out nonlinear mapping on the output results of convolution
layer. ReLU activation function is defined as formula (2),
whose range is [0,+∞):

f (x) = max(0, x) (2)

d: POOLING LAYER
In general, for the convolution layer with a small sensing field
and step size, the feature map obtained after convolution is
larger. Then, a pooling layer is put into the continuous con-
volutional layer. The feature map is dimensionally reduced in
the following sampling method on the premise of keeping the
depth features unchanged, and the feature data output from
the convolutional layer is sampled, dimensionally reduced
and the regional feature is compressed. It reduces the number
of training parameters, speeds up the calculation speed and
avoids the over-fitting phenomenon.
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e: FULLY CONNECTED LAYER
Generally, after the last pooling layer, several full connection
layers are connected as hidden layers. Each neuron in the
fully connected layer is fully connected with the neuron in
the previous layer, which can integrate the local information
in the convolutional layer or pooling layer, and reduce the loss
of feature information in the way of refitting.

f: OUTPUT LAYER
The last fully connected hidden layer is connected to the
output layer for classification or regression tasks, which is
used to output the final results of the neural network.

2) TRAINING OF CONVOLUTIONAL NEURAL NETWORK
Convolutional neural network uses model training to learn the
mapping relationship between input and output from a large
number of inputs and outputs. The key to learning is to set the
weights between layers of the neural network in the training
process, and update the mapping relationship by updating the
weights [10]. In the process of forward propagation, the par-
tial derivative of the loss function with respect to each weight,
the gradient, is mainly calculated by chain derivative, and
then the weight of the neuron is updated forward by means
of backward propagation according to the gradient descent
formula, so as to optimize the network [11].

a: FORWARD PROPAGATION
Forward propagation refers to a sample that is passed into the
neural network. If the weight of each layer of the network
is W,and the mapping function is F, the output result will
be matrix multiplication of weight in the form of sum after
passing through the layers, and the data will arrive at the
output layer. The output formula is shown in formula (3):

Op = Fn(. . . (F2(F1(XpW (1))W (2)) . . .)W (n)) (3)

b: BACK PROPAGATION
Back propagation means that the error loss between the
output value obtained by the neural network and the actual
output value is propagated back, and the weight coefficient
obtained in the forward propagation is adjusted to minimize
the final cost function. For sample n, the calculation formula
of back-propagation error is:

En =
1
2

∑C

k=1
(tnk − y

n
k )

2
=

1
2

∥∥tn − yn∥∥22 (4)

where, C is the total number of categories of the sample set,
tnk is the kth classification standard in the NTH sample data,
and ynk is the kth output data corresponding to the nth sample
value.

The weight update process of the back-propagation algo-
rithm is as follows:

For a given sample set D = {(x,t)}, initialize the network
structure d × nH × c. The weight system CO was assigned a
random initial value, the learning rate was η, and the threshold
value was θ .

FIGURE 1. CNN training process.

For the kth sample (x,t) in the sample set, the neuronweight
was updated.

Iterate through the loop several times until the expected
average misalignment is achieved for the sample set. The
calculation of its error is shown in formula (5):

J = Jx(ω) =
1
2

∑c

k=1
(tk − zk )2 (5)

The training process flow chart of CNN is shown
in Figure 1.

3) IMPROVED CONVOLUTIONAL NEURAL NETWORK
Although LReLU function can solve the problems of numer-
ical deviation and neuron death of ReLU function, it lacks
smoothness. Although Softplus function has smoothness, its
output offset phenomenon will affect the convergence of
the network. Based on the characteristics of LReLU func-
tion and Softplus function, this paper proposes an improved
activation function combining LReLU and Softplus func-
tions, which we call lrelu-softplus function. The expression
is shown in formula (6), in which, lep is a constant close
to 0.

f (x) =

{
ax, x ≤ 0
ln(ex + 1)− ln 2, x > 0

(6)

4) IMPROVE THE ACTIVATION FUNCTION OF CNN
In CNN, each layer of neurons uses the activation function
to define the output of the neuron, and the output layer is
followed by the image classification. Therefore, the Sigmoid
function is generally used in the output layer and the full
connection layer. Based on this, this chapter discusses the
model network performance of the convolutional layer and
the sub-sampling layer using the improved lrelu-softplus
function, while the full connection layer and the output
layer using the Sigmoid function. The CNN structure of the
improved activation function is shown in Figure 2.
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FIGURE 2. CNN structure with improved activation function.

FIGURE 3. Comparison of two hash methods.

B. IMAGE RETRIEVAL ALGORITHM
1) HASH LAYER
For the construction of hash layer after convolutional neural
network, its core idea is Locality Sensitive Hashing (LSH),
also known as position Sensitive hash, which is mainly used
to solve the problem of fast retrieval of high-dimensional
mass data [12]. The basic idea is to design a special hash
function for high-dimensional mass data. For two data points
with high similarity, there is a high probability of mapping
to the same hash code. If the similarity between the two data
points is low, the probability of mapping to the same hash
code is low [13]. When carrying out high dimensional data
retrieval, the retrieval results are obtained by calculating the
hamming distance between the data points and the points in
the retrieval database and sorting the size. The idea of locally
sensitive hash is to store the hash codes of the points close
to each other in the near hash table, and the farther away the
features are from each other in the different hash tables. This
is different from the conventional hash algorithm, whose idea
is to store them as widely as possible to avoid the conflict
between hash codes [14]. The method of local sensitive hash
is adopted. In the retrieval, the local sensitive hash only needs
to hash the features of the image to be retrieved, so that the
images indexed by the features stored in the linked list of the
corresponding hash table are the most similar to the image to
be retrieved, that is, the similar results of the final retrieval are
in this image set. Comparison of two hash methods is shown
in Figure 3.

For the hash function under the local sensitive hash algo-
rithm, the spectral hash method proposes that the whole
data set should be encoded with as few bits as possible,
that is, the generation of compact binary code is required,

and the independence between different hash functions is
guaranteed. The reason for considering the local sensitivity
algorithm is that the similarity measure of the binary code
generated by this algorithm in the vector form in hamming
space is fast in calculation and can achieve excellent retrieval
speed performance. Using convolution neural network learn-
ing image characteristics and hash code function at the same
time, to adjust classification model, the model after intro-
ducing hash layer, with clothing image categories tags at
the same time learning image characteristics and hash func-
tion, classification error back propagation training model of
hash function, make clothing image characteristics of gener-
ated binary hash code for the classification and retrieval of
minimum error. In the process of retrieval, the binary hash
code generated by the feature extraction of the image to be
retrieved under the hash layer mapping is used to effectively
retrieve the large-scale image data in the low-dimensional
hamming space.

2) HAMMING DISTANCE
The similarity measurement of clothing images is trans-
formed into the corresponding binary hash encoding mea-
surement by hash method. In the matching process of
retrieval, the hamming distance is used to measure the sim-
ilarity between clothing images [15]. Hamming distance is
used to measure the similarity of binary vectors in hamming
space. For two binary feature vectors of length n, u and v,
hamming distance is defined as the number of two fea-
ture vectors in the same position but with different binary
codes. The calculation formula of hamming distance is as
follows:

D(u, v) =
∑n

i=1
xor(ui 6= vi) (7)

where, xor is the xor operation,uiand vi is the ith dimension
characteristic vector value of u and v.

3) EUROPEAN DISTANCE IMPROVEMENT
The local sensitive hash algorithm is used to map the high-
dimensional feature data of clothing images into binary
hash codes, which solves the problem of dimension dis-
aster to some extent [16], [17]. However, when the sim-
ilarity measure is used to obtain the result of top-k, the
comparison of hamming distance sometimes results in an
unsatisfactory situation. In order to improve the accuracy of
retrieval, the similarity measurement of Euclidean distance
in hash bucket is constructed with the guarantee of retrieval
speed. The calculation formula of Euclidean distance is as
follows:

L(A,B) =

√∑n

i=1
(ai − bi)2 (8)

For the similarity measurement results obtained in ham-
ming space, top-k, the Euclidean distance calculation
between the image to be retrieved and the image feature
vector of the top-k image set, and the ranking results of
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the Euclidean distance measurement were used as the final
retrieval results.

C. IMAGE RECOMMENDATION ALGORITHM BASED ON
IMPLICIT SUPPORT VECTOR MACHINE
1) SELECTION AND EXTRACTION OF IMAGE FEATURES
a: IMAGE COLOR FEATURE EXTRACTION
Color feature is the most widely used visual feature in image
recommendation and retrieval. Compared with other visual
features, color is highly correlated with the scene objects
contained in the image and has high robustness [18]. There-
fore, color is taken as one of the extracted features in the
recommendation algorithm of content personalization based
on image. The main steps of color feature extraction are as
follows: first, select the appropriate color space to describe
the color features; Then, the color feature is converted into
the form of feature vector by the quantitative method.

RGB color space is the most commonly used color space
in image processing, and the HSV color space, HIS color
space and LAB color space we often use in image processing
are all converted from RGB color space [19]. However, RGB
has some shortcomings: it is not intuitive enough, and there
is a big gap between the difference between the two colors
calculated by euclide distance and the difference between the
two colors actually observed by people. HSV color space is
adopted in this paper, and the color features of images are
extracted by means of global histogram segmentation.

b: PHOG FEATURE EXTRACTION
PHOG feature extraction is a feature describing the spatial
shape, which can not only represent the overall shape of the
image, but also the local shape of the image and the spatial
relationship between the whole and the part [20], [21]. The
core idea of PHOG feature extraction is to first layer the
whole image, then extract HOG features in each layer, and
finally cascade the layered HOG features to obtain PHOG
features.

2) IMAGE RECOMMENDATION ALGORITHM BASED ON
IMPLICIT SUPPORT VECTOR MACHINE
a: IMPLICIT SUPPORT VECTOR MACHINE
Support Vector Machine (SVM) is a supervised Machine
learning method based on statistical learning theory, which
has become the most widely used at present. The main ideas
of SVM are as follows: first, in the case of linear separa-
bility, SVM can be analyzed; In the case of linear insepa-
rability, relaxation variables are added for analysis, and the
nonlinear mapping algorithm is used to transform the linear
inseparability samples in the low-dimensional input space
into the linearly separable samples in the high-dimensional
feature space, and then the linear algorithm is used in the
high-dimensional feature space for the linear analysis of the
samples [22]. Secondly, based on the theory of structural
risk minimization,SVM constructs the optimal segmentation
hyperplane (classification surface) in the sample space or

feature space, so that the distance between the classification
surface and non-homogeneous samples is the largest, thus
enabling the learner to obtain the global optimal solution [23].

Implicit support vector machine (LSVM) is generated
by adding some reference information on the basis of lin-
ear SVM, so LSVM will be constrained by these addi-
tional parameters in the process of model training [24], [25].
Therefore, in the process of model training, not only the
conventional image features should be considered, but also
these additional parameter information should be considered.
In order for LSVM to find the optimal classification line,
these parameters should be optimized by operations outside
the classifier. After the optimization, training samples should
be sent to SVM for iterative optimization.

b: IMAGE RECOMMENDATION ALGORITHM BASED ON
IMPLICIT SUPPORT VECTOR MACHINE
The image I of the user in the training set is defined as an
array (x, au, o). Among them, x = [xp; xc; xg] is the multi-
feature fusion vector of the training samples, xp is the PHOG
feature vector of the image, xc is the color feature vector of
the image, and xg is the Gist feature vector of the image. O is
the image content classification result of the training sample,
through multiple instance learning algorithm of the image tag
to the regional level, and using the segmentation technology,
the label and corresponding to the image of interest in the
area, the corresponding label and image area is defined as
the vector au = [au1, a

u
2, . . . , a

u
ku ]

T , the ku is the marked area
number.

The main goal of the lsvm-based image personalization
semantic analysis recommendation algorithm is to learn a
model that can be used to recommend the image that the
user might be most interested in. In the experiment, for N
training sample sets {x(n), a(n)u , o(n)}Nn=1, we constructed a
scoring function to score and sort the samples in the test set
and recommend the sample image with the highest score as
the target. The scoring function is:

fw : χ × θ → R (9)

In the above formula, X is a sample image in the training set,w
is a parameter of the scoring function fw, and X represents the
user’s historical image space. During the test, function fw is
used to select the image X+ that users are most interested in
from all areas of the panoramic image χ t classified by a given
scene. X+ is defined as:

X+ = argmaxX∈X l fw(x, o) (10)

Then the recommended image of all users in the test set can
be expressed as:

X+s = arcmaxX∈X l fw([xa, xs], o) (11)

where,X+s is to select the image region that usersmay bemost
interested in from the panorama, xa is the user’s historical
image, and xs is the panorama image. In this paper, based
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TABLE 1. Experimental environment.

on the implicit support vector machine, we assume that the
scoring function fw(x, o) is defined as:

fw(x, o) = maxauw
Tϕ(x, au, o) (12)

ϕ is a fusion feature vector of image x, au is an image
label set,o is an image content classification result set, and
w is a model parameter of LSVM. In this model, the defined
recommendation function can be expressed as:

wTφ(x, au, o) = wTo δ(x, o)+
∑
j∈Am

wTajω(x,aj) (13)

In this type, w a parameter vector is all parameters combina-
tion factors, at the same time considering the dependencies
between the visual features and scene, the first w represents
the forecast panoramic scene visual characteristics, the sec-
ond w describes user history scene image and the panorama
feature value of similar degree, δ(x, o) delegates from user
history images to extract the feature vector x specific map-
ping, and the result of mapping of label o depends on the
scene. The potential function ω(x, aj) represents the trust
obtained by standard multi-level linear SVM.

III. EXPERIMENTS OF IMAGE RECOMMENDATION
ALGORITHM
A. DATA COLLECTION
In order to obtain a more real experimental effect, this section
of experimental data set adopts 10 categories of women’s
dress images selected from the e-commerce platform. Refer-
ring to the fine category setting of women’s wear on these
e-commerce platforms, the data set selects the top 10 cat-
egories with large amount of data for classification setting,
which can also be extended in the later stage. There are
100 images in each category, almost all of which are based
on commodities. There are no problems such as different
perspectives, insufficient light, blurring and shielding, etc.
There are a total of 1,000 images. The average size of each
image is 200∗200, and the format is JPEG. Try to select the
image with big difference between each type of sample.

The Mnist handwritten numeral library contains 70,000
images. In the experiment on theMnist library, 60,000 images
were selected as samples, and the remaining 10,000 images
were used for testing. The preprocessing only needs to nor-
malize the image to [0,1].

B. EXPERIMENTAL ENVIRONMENT
Processor: IntelCorei5-9400F@6 × 4.1GHz; Graphics:
GeForceGTX1660Ti; Memory: 16 g; Operating system
:Manjaro Linux environment; Development environment:

based on Python3.7 and PyTorch1.4. The specific experimen-
tal environment is shown in Table 1.

C. EXPERIMENTAL DESIGN
In the learning process of image recommendation model
based on implicit support vector machine, the extraction of
feature vector is divided into two parts: feature extraction of
user history image and feature extraction of panorama image.

The image feature extraction of panorama is divided into
two steps: first, the panorama is divided into several regions,
and then the features of each region are extracted respectively.
Size the user’s area between a square area of 20∗20 pixels and
an area of 100∗100 pixels. To ensure that the window area
can contain all the contents of the panorama, we set the area
block as a sliding area block of N∗N pixels. We slide from the
top left corner of the panorama, from left to right, from top
to bottom, and move the distance of M(M ≤ N) pixels each
time. With a sliding window, you don’t miss out areas of the
image in the panorama that weren’t taken into account. Area
for 50∗50 pixels in sliding window, for example, with 5 pixels
as the step length, panorama of the upper left corner, from
left to right, from top to down, the image based on LSVM
recommended method, can be based on user history image
personalized analysis, thus from the panorama of the same
scene classification results to find out the recommended area,
users are most interested in.

The manual recommendation method uses 20 people who
are interested in taking photos to directly observe and rec-
ommend the panorama area. The analysis of the manual
recommendation area shows that the recommended area of
most people is similar, while the recommended area of a small
number of people is very different.

IV. EXPERIMENTAL RESULTS OF IMAGE
RECOMMENDATION ALGORITHM
A. ANALYSIS OF IMAGE CLASSIFICATION TEST RESULTS
ON DIFFERENT DATA SETS
1) EXPERIMENTAL RESULTS ON THE COMMODITY IMAGE
LIBRARY
In order to obtain a more real experimental effect, this section
of experimental data set adopts 10 categories of women’s
dress images selected from the e-commerce platform. The
experimental results of the image classification algorithm
based on improved CNN proposed in this paper on the com-
modity image library are shown in Table 2 and Figure 4.

It can be seen from Table 2 and Figure 4, on the commodity
image library, the model recognition effect of lrelu-softplus
activation function proposed in this paper is better than that of
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TABLE 2. Experimental results on the commodity image library.

FIGURE 4. Experimental results on the commodity image library.

other activation functions. With the increase of the number of
iterations, the recognition rate of each activation function has
little difference on the whole. When the number of iterations
reaches 40, the recognition rate of each function tends to
increase gradually. Sigmoid and Tanh are generally lower
than ReLU, LReLU and Softplus in terms of recognition
performance, which also indicates that the activation function
of similar biological nerve can indeed improve the classifi-
cation performance of the model in the commodity image
library. Using the improved lrelu-softplus function is better
than LReLU and SoRplus, because the improved activation
function makes up for the disadvantages of the original two
methods and has the advantages of both.

2) EXPERIMENTAL RESULTS ON HANDWRITTEN NUMBER
LIBRARY
The training data set of Mnist handwritten number library is
composed of the handwritten Numbers of different people,
so there are some differences between the pictures. The exper-
imental results of the image classification algorithm based on
improved CNN presented in this paper on the handwritten
number library are shown in Figure 5.

As can be seen from Figure 5, on Mnist hand-
written numeral library, the CNN recognition effect of
LReLU-Softplus activation function proposed in this paper is
better than that of other activation functions.With the increase
of the number of iterations, the recognition rate of each
activation function is obviously different, especially when
the number of iterations increases to 25, the effect is more
obvious. It is obvious that Sigmoid and Tanh, compared with

FIGURE 5. Experimental results on the handwritten digit library.

ReLU, LReLU and SoRplus in terms of recognition perfor-
mance, further prove the benefits of approximate biological
activation function. Again, using the improved lrelu-softplus
function works better than LReLU and Softplus. In addition,
the recognition rate of the experimental results is higher than
that of other image libraries, because there are more training
samples in Mnist library, so the recognition rate is higher in
the same iteration times.

B. IMAGE RETRIEVAL AND RECOMMENDATION
ALGORITHM TESTING
1) ANALYSIS OF TEST RESULTS OF IMAGE RETRIEVAL
ALGORITHM
For image retrieval, it is necessary to measure the similarity
of extracted image features and return the ranking results.
Currently, the linear matching method of features is difficult
to learn and easy to form dimension disaster, resulting in
poor retrieval effect. In this paper, the method of hash is
considered to add a hash layer after feature extraction of the
garment image classificationmodel, input image features into
the hash layer, learn the hash function to generate binary hash
codes, measure the distance based on the binary hash codes
of the hash function, and get the sorting result as the result
of retrieval. For a retrieval, the binary hash code under the
feature hash function of the extracted garment image was
measured for similarity, and the sequence was performed in
combination with hamming distance and Euclidean distance.
The results obtained were passed into the user retrieval mod-
ule as the return results of the retrieval module. The test
results of image retrieval algorithm are shown in Figure 6.
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TABLE 3. The coincidence degree of the two recommended images.

FIGURE 6. Test results of image retrieval algorithm.

FIGURE 7. The coincidence degree of the two recommended images.

As can be seen from Figure 6, with the expansion of the
data set, the retrieval accuracy synchronization is improved
due to the increase of samples. When the data set is greater
than 20,000, the retrieval accuracy is greater than 0.8. How-
ever, the model tends to be stable gradually, which ensures
the good stability of the model for the super-large scale
similar garment image set. For the retrieval sorting effect,
the matching percentage of retrieval is greater than 70% for
different data volumes, and the average matching percentage
reaches about 74%. It shows that this algorithm has a good
retrieval sorting effect.

2) IMAGE RECOMMENDATION ALGORITHM TEST
In this paper, the degree of overlap between the image recom-
mended by the personalized semantic analysis method and
the image recommended by the artificial recommendation
method is used to test the accuracy of the proposed algorithm.

The experiment found that the matching degree of the two
methods reached 88%. At the same time, it is also found
that different size of panorama sliding window has a great
impact on the recommended results. The coincidence degree
between the recommended images in sliding windows of
different sizes and those recommended by manual recom-
mendation method is shown in Table 3 and Figure 7.

As can be seen from Table 3 and Figure 7, when the
size of the sliding window is set to 60∗60 pixels to 80∗80
pixels, the overlap degree of the two methods is the largest,
exceeding 85%, indicating that the size of the sliding window
is directly related to the image overlap rate of the two recom-
mended methods. The extraction of different image features
also has an impact on the coincidence rate. It can be observed
that the fusion degree of PHOG and Color features is larger
than that of other two feature fusion images.

V. CONCLUSION
Based on the characteristics of LReLU function and Soft-
plus function, a convolutional neural network with improved
activation function is proposed in this paper, which is called
LReLU-Softplus function. The improved lrelu-softplus acti-
vation function uses the LReLU function in the part less
than 0, whose value is close to 0 but not completely 0, so the
output offset problem of the Softplus function can be solved
well. The parts greater than 0 use Softplus functions. Has
the smoothness, compensates lacks the smoothness LReLU
function the shortcoming. Experimental results show that the
lrelusoftplus function proposed in this paper is better than
other activation functions.

The proposed image retrieval model, compared with the
traditional content-based image retrieval technology, using
improved local sensitive hash algorithm, to deep learning
approach to study hash function to generate a binary hash
code, binary hash code under the hamming space similarity
measure to speed up the speed of image retrieval, in theory,
should have good retrieval effect.

This paper proposes and implements an image analysis
recommendation algorithm based on implicit support vec-
tor machine. Different from existing image recommendation
methods, this personalized image recommendation method
combines image text information and image content informa-
tion. The experimental results show that the proposed image
recommendation method based on implicit support vector
machine can meet the personalized needs of different users.
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