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ABSTRACT The continuously adaptive mean shift algorithm suffers from the tracking offset phenomenon
while tracking targets with colors similar to that of the background. In this paper, to improve the perfor-
mance of this algorithm, the depth information is combined with the back-projection color image and the
information from themoving prediction algorithm. The target search window is predicted based on switching
filtering algorithmwith the Extended Kalman Filter (EKF)method. Themoving tracking synthesis algorithm
which used 3D sensors and combines color, depth and prediction information is used to solve the problems
that the continuously adaptive mean shift algorithm encounters, namely disturbance and the tendency to
enlarge the tracking window. The experimental results show that the proposed algorithm can accurately track
a moving target in the presence of a complex background, and greatly improves the interference resistance
and robustness of the system.

INDEX TERMS Continuously adaptive mean-shift, switching filtering algorithm, extended Kalman filter,
moving tracking algorithm, 3D sensor.

I. INTRODUCTION
Moving tracking or motion tracking is a popular research
topic in the field of computer vision. It has several appli-
cations in intelligent human-computer interaction, medi-
cal diagnosis, intelligent monitoring and military domains.
To this purpose, several target tracking algorithms have
been developed in engineering fields. Techniques such as
the target tracking algorithm based on template matching,
TLD (Tracking-Learning-Detection) target tracking algo-
rithm, Mean Shift, Mode Seeking, and Clustering and con-
tinuous adaptive mean shift algorithm, have been developed
and applied in the field of motion tracking [1]–[5]. The con-
tinuous adaptive mean shift algorithm (hereinafter referred
to as Camshift) uses the color histogram back projection to
obtain the probability distribution for tracking the movement
of a target. The advantage of this algorithm is that it is
less sensitive to the target deformation and can adaptively
adjust the tracking window to continuously track a target
with simple backgrounds. Due to its low complexity, small
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computation and good real-time performance, this algorithm
is widely used for tracking moving targets. However, one of
the shortcomings of this algorithm is that when the color
or hue of the tracked target is similar to the background
of the object, tracking errors are likely to occur. In such
cases where tracking must be performed in the presence of
a complex background or interference, the tracking based
on the Camshift may be inaccurate or the target may be
lost. In recent years, many researchers have made several
improvements to the Camshift algorithm to improve its per-
formance. For example, Hsia et al. proposed an indirect pre-
diction Camshift algorithm based on Adaptive Search Pattern
(ASP), which improves the accuracy and robustness of the
target tracking task [6]. Camshift algorithm with the particle
filter algorithm is presented to improve target tracking [7],
[8]. Other researchers have combined the Camshift algorithm
with particle filter, texture information and edge information
to improve the robustness of the algorithm [9], [10].

Inspired by the improvements to the Camshift algorithm
which aim to solve the problem of tracking errors in the
presence of backgrounds with similar colors, an improved
version of Camshift is proposed in this paper which performs
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synthesis of moving tracking with the help of a 3D sensor to
combine the color, depth and prediction information. Firstly,
a kinematic infrared (IR) camera is employed to obtain the
depth information of the moving target. Then this depth
information is fused with the Camshift color information.
In addition, a simple switching mechanism is added to the
system. The system automatically switches algorithms based
on the characteristics of the image. The switching system is
a concept in the field of control engineering, and ‘switching’
as a control idea comes from the switching servo system. In
actual engineering control, due to various external intrinsic
factors, the structure of the system changes during operation.
Such a system can be regarded as a ‘switching system’ and
modeled [11]. The application of switching control technol-
ogy can not only solve the basic problems of the variable
structure system, but also improve the transient performance
of the system, which meets the needs of the development
of intelligent control technology. Combining the switching
filtering algorithm with the filtering algorithm can improve
the efficiency of the entire interactive system [12], [13].When
the system detects that the image signal does not have much
interference, it automatically switches to the adaptive median
filtering algorithm to filter the image under the effect of
the switching rule, which improves the system’s operating
efficiency [14]. Next, a switching filtering algorithm with
the Extended Kalman Filter is used to predict the direction
of the moving target. The location of the search window is
dynamically adjusted to integrate the two algorithms. Experi-
mental simulation results show that the algorithm proposed in
this paper can accurately track moving targets under complex
backgrounds. The algorithm also greatly improves the anti-
interference ability and the robustness of the system.

This paper is organized as follows. Section II describes a
fusion algorithm of 3D sensor depth information and color
information. Section III presents an EKF predictive informa-
tion fusion algorithm based on 3D sensor. To evaluate the
proposed the performance of moving tracking technology
with multiple information fusion, simulation results appear
in Section IV, and the proposed method is respectively com-
pared with the traditional Camshift algorithm and the original
machine learning based RGB-D algorithm of the system.
Finally, Section V gives the conclusions.

II. AN ALGORITHM FOR FUSING 3D DEPTH SENSOR
INFORMATION WITH COLOR INFORMATION
The Camshift algorithm extracts the HUE component from
the target HSV space as the eigenvalue, and distinguishes the
target from the background based on the color difference [15].
When the colors or the hues of the target and the background
are similar, it is difficult to distinguish between the two.
The Camshift algorithm uses the color histogram to describe
the target, which greatly weakens the anti-interference abil-
ity of the Camshift algorithm. Color images can contain a
lot of noise due to variations in color and hue [16], while
depth images are less sensitive to light, color, texture, etc.
Therefore, depth images contain much less noise than color

FIGURE 1. The algorithmic flow fusing depth information of kinect.

images and hence are more usable for object tracking. In this
paper we aim to integrate the information from both depth
and color to develop a multi-feature tracking algorithm with
improved tracking capability. The improvement of this step
of combining the two approaches is shown in Figure 1.

There are many devices and methods which can be used
to obtain depth images. Among them, the Kinect with their
optical coding technology provide a relatively inexpensive
and reliable way to use off-the-shelf available components
for our experiments [17], [18]. Kinect is RGB-D camera. It is
possible to obtain a backward projection pattern of the color
histogram and fuse it with the depth. The back projection of
the depth information of the fused algorithm is based on the
original back projection image, with the depth data being used
as the weight for filtering. The specific process is explained
as follows: Two images are acquired sequentially. Let the
distance that the tracked target has moved between the two
images be m. The distance from the center of the current
target to the camera is d . Map the pixels whose value is in
the range of (d − m, d + m) in the current depth map to the
back projection with a weighting factor of 1. That is, if the
original value of a, after processing will become a ∗ 1. Map
the pixels whose value is in the range of (d − 2m, d − m) ∪
(d + m, d + 2m) in the current depth map to the back projec-
tion with a weighting factor of 0.8. Set the pixels whose value
is in any other range to 0. For this, the corresponding weight
coefficient is selected according to the size of the depth offset
value, and the weight coefficient can be modified according
to the actual situation. Now the Camshift algorithm is used
to track the target on the colored back projection map of the
fusion depth information.

As represented by the dashed box in the algorithm
in Figure 1, let I (x, y) be the pixels in the search window.
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We use the Mean Shift iterative algorithm to obtain the zero-
order and the first-order matrices [17]:

M00 =
∑
x

∑
y

I (x, y), M10 =
∑
x

∑
y

xI (x, y),

M01 =
∑
x

∑
y

yI (x, y) (1)

The centroid position of the search window is given by:

(xc, yc) = (
M10

M00
,
M01

M00
) (2)

Next, we adjust the size of the search window according to
the matrix M00 in equation (1), and reposition the center
of the window to the centroid of the window. In the new
image frame, the position and size of the new search window
are again set based on the centroid position of the window
and the M00 obtained from the previous image frame. This
whole process is executed iteratively to achieve the goal of
continuous tracking of the object through multiple frames.

When the gesture image is not very complicated, this algo-
rithm can automatically switch to the weighted median fil-
tering algorithm, which reduces the system operation amount
and improves the system response speed.

Pixel p in image I shows a local window R(p) centered on
p and radius R. Different from the ordinary median filtering
algorithm, for each pixel q belonging toR(p), there is a weight
coefficient wpq based on the similarity of the corresponding
feature image, as shown in equation 3:

wpq = g(f (p), f (q)) (3)

f (p) and f (q) are the eigenvalues of pixels p and q in the
corresponding feature map. g is a weight function, the most
used is the Gaussian function, which reflects the similarity of
the pixels p and q.
Use I (q) to represent the pixel value of pixel q, and the

total number of pixels in the window is represented by n, then
n = (2r + 1) × (2r + 1). Then the pixel value and weight
value in the window constitute a pair sequence, that is, the
sequence is sorted according to the value of I (q). After sort-
ing, the weighted weights are accumulated in sequence until
the accumulated weight is greater than half of the weighted
weight, and the corresponding I (q) is used as the new pixel
value of the center point of the local window.

p∗ = min k s.t.
k∑

q=1

wpq ≥
1
2

n∑
q=1

wpq (4)

where, p∗ is the filtered pixel point. Compared with ordinary
median filtering, weighted median filtering has more feature
maps and weight function terms during processing, making
the filtering effect better.

III. AN EKF PREDICTIVE INFORMATION FUSION
ALGORITHM WITH SWITCHING FILTER
The default switching filtering algorithm does not have the
movement prediction module and the mechanism for updat-
ing the target feature. If the background color is close to the

color of the tracked target, there can be occlusion or other
types of interferences, and the calculated target area will be
expanded and the search window will be enlarged. There-
fore, in the process of target tracking, the search algorithm
employed needs to estimate the future position of the target
and narrow the search range. Common predictive algorithms
used in these scenarios are Kalman Filter and the Extended
Kalman Filter [19], [20]. The Extended Kalman Filter (EKF)
is studied to apply the Kalman Filter theory to the non-
linear field. In case of tracking a moving object, the tracking
system model is generally non-linear in nature. Inspired by
the switching system, this paper proposes a switching filter
algorithm with the Extended Kalman filter to predict the
position of the moving target. The switching system process
is shown in Figure 2.

FIGURE 2. Flow chart of switching filtering system.

In general, a switching system consists of several subsys-
tems and a switching rule. The switching rule can be likened
to a switching device, which determines which subsystem
the system will switch to at each moment, and only one
subsystem can be activated at each time. Its mathematical
model is:

δx (t) = fσ (x (t) , u (t) , v (t)) (5)

y (t) = gσ (x (t) ,w (t)) (6)

where, x (t) ∈ Rs is the state vector of the system, u (t) ∈
Rm is the input vector of the system, y (t) ∈ Rl is the
measurement output, v (t) ∈ Rs and w (t) ∈ Rq are exter-
nal signal disturbances, σ is a segmented continuous signal
function, the value range is N={1,. . . ,N}, N is the number
of subsystems. fi, i ∈ N is a vector field, gi, i ∈ N is a
vector value function, and for a continuous time system, δ
represents a differential operation δx (t) = ẋ (t). For discrete
time systems, δ represents the forward differential operation
x (t) = x (t + 1).
Each subsystem model can be expressed as:

δx (t) = fj (x (t) , u (t) , v (t)) , x (t0) = x0 (7)

y (t) = gj (x (t) ,w (t)) , j ∈ N (8)
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The meaning of the switching signal σ0(t) is:

σ0(t) = x0; (i0, t0) , (i1, t1) , . . . ,
(
ij, tj

)
, . . . ,

|tj ∈ M , j ∈ N (9)

where, e is the initial state of the system, t0 is the initial time
of the system. When tj ≤ t < tj+1, the ijth subsystem of
the system is activated, and the trajectory of the system is
generated by the ijth subsystem. Assume that the system state
does not jump at the moment of switching, and that there is
a finite number of transitions in the interval [0, t], defining
Tmin = min{T = tk − tk−1} as the minimum time interval
of the ijth subsystem. At a given time, it is assumed that
any switching occurs at time Mdef

= {t1, t2, . . . , tj}.Since
the time interval between successive switchings cannot be
less than Tmin, and for any fixed switching law, finite time
escaping is unlikely to occur, that is, under given initial
conditions, the system cannot deviate from steady state for
a limited time. That is, the system is stable.

In Figure 3, the process flow which demonstrates the idea
of using EKF to improve the switching filtering algorithm is
visualized [21], [22].

FIGURE 3. The idea of using EKF prediction mechanism.

Assuming that both the system noise and observation noise
are white noise, the system state equation and the measure-
ment equation are chosen based on EKF as follows:

X (k) = F(k|k − 1)X (k − 1)+ G(k − 1)W (k − 1) (10)

Z (k) = h(X (k))+ V (k) (11)

where X (k) ∈ Rn×1 is the n-dimensional target state vector
and Z (k) ∈ Rm×1 is the m-dimensional measurement vector.
F(k|k − 1) ∈ Rn×m and G(k) ∈ Rn×p are the state transition
matrix and the input matrix, respectively. W (k) ∈ Rp×l and
V (k) ∈ Rm×l are the state noise and the measurement noise
respectively. h(·) is the observation function which can be
expressed as follows:

h(X (k)) =
[
r(k)
θ (k)

]
=

[√
x2(k)+ y2(k)
arctan y(k)

x(k)

]
(12)

where r(k) is the distance between the benchmark reference
image (0, 0) and the target centroid. The points are expressed
in the polar coordinate, where θ (k) is the azimuth in the polar
coordinate. We use the Taylor series to expand h(X (k)) for
the predictive value of X̂ (k|k − 1), and omit any component
greater than the second higher order and subsequently lin-
earize it to get the following:

H (k)=
∂h
∂X
|x=x̂(k|k−1)=

[
x̂(k|k−1)

r̂
ŷ(k|k−1)

r̂ 0 0
−
ŷ(k|k−1)

r̂
x(k|k−1)

r̂ 0 0

]
(13)

r̂ =
√[
x̂(k|k − 1)

]2
+
[
ŷ(k|k − 1)

]2 (14)

The extended Kalman Filter is used recursively to achieve
a state optimization. The recursive formulas used are shown
as follows. It consists of a prediction equation expressed as:

X̂ (k|k − 1) = F(k|k − 1)X̂ (k − 1) (15)

The camera on the Microsoft Kinect can record up to
30 images per second. Since the time interval between adja-
cent shots is short, it can be assumed that the two frames are
uniformly moving. The time interval of two adjacent images
is taken as the sampling time interval1t , and the position and
velocity of the target are taken as the movement parameters
of the target.

The movement state vector and the observed state vector
of the target are defined in the following:

X (k) =
[
x(k), y(k), vx(k), vy(k)

]T (16)

z(k) = [x(k), y(k)] (17)

where x(k) and y(k) are the positions of the target’s centroid
on the axis, and vx(k) and vy(k) are the velocities of the target
movement.

The switching filtering algorithm combined with the EKF
realization process is as follows:

1) Select the size and position of the initial window as
input to the switching filtering algorithm and calculate
the target centroid as the observed value of the EKF
Z (k).

2) At time k in the tracking process, the optimal estimate
X̂ (k − 1|k − 1) of the target position at the last time
(k-1) is substituted in the state equation (12) to obtain
the optimal prediction estimate X̂ (k|k − 1) of X (k).

3) Z (k) is used to correct the estimated estimate Z (k), that
is, Z (k) is brought into state filter formula to obtain the
optimal estimate of X̂ (k|k).

To estimate the target position at the next moment (time
k+1), the input of the switching filtering algorithm uses the
target centroid position component of X̂ (k|k).
The flowchart for the final algorithm for the synthesis of

the switching moving tracking algorithm which combines
the depth information and the EKF prediction mechanism is
shown as Figure 4.

IV. EXPERIMENT RESULTS
The algorithm of the improved system is employed by
using the human-computer interaction platform set up by the
research group (as shown in Figure 5). The platform was
programmed using the OpenCV library and the Visual C++
6.0 framework. It integrates: a) real-time data acquisition, b)
filtering, c) display, d) algorithm simulation and e) control.

Figure 6 shows the overview of CPU and GPU steps
of multi-information fusion CamShift. The CPU starts the
tracking process, reads each frame of the image, and sets
the initial search window range of the target area. During
the operation, the input image needs to be converted into the
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FIGURE 4. The algorithmic flowchart for 3D sensor moving tracking.

FIGURE 5. Human-computer interaction platform.

FIGURE 6. Overview of CPU and GPU steps of proposed method.

HSV color space. This work is completed by the GPU. Then
the original input image is converted into a color probability
distribution image based on the obtained color histogram

(i.e., ‘‘back projection’’). The time-consuming operations
such as depth information and color information fusion,
Mesnshift iteration, and EKF prediction of the next frame
position are all performed by the GPU. The CPU computes
the updated position and size [21]. If the deviation between
the predicted position of the EKF and the actual position of
the next frame is greater than the threshold, the size of the
search window is updated; otherwise, it indicates that the
tracking is accurate and the next frame of image is Read.

The Kinect sensor is placed above the projection surface
and a projector is placed in front of it. The wall is used as
an interactive projection plane, which enables the user to per-
form interactive operations Figure 6. Self-developed human-
computer interaction platform based on the somatosensory
perception. The monitor can also be connected directly to
the host using a liquid crystal display panel, eliminating the
need for a projector. Both displays are useful in the following
experiments. The targets were people wearing black clothes
and the disruptors were black boxes. They were both located
in the monitoring area below the Kinect sensor. The compar-
ison charts of the tracking effect are given. The experimental
setting under which the user interacts with the system is
shown in Figure 7.

FIGURE 7. Self-developed human-computer interaction platform.

A. COMPARISION OF SINGLE EXPERIMENTAL
RESULTS
The tracking experiment was conducted in an environment
where indoor light and sunlight mixed. First, the default
algorithm based on the color histogram is used to track and
intercept the 13, 23, 33, 43, 53 frames of the tracking video.
The effect is shown in Figure 8.a. As shown in the figure,
at the beginning, the target body was within the tracking
window. In the 33rd frame as the person approached the box
similar in color to the subject, the tracking window was offset
and could no longer follow the target. Next, use the algorithm
proposed in this paper and then perform tracking experiments
to track the target in the same scenario. As with the default
algorithm, screenshots of the tracking situation at different
distances from the target to the interferer are extracted, which
are also 13, 23, 33, 43, and 53 frames. The comprehensive
algorithm was used to combine the depth information and the
forecast information proposed in this paper with the intercept.
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FIGURE 8. Comparison of tracking results (a) Tracking results using the
default algorithm (b) Results of tracking after switching filter algorithm.

The results are shown in Figure 8.b. When the user’s head
and clothes are all black, the system can accurately locate
the target on the head. When the person approached the
interfering object of a similar color, the tracking window did
not shift, and the algorithm was able to successfully track the
target body throughout the whole process. The results of this
single experiment demonstrate that the algorithm proposed is
more robust than the original tracking algorithm.

B. COMPARISION OF NUMEROUS EXPERIMENTAL
RESULTS
To ensure the reliability of the experimental results, the track-
ing experiments were repeated one hundred times. All the
experiments were done with both the original algorithm and
the improved algorithm under the same experimental condi-
tions for each.

The statistical results for the successful tracking are shown
in Table 1. Statistics show that the original algorithm’s suc-
cess rate of tracking the target in each frame of the image is
37%, the success rate of the improved algorithm is 92%, and
the success rate of the comprehensive filtering algorithm is
96%. The image processing delays of the original algorithm
and the algorithm proposed in this paper are 87ms and 94ms.
The algorithm in this paper has little effect on the delay.
As a comparison, the average delay of the comprehensive

TABLE 1. Comparison of tracking success rates between two algorithms.

filtering algorithm is as high as 121ms, which is difficult to
meet the real-time requirements. At the same time, in terms
of tracking accuracy, the root mean square error of the error
of the filtering algorithm and the reference trajectory in this
paper is only 0.405. Obviously, the algorithm in this paper can
accurately reflect the real gesture trajectory. By comparing
the two experimental results we successfully demonstrate that
the integrated tracking algorithm proposed in this paper that
uses a fusion of color, depth and prediction information can
highly improve the accuracy of tracking.

C. COMPARISION OF FILTERING ALGORITHM AND
MACHINE LEARNING BASED RGB-D TRACKING
ALGORITHM
The comparison between the filtering algorithm in the pre-
vious section and the switching filtering algorithm that only
contains color information does not seem to explain the
superiority of the improved algorithm [22]–[25]. This section
compares the effects of the proposed multi-information
fusion algorithm with the Kinect SDK’s original machine-
based learning RGB-D tracking algorithm based on the
‘‘Kinect-based large-screen interactive projection system’’
constructed by the research group. The interactive projection
system can also perform gesture interaction. Next, a series
of gesture tracking contrast experiments are performed in a
dark natural light environment, and the tracking trajectory can
be directly observed through the VENTUZ interactive design
software demonstration interface.

The location of the gesture tracking in each frame of the
image is indicated by a circle. Green circles indicate that
the tracking can be performed normally, and red exclama-
tion marks indicate that the frame has failed to track the
position of the gesture. The trajectory is shown in Figure 9.
In Figure 9(a), when there is no EKF algorithm, the trajectory
tracking of a single gesture is lost, and the tracking accuracy is
not satisfactory. After the EKF algorithm is involved, the ges-
ture trajectory is greatly stabilized, and the gesture position
can be tracked well. The multi-point operation in Figure 9(b)
also shows that EKF algorithm has greatly improved the
stability of gesture tracking. From the experimental results,
we can see that both the single gesture tracking and dual
gesture tracking, the system-based tracking algorithm based
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FIGURE 9. Comparison of improved algorithm and machine learning
based RGB-D tracking algorithm.

on machine learning will have errors, and the two-hand track-
ing error is more obvious. Based on the improved RGB-D
tracking algorithm with EKF observer, the tracking position
is accurate.

At the same time, in order to verify the universal adapt-
ability of the algorithm, we performed a gesture interaction
experiment on another self-developed platform. We apply the
proposed algorithm to this new system. The interface diagram
of the interactive system is shown in Figure 10. After the
algorithm in this article is processed, gestures can also be dis-
played at the corresponding positions in the interactive frame.
Based on this, VENTUZ is still used to show the trajectory of
gestures, as shown in Figure 11. Users can perform multi-
point operations smoothly. This fully proves the advantages
of the algorithm in gesture trajectory tracking.
Remark 1: Compared with the traditional filtering method,

we can make the observations that under the improved

FIGURE 10. Schematic diagram of another interactive interface for
multi-point operation.

FIGURE 11. Multi-point operation trajectory diagram.

moving tracking synthesis algorithm with 3D sensor in this
paper: (1) We can successfully solve the problem where
the continuously adaptive mean shift algorithm encounters
disturbance and tends to enlarge the tracking window; and
that (2) We can robustly overcome the influences of external
disturbance on the system. Therefore, we can state that the
presented improved switching filtering algorithm is effective
and has better performance than the original machine learning
based RGB-D tracking algorithm method of Kinect SDK.

V. CONCLUSION
In this paper, an improved moving tracking algorithm uti-
lizing multi-feature fusion with switching filter is proposed.
First, the depth and color information are combined to gener-
ate a weighted original background color projection. Next,
a switching filter algorithm is performed on the resulting
image. Then the prediction information is added to the
algorithm and the direction of movement is predicted using
the extended Kalman filter. The proposed algorithm effec-
tively solves the problem caused due to the tracking error in
cases when the target and the background color are close.
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The algorithm enlarges the interference search window and
improves the accuracy of tracking. The experimental results
verify the effectiveness of the improved moving tracking
algorithm. The results demonstrate that the algorithm pro-
posed in this paper greatly improves the system’s robustness
and ability to resist interference.
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