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ABSTRACT The in-depth discussion on the development of green technology at the 25th Wireless
World Research Forum (WWRF) Conference in November 2010 indicated the growing interest in energy
conservation technology that needs to be applied in next generation mobile communication. Green Internet
of Things (IoT) technology is expected to be included as part of green communication. In this study, to meet
the low power-consumption requirements of IoT devices, IEEE 802.11ba—a standard that minimizes power
consumption significantly—is introduced. IEEE 802.11ba minimizes the power consumption of wireless
devices by using power-saving technology that activates wireless local area network (WLAN) chips only
when necessary. Thus far, no discussions have been provided for wake-up radio (WUR) technology regarding
non-sleep attacks, where theWUR receiver ends up waking up the main radios accidentally or remains in the
non-sleep mode because of malicious attacks such as spoofing. Therefore, in this paper, a general operating
procedure of WUR for ensuring low-power consumption and an algorithm for detecting malicious attacks
are proposed. Further, an operating process for responding to malicious attacks is defined. The extensive
simulation results show that the proposed anti-malicious attack WUR (AMA-WUR) protocol reduces the
average packet delay by 62.84% compared with original WUR protocol, and reduces the average power
consumption by 93.71% with original WUR protocol while the flooding attack vulnerabilities.

INDEX TERMS Wake up radio, IoT, low power consumption, DoSL attack, malicious attack.

I. INTRODUCTION
The telecommunications field has been expanding consid-
erably along with a proportional increase in the electrical
energy consumption of the devices. Often, performance cri-
terion such as spectral efficiency or data rate are optimized
at the cost of greater energy consumption [1]. However, with
recent advances in wireless telecommunication technologies,
the development of low-cost and low-energy wireless Internet
of Things (IoT) devices can be achieved. Nevertheless, energy
consumption remains an important factor as it can determine
overall network lifetime [2].

The IoT technology is expected to provide users with smart
solutions; unfortunately, power sources are not sufficiently
smart yet [3]. The IoT devices typically have a shorter lifetime
than expected because they often have a limited source of
energy [4], [5]. When the battery on an IoT device is drained,
communication is suspended until the battery is replaced; this
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suspension extends to other devices as the dead IoT device
cannot be relied upon when relaying data [6]. Therefore,
it is critical to ensure power for IoT devices is available,
especially sensors, in order to maintain a stable communicat-
ing environment; this requirement makes energy efficiency
and power management an important criteria for future IoT
applications.

Communication radios such as radio frequency (RF) chip
account for a significant percentage of energy consumption in
an IoT device compared to other device components such as
sensor, controller, etc. [7]. This is because of a phenomenon
known as idle listening, which occurs when devices have
to stay active to the communication medium and listen for
incoming signals from neighboring devices even when no
data are transmitted or received. In addition, the idle listen-
ing works for when the device has to stay active mode to
the communication medium. The idle listening function is
required to prevent data latency and packet retransmission
when the destination device is in sleep mode. The idle lis-
tening process commonly used by IoT devices contributes to
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FIGURE 1. Basic WUR operation: The transmitter can be the AP and the receiver can be the IoT sensor
device using the WUR chipset.

overall energy consumption. Another issue that contributes
to energy consumption in device transceivers is overhear-
ing, which occurs while continuously listening to incom-
ing signals, where the IoT devices may end up receiving
unrelated signals [8]. A Wireless Sensor Network (WSN) is
defined as a small-scale gathering device of a sensor used
for monitoring, sensing, capturing, and processing the data
around an application [9], [10]. As a result, these devices are
resource-needy and at the same time extremely dependent on
battery control, storage, computation, data size and, accessi-
ble bandwidth [11]. The WSN can be defined as a network
of tiny devices, called sensor nodes, which are spatially dis-
tributed and work cooperatively to communicate information
gathered from the monitored field through wireless links.
Specifically, sensor nodes can be IoT devices when the data
gathered by the different nodes is sent to a sink that either uses
the data locally or is connected to other networks. For this,
a duty cycle is considered an important design component
to extend the life of WSNs. The duty cycle is a technique
where a device is periodically placed into the sleep mode
which is an effective method of reducing energy dissipation
in WSNs. As the duty cycle increases, the devices can sleep
longer and more energy will be saved, whereas few of the
devices are available to participate in data routing, which
will decrease the overall throughput and increase transmis-
sion latency. Therefore, the duty cycle can alleviate energy
consumption occurring from idle listening and overhearing
at the IoT devices. The radio remains in the sleep mode by
default and switches to the active mode via internal clock
synchronization in order to send and receive data. The main
task for the duty cycle is to wake up devices at the exact
time when the packets are sent (i.e., reception). If a sleep
period longer than the active period is reserved, more energy
is conserved; however, the increased latency increases the
possibility of packets being lost during the network latency
and sleep period. In addition, synchronized packets used

within the devices to set the wake-up time in the duty cycle
may increase overheads, which may increase energy wastage.
Several techniques [12] have been proposed to address this
challenge, such as the use of spatial scheduling [13] and
cognitive radio [14].

Another solution to address idle listening and overhearing
in network systems is using a wake-up radio (WUR) [15].
A WUR wakes the system from low-power radio (e.g., can
be WUR) by connecting to the main radio (e.g., can be pri-
mary connectivity radio (PCR)) when an incoming signal is
detected. Using this device, the sleep mode can be maintained
without the waking up the main radio or when receiving
an incoming signal. This completely solves the idle listen-
ing problem in IoT devices without clock synchronization
overheads. Wake-up messages and data can be communi-
cated on different channels, allowing both message types
to be transmitted simultaneously, in turn reducing collision
possibility. To improve the performance and efficiency of
a WUR, various hardware designs and protocols have been
developed [16], [17].

There are two types of WURs based on power-usage
rate: active WUR and passive WUR. The active WUR is
the second low-power radio that receives constant power from
an external power supply such as a battery. In contrast to
the active WUR, a passive WUR does not require power
from batteries or other physically connected power supplies.
Rather, it secures the energy from the transmitted wake up
signals. Passive WUR requires minimal energy through this
energy securing process; however, the receiver sensitivity of
the passive WUR is relatively low, which results in a short
wake-up distance range.

As shown in Figure 1, when the data to be sent to the
devices is generated in the access point (AP; i.e., transmit-
ter), the AP sends a wake up packet (WUP) to the device
(i.e., receiver), and the IEEE 802.11ba chipset of the target
device, which receives the WUP, immediately wakes up the
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IEEE 802.11 series (e.g., 802.11n/g/ac/ax) chipset through
the wake-up signal. Subsequently, actual data transmission
is performed using the IEEE 802.11 series chipset, which
is a traditional wireless local area network (WLAN) tech-
nique. Thus, IEEE 802.11ba can drastically minimize energy
consumption by operating IEEE 802.11 series only when
data reception is required [18]. However, if the WUR device
cannot manage to enter the sleep mode, the standardized
WLAN technology exhibits no difference in power consump-
tion compared to typicalWLAN technology [19]. In addition,
an IoT device will ultimately become a wireless device with
a low data rate as it uses on-off keying (OOK) for data
modulation [20]. Furthermore, in the case of IoT devices
using small capacity batteries, the problem becomes more
serious [21]. For instance, an IoT device will operate only
when there is power; however, if the WUR technology is
unable to enter the sleep mode (i.e., an always awake state
such as idle listening) because of an unknown attack—such as
spoofing attack, denial-of service (DoS) attack, and denial-of
sleep (DoSL) attack—it is no different from having the power
consumption of a typical wireless LAN. A DoS attack aims
to render devices unavailable by interrupting the device’s
normal functioning. DoS attacks typically function by over-
whelming, or flooding, a targeted machine with requests until
normal traffic is unable to be processed, resulting in a denial
of service to users. DoSL attacks exhaust the batteries of
target devices by increasing their duty cycle. By forcing nodes
to awake at unnecessary times or by inducing additional duty
(e.g., listening, retransmissions), these attacks aim at reduc-
ing the expected lifetime of the constituted IoT network [22],
[23]. Popular sleep-denial attacks either transmit unauthenti-
cated packets or replay a recorded traffic [24]. Even though
unauthenticated packets would be discarded due to failed
authentication, decoding causes receivers to waste energy.
Such spoofing attacks that deny services by preventing IoT
devices from entering the sleep mode on the network are
called DoSL attacks [24], [25].

As a countermeasure for DoSL attack, Rainer and
Hans-Joachim defined wake-up token (WUT) for secure
WUR operation and strengthened the authentication process
of sending and receiving data [26]. The receiver would have a
list of WUT and, if the WUT list matches the token reference
values received for authentication, the device wakes up from
sleep mode to maintain active mode. As the attacker would
not know the WUT, sleep attacks become impracticable.
However, in this case, an overhead issue may arise due to
requirement for aWUR device to maintainWUT information
for all devices. In general, WUR is not suitable for receiving
and storing all the WUT information as it is one of the
communication techniques that maintain a very low data rate
due to OOK modulation. In addition, sleep attacks could
take place if an attacker can acquire the WUT information.
In addition, WUR key exchange protocol has been proposed
for DoSL attacks [12]. The proposed key exchange protocol
is executed for an establishment of a common secret key
between legitimate peers. The secret key generated from the

setup phase is used in the process of WUR device generating
and updating pseudo-random WUR sequence during normal
network operation [12]. This study also proposes an algo-
rithm that prevents unauthorized WUR devices from partic-
ipating in WUR communication by generating a secret key
for DoSL-like attacks. Although it is possible to counter these
attacks by conducting additional authentication process for a
participating device in WUR communication, the overhead
issue could occur in the process of generating and sending
encryption keys.

The previous research proposed for secure WUR commu-
nications had limitations where only the WUR devices that
have been authorized through authentication process could
participate in communications. To the best of our knowledge,
we are the first to propose and validate a fully architected
protocol for non-sleep DoS attacks in WUR networks with
capabilities of defined wake-up packet.

In this study, a case wherein theWUR receiver accidentally
wakes up the main radio because of a malicious attack on an
IoTWUR device operating with a limited energy source such
as small capacity battery is discussed. Various attacks that
can occur in WUR networks are classified by type, and new
detection methods for managing these attacks are proposed.
In addition, using these detection techniques, a WUR system
structure that can effectively detect and prevent malicious
attacks is presented. Therefore, in this study, the features of
attacks against WUR devices are analyzed and a method to
detect the attacks before theWUR device internally wakes up
the PCR is discussed. Further, if an actual attack is detected,
a method of notifying the AP through the WUR network
without waking up the PCR is proposed.

The remainder of this paper is structured as follows.
In Section II, the types of attacks on the WUR networks
are analyzed and the structure of WUR packets is explained.
In Section III and Section IV, the detection and preven-
tion methods named the anti-malicious attack WUR (AMA-
WUR) algorithm for the mentioned attacks are detailed.
In Section V, a system is implemented to describe the
simulation results of detecting attacks on WUPs. Finally,
in Section VI, the significance of this study and future
research are discussed.

II. PRELIMINARIES
A. RELATED MALICIOUS ATTACK TYPES
Malicious attacks can be divided into flooding attacks, which
generate a large amount of packet traffic; connection attacks,
which require an excessive number of sessions; and other
attacks that utilize other application features [27].
• A flooding attack is a type of attack that interrupts
normal service provision by depleting the resources of
the target system and network by randomly transmitting
normal packets. In Request flooding attack, the attacker
send sessions that contains more number of requests
than the normal users, which leads to flooding. When
a flooding attack towards a WUR device occurs on an
IoT-based WUR network configured to operate at low
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power, power consumption increases drastically and the
target WUR device cannot receive normal services.

• A connection attack is a kind of distributed denial-
of-service (DDoS) attack with excessive number of
half-open sessions. Traffic patterns can be estab-
lished for a transmission control protocol synchro-
nize sequence numbers (TCP SYN)-flood type attack.
Incomplete (e.g., half-open) connections mean that the
session has not completed the TCP three-way hand-
shake; hence, the session in not established. When a
connection attack toward a WUR device occurs on
an IoT-based WUR network, the WUR session is not
established. As the WUR session is not established,
the threshold value for network connections increases
significantly, while the target WUR device cannot
receive normal service.

• An application-based attack is a kind of DDoS attack
that sends out requests following the communication
protocol; thus, these requests are indistinguishable from
legitimate requests in the network layer. For instance,
the attacker sends sessions that contain larger amount
of high workload requests. The ultimate aim of the
attacker is to devour resources like central processing
unit (CPU) and memory of the server and degrade them.
Furthermore, the attacker sends a hypertext transfer pro-
tocol (HTTP) request slowly in a piece-meal manner
(one at a time) and the request is not complete initially.
As a result, the server keeps the indulged resources in
waiting stage until it receives the entire data. This attack
is categorized into Slowloris attack, HTTP fragmenta-
tion attack, slow post attack, and slow reading attack.

• In amplification-based flooding attacks, the attacker ini-
tiates small domain name system (DNS) queries with
forged source IP addresses that provoke a large extent of
network traffic. And theDNS responsemessages are sig-
nificantly larger than DNS query messages. As a result,
this large extent of network traffic is directed towards
the targeted system in order to incapacitate it. When
an amplification-based attack toward a WUR device
occurs,WUR resources are exhausted. These attacks can
threatenWUR devices easily using general applications,
such as HTTP and DNS of the WUR device.

As WUR devices that can operate in a green IoT environ-
ment have security vulnerabilities, prevention methods are
defined for WUR frame transmission in the IEEE 802.11ba
standards [18]. An AP that supports WUR operation (i.e.,
WUR AP) can send protected WUR frames to a device
that supports WUR operation (i.e., WUR DEV). In the
IEEE 802.11ba standards, the WUR integrity group temporal
key (WIGTK) andWUR temporal key (WTK) are defined for
use in individually protecting theWURwake-up frames [18].
Based on a secure key-based protection, a WUR device
discovers the AP’s security policy through passively mon-
itoring the Beacon frames or through active probing. After
discovery, the WUR device performs Simultaneous Authen-
tication of Equals (SAE) authentication using authentication

frames with the AP. However, these definitions are only
present in the standards. As the WUR device is designed to
have a very low modulation rate, such as OOK modulation,
it could not include the abovementioned secure keys due to
the vendor-specific implementation. Therefore, it is directly
exposed to the previously mentioned malicious attacks. Con-
sequently, an anti-malicious attack algorithm for a WUR
device designed to have a low modulation rate is essential.

B. OPERATING PROCEDURES OF WUR PACKET
Each WUR frame consists of the following basic
components:
• A MAC header, which comprises frame control, identi-
fier (ID), and type dependent (TD) control fields;

• Avariable-length frame body, which, if present, contains
information specific to the frame type;

• A frame check sequence (FCS) field, which contains
either a 16-bit cyclic redundancy check (CRC) or a 16-
bit message integrity code (MIC).

Figure 2 depicts the general MAC frame format for WUR
frames. The MAC header of WUR frame consists of Frame
Control, ID, and TD Control fields. The Frame Body field
is optional in certain WUR frame types. The MAC header
and the last FCS field comprise the minimal WUR frame
format and are present in all WUR frames, including reserved
types. The format of the frame control field is also illustrated
in Figure 2. The Type field indicates the type of the WUR
frame. The ID field contains an identifier for theWUR frame,
which is selected from Figure 3. In Figure 3, basic service set
identifier (BSSID), organizational unique identifier (OUI),
and least significant bit (LSB) are stand for basic service
set identification, organization unique identifier, and least
significant bit, respectively. The identifier depends on the

FIGURE 2. WUR frame format.
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FIGURE 3. Identifiers of WUR frames.

type of WUR frame. With the WUR frames defined above,
two devices perform WUR tasks through the Transmit ID for
the AP and WUR ID for the WUR device. The WUR devices
that have confirmed IDs through the association process may
perform one-to-one communication.

III. DETECTION METHOD FOR MALICIOUS ATTACKS
Figure 4 shows the operation process for waking up a WUR
device using an AP with a normal ID.
• Step 1: The AP sends a WUP to the device (DEV)
carrying the DEV’s wake-up ID (WUID).

• Step 2: The DEV’s WUR receiver (WURx) receives the
WUP and wakes up its PCR (i.e., Wi-Fi radio).

• Step 3: The DEV sends a wake-up response frame
defined WUR acknowledgment (ACK) to the AP using
its PCR, indicating that the DEV’s PCR is woken up
because it received a WUP (as opposed to sending an
RTS, data, or a wake-up response frame indicating that
the DEV wakes up on its own, when the DEV indeed
wakes up on its own).

• Step 4: After the AP receives the wake-up response
frame,
1) because the AP did send the WUP to the DEV’s

WURx, the AP considers the DEV to be safe.
2) then, the AP proceeds with the data exchange with

the DEV’s PCR.
As shown in Figure 4, upon receiving the WUP, the WUR

receiver wakes up the PCR internally to ensure it remains
in the receiving mode. However, problems may occur if the
received WUP is not from a normal WUR transmitter but
from an attacker with malicious intent. Repeated attacks such
as this can drain the battery quickly and eventually deactivate
the WUR device as well.

Malicious attacks on a WUR device running on a small
capacity battery can cause the WUR to wake up its PCR
falsely and disable the device [28]. Potential solutions can
be encrypting the low-power Wakeup Request (WUReq),
or having the WUReq frame carry secure information that is
known to both the AP and the destined device. However, these
solutions increase the complexity and power consumption of
the WURx.

In this study, two typical attack methods that can occur in
WUR networks are proposed as follows: an attacker can send
continuous WUPs in the form of DDoS attack [29], and an
attacker can send spoofed WUP for malicious attacks.

A. AMA-WUR ALGORITHM FOR DoSL ATTACKS
When a malicious attack occurs, packets transmitted in the
network have certain characteristics as described below.
• Source addresses are distributed widely. Although ports
can vary depending on the attack tools, a large number
of packets may be directed to a specific target device,
which results in the concentrated distribution for a des-
tination address.

• To detect such malicious attacks, it is essential to deter-
mine the load capacity of the network in its normal state.
Specific parameters for network attack analysis should
be defined, and thresholds for the parameter values of
the normal state should be set. Some of the popular
parameters used are CPU usage and load, packet size and
packet header information distribution, distribution of
protocols that show the distribution of network services
by types, maximum and average values of the overall
traffic volume, presence of concentration on a certain
host, monitoring of flows using spoofing addresses, and
network flow information used to identify a flow surge
on a network. By combining these parameters, the net-
work traffic can be analyzed to increase the reliability of
traffic characteristic information.

Because there are many possible combinations of param-
eters and there is a need for the data analysis of incoming
network packets, actual implementation becomes complex
and leads to a wastage of system resources. Thus, an algo-
rithm that configures thresholds automatically according to
the characteristics of a given system is proposed to minimize
implementation complexity and a false-positive rate while
discarding the need for analyzing WUR network packets.

As described in Section II, WUR frames only carry WUR
ID information and do not include other information such
as that related to specific ports. Therefore, a normal state is
determined by considering the number of WUR frames that
can be sent per enhanced distributed channel access (EDCA)
transmission opportunity (TXOP). Since the WUR protocol
uses an 802.11-based communication protocol with EDCA
protocol and TXOP duration, it requires contention-based
channel access [30]. This information is defined in the
IEEE 802.11ba standards as follows: as described in channel
access, a WUR AP can transmit multiple WUR wake-up
frames in a TXOP. That is, in this study, an attack is deter-
mined as the DoSL attack if an abnormally large number
of WUPs is received based on the calculation of average
utilization rate and instantaneous utilization rate, and if the
threshold of WUPs occurring in one typical EDCA TXOP is
performed.

A unit time of the TXOP is expressed as τ , and it is
calculated as follows. To determine the TXOP for a given
service interval (SI), the average arriving transmission rate
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FIGURE 4. WUR normal wake-up procedure.

of WUP is calculated using

αj =

⌈
S ∗ ρj
lj

⌉
, (1)

where αj, ρj, lj, and S represent the arriving transmission rate
of WUP, jth average transmission rate, size of nominal WUP
scale, and SI, respectively. The jth TXOP interval length is
calculated using

τj = max
j

(
αj ∗ lj
Rj
+ to,

Fmax
Rj
+ to

)
, (2)

where Rj represents the transmission rate of the physical
layer supporting WUR, to represents the time overhead by
inter-frame space (IFS) and ACK duration, and Fmax repre-
sents the maximum WUR frame size allowed.

For the operating process of the trained threshold algo-
rithm proposed in this study, the average utilization rate and
instantaneous utilization rate of each TXOP are required as
parameters for comparing the normal and attack states of
the WUR network. These rates can be calculated as follows.
If the random TXOP unit time calculated using Equation (2)
is expressed by τ , then the number of WUPs received during
a certain TXOP time can be calculated. Using αj from Equa-
tion (1), the average utilization rate for each TXOP can be
obtained as

� =

∑T
τj=0 αj

TB
, (3)

where TB denotes the WUR beacon interval. In addition,
the instantaneous utilization rate for each TXOP interval can
be calculated using

�j =
αj−1 + αj

2
, j ≥ 1. (4)

This algorithm undergoes a certain training period after
the association of WUR AP and WUR DEV. During this
training period, the system calculates each TXOP interval
and WUP utilization rate. Moreover, the system gradually
increases the threshold limit for each TXOP; after the training
period, each port has its own optimal threshold limit number
specialized for the system. Based on this learned threshold
limit, the DoSL attack can be detected with a reduction in the
false-positive rate on the user’s normal traffic.

B. AMA-WUR ALGORITHM FOR SPOOFED ATTACKS
An attack by spoofed packets cannot be solved using the
previously described trained threshold. To solve the case of
such an attack, theWURx undergoes a process of determining
whether the WUP is an attack instead of immediately waking
up the PCR upon receiving a spoofed WUP. Thus, for attack
detection using the previously mentioned trained threshold,
if the WUP occurs such that the designated threshold in
the TXOP intervals is exceeded, an attack can quickly be
detected. However, if a single spoofed WUP is received and
the designated threshold is not exceeded, the attack may not
be detected at all.

IV. PREVENTION METHOD FOR MALICIOUS ATTACKS
Once the trained threshold is obtained after the training period
of the algorithm described earlier, common DoSL WUP
attacks can be detected. As shown in Figure 5, if WURx
determines that the received packet through a training period
is an attack, it will send a WUP ACK to an AP to notify it of
an attack without waking up the PCR. The AP, which receives
the WUP ACK, grants a new WUID for the corresponding
WURdevice. Once theWURdevice receives this newWUID,
it will send an ACK using the newWUID. Ultimately, herein,
the PCR of the correspondingWUR did not wake up. Further-
more, the DoSL attack was immediately detected, and a new
WUID was received from the AP in response.

As the second malicious attack case, to solve this problem
of spoofed attacks, WURx is designed to immediately send a
WUP ACK to the AP instead of waking up the PCR even
when the threshold limit is not exceeded upon continuous
incoming WUPs. The WUP ACK sent from this process is
defined such that it includes a wake-up reason code. If the
AP that receives the WUP ACK with a wake-up reason code
determines that the WUP was not sent by the AP, it sends a
new WUID to notify WURx of the attack. After acquiring a
new WUID, WUR device transmits an ACK using the new
WUID. Ultimately, in this study, the PCR of the correspond-
ingWUR device did not wake up, the notification of an attack
from the AP was received, and a new WUID was acquired
from the AP in the response.
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FIGURE 5. Example of DoSL attack and AMA-WUR prevention method.

FIGURE 6. Example of spoofed attack and AMA-WUR prevention method.

New WUP ACKs are shown in Figures 5 and 6. To define
a new WUP ACK, the MAC header field format of the WUR
frame is used, as shown in Figure 2, and it as defined in
IEEE 802.11ba. The newly formatted frame control defined
in Figure 2 is shown in Figure 7 as follows. As shown
in Figure 7, the WUP ACK is defined using one reserved bit
(i.e., Type = 5) in the WUR frame types. When the type is 5,
the 3-bit of Frame body present that follows Type are set as
the wake-up reason code. Wake-up reason codes are in the
form of 3 bits and they can be defined. Wake-up reason code
types are set as follows: Type 0 of wake up reason code for
general responses to the call of AP; Type 1 of wake up reason
code for the cases wherein the WUR device recognizes a
specificmalicious attack through the training phase; Type 2 of
wake up reason code for the cases of unknown reasons; and
Types 3–7 of wake up reason code reserved for any additional
definitions. The AP can quickly determine that the WUR
device is exposed to malicious attacks if the received WUP
ACK by Type 0 is not the WUP it transmitted. FIGURE 7. WUP ACK type and wake up reason code.
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V. EXTENSIVE SIMULATION
A. SIMULATION SETUP
In this study, the WUR operation process is simulated using
the OMNeT++ network simulator engine, which is a dis-
crete event simulator. OMNeT++ (www.omnetpp.org) is
an extensible, modular, component-based C++ simulation
library and it has domain-specific functionality such as sen-
sor networks, wireless ad-hoc networks, Internet protocols,
and performance modeling. The MiXiM (mixed simulator)
framework, which is implemented for WSN, is used in mod-
eling a hardware platform consisting of dual radio systems
in OMNeT++. First, WUR DEVs comprising different spa-
tial device densities from a WUR AP are constructed; here,
5–50 WUR DEVs are used. For this case, the WUR DEVs
are randomly deployed to monitor a 10,000m2 area (100 ×
100 m). The WUR AP is located at the center of this mon-
itoring area. Then, a 24-h scenario is proposed to simulate
a building monitoring the case. The reference WUR design
considered in this study is based on the subcarrier modulation
WUR introduced in [31] and [32]. Consider a WUR topology
as shown in Fig. 8, with an average packet arrival rate of
λ = 10 packets/s and variable traffic load represented by
different numbers of devices, N ∈ 5, 10, 15, . . . , 50, in the
network. In a typical Wi-Fi network, up to approximately
30 devices are assumed to be deployed in the simulation
environment of 100 x 100m area due to relative performance.
For example, when there are present 30 devices in deployed
WLAN, the best effort traffic reaches a peak, and then the
performance falls quickly [33]. However, in order to reflect
the system scalability, the experiment is expanded to feature
up to 50 WUR devices in a 100 × 100m area. Addition-
ally, the percentage of having an attack on each topology
is set as random. In other words, an attack may or may not
take place on a topology composed of 5 devices. Likewise,
an attack may or may not take place on a topology composed
of 50 devices. Further, one device becomes an attacker in a
single topology in any given case. For example, if an attack

FIGURE 8. Example of simulation topology on OMNeT++.

takes place in a topology composed of 30 devices, 29 devices
become normal WUR devices while one device becomes
the attacker. α = 0.1 is defined as the percentage of attack
occurrence. The remaining parameters are configured based
on the specifications listed in Table 1.

TABLE 1. Simulation parameter configuration [19], [34], [35].

The IEEE 802.11ba standards define the carrier sense
multiple access/collision avoidance (CSMA/CA) protocol for
the operation of the WUR medium access control (MAC)
protocol. Therefore, in this study, the general WUR MAC
protocol is defined as CSMAEnabled-WUR (CE-WUR). The
operation procedure of the CE-WUR protocol is presented
in Fig. 9. The CE-WUR works in a manner similar to the
unslotted CSMA/CA MAC protocol of IEEE 802.15.4; how-
ever, it is tailored to WUPs. In CE-WUR, upon the detection
of an event by a device, it first performs a backoff (BO) pro-
cedure without checking whether the channel is idle. As soon
as the BO waiting time ends, it checks the channel status
by performing a clear channel assessment (CCA). If it finds
the channel idle for a duration of CCA, it sends a WUP;
otherwise, it repeats the BO and CCA procedure. Further,
CCA duration is defined as the duration in which the device
can check the preamble, and CCA in theWLAN environment
is defined as the smallest time duration. For example, if the
time slot is defined as 9µs in the WLAN, CCA duration
is set as 4µs, and the CCA detection probability from this
4us duration is defined as 90% or more. CCA typically
has two mechanisms: preamble detection and energy detec-
tion. In general, the preamble detection threshold is statisti-
cally defined as 4dB SNR in detecting the 802.11 preamble.
On the other hand, the energy detection (ED) threshold is
set as 20dB higher than that of the preamble detection (PD)
(i.e., ED = PD + 20dB). As such, these two CCA thresh-
olds may fluctuate due to the differences in radio reception
sensitivity. In this paper, the WUR device is assumed to
conduct energy detection for the CCA. In such a case, RF can
be adequately detected before an attack takes place as the
CCA threshold is greater than that of the preamble detection.
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FIGURE 9. Operation procedure of the CSMA-CA enabled WUR protocol.

A WUR detects a received signal and compares it with the
carrier sense threshold per slot. For this, CCA duration of
WUR is defined as the duration in which the device can check
the RF energy.

A WUR decreases its backoff counter by 1 if the channel
is idle in a slot, and leaves it unchanged otherwise. When its
backoff counter is decreased to 0, a WUR activates. A WUR
module manages the contention window (CW) based on
the number of slots, besides initializing the backoff counter.
Although the interaction between a WUR and a WLAN
module causes a delay, this delay can bemade small by circuit
design [36]. Therefore, for the simplicity, in this work we
make two assumptions: (i) EachWLANmodule has the same
wake-up latency, and (ii) A WUR has the same sensitivity as
carrier sense threshold of aWLANmodule where the receiver
achieves a total power consumption of 12µW at -50dBm
sensitivity and data rate of 250kbps [7].

The IoT devices are WUR-enabled and are operated in
the transmitter-initiated mode. Collisions occur if the trans-
missions of more than one WUR device overlap with other
WURs. Under such a scenario, consider a network cluster
consisting of N + 1 WUR devices including one cluster head
(e.g., WUR AP) and N WUR member devices, as shown
in Fig. 8. The N WUR devices compete with each other in an
asynchronous mode for data reporting towards the WUR AP
over a single hop. We assume there areM backoff stages with
CWmin = W , CWmax = 2MW , and CWi = 2iW for the ith
backoff stage [36]. In addition, according to [37], the wake-
up latency is assumed to be TW = 200µs for time taken for a
WUR module to wake up completely with Ts = 9µs.
Each WUR device has a finite queue capacity and is

equipped with a WUR transceiver in addition to its PCR.
Assume that, at each WUR device (except the WUR AP),
packets are generated based on a Poisson process with an
arrival rate of λ. In order to show WUP flooding that could
take place by an attacker during one EDCA TXOP duration,
entropy theory has been implemented in this paper. In other
words, entropy H is defined as:

H = −
n∑

f=1

Pf log2 Pf , (5)

Pf is the number of observed flooding attack events dur-
ing the enhanced distributed channel access transmission
opportunity (EDCA TXOP) period. After considering num-
ber of inflow WUPs to WUR device, it is decided whether
the next step proceeds or not. If number of inflow WUPs
is very small, it does not have a substantial effect on the
WUR network. During this time period, collected time is
called ‘time window’. In time window, the number of flooded
WUPs flowing in EDCA TXOP is measured. If number of
collected WUPs during this time window is over volume
threshold (T1), it is considered as a first attack warning and
they are sent to the next detection step. If it is not over
volume threshold (T1), the traffic is not considered as an
attack. Entropy about destination IP address flowing in the
EDCA TXOP is calculated during time window and then,
it is inspected to over entropy threshold (T2) of destination IP
address. If WUPs flowing in the EDCA TXOP are heading to
a certain destination IP address, entropy decreases. If flooded
WUPs in the EDCA TXOP are heading to different destina-
tion IP addresses, entropy increases. Therefore, if entropy of
destination IP address is smaller than entropy threshold (T2)
of destination IP address, it is decided that they are heading
to a certain destination IP address and classified as an attack.
The channel is considered to be error free, and no hidden
device exists in this cluster.

B. SIMULATION RESULTS
1) AVERAGE PACKET DELAY
In Figure 10, a comparison of the average packet delay for
successful packet transmission is shown. In the correspond-
ing case, the data rate used was 100kbps and the number
of WUR devices used was increased from 5 to up to 50.
Further, the average packet arrival rate of lambda was defined
as 10 packets/s and the WUP duration was set as 12ms.
Additionally, the Pf value of entropy was set as 0.05 to
reflect the random attack environment. As for the CE-WUR,
packets are transmitted once the channel is determined to
be idle after the BO and CCA processes. Thus, the average
packet delay significantly increases with a simple increase
in the network size (i.e., increase in the number of WUR
devices). In addition, the case was configured to generate
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FIGURE 10. Average packet delay.

one random attacker in each topology (based on the number
of devices) environment (e.g., if the number of DEVs is 10,
there are 10 WUR devices) based on the entropy probability.
In other words, if an attack takes place in a topology having
j number of DEVs, the number of normal devices is j − 1.
When an attack occurs, the spoofed WUP is assumed to be
transmitted based on the random average packet arrival traffic
load of 100–1000 packets/s.

As shown in Figure 10, the arrival packet delay rapidly
increases for CE-WUR when an attack occurs. This is due
to the failed packet transmission from the spoofed WUR.
On the other hand, although the proposed AMA-WUR tended
to show an increase in the average packet delay with increase
in the number of WUR devices, it showed resilience to the
attack. This was achieved by having the WUR device, which
received the spoofed WUR, immediately inform the AP
through the WUP ACK and receive a new WUID so that the
communication can be performed using the newly received
WUID without having to wake up from the attack. Consider-
ing a topology with 30 devices as an example, the proposed
AMA-WUR showed a reduction of 59.24% in average packet
delay compared to CE-WUR.

Figure 11 shows a comparison of average packet delay on
successful packet transmission based on three different data
rates. The data rates used in this simulation were 10kbps,
100kbps, and 250kbps, and the number of WUR devices was
increased from 5 to 50 devices. In addition, the average packet
arrival rate of λwas set as 10 packets/s, and theWUP duration
was set as 6ms. As with the previous simulation (Figure 10),
the simulation environment featured random attacks, and the
Pf value was set as 0.05. As a result, both CE-WUR and
the proposed AMA-WUR showed an increase in the aver-
age packet delay with increase in the number of devices.
In particular, CE-WUR showed a rapid increase in packet
delay as the topology becamemore complex. On the contrary,
although the proposed AMA-WUR showed an increase in
the average packet delay with increasing number of WUR
devices, it showed resilience to the attack. Unlike earlier
(Figure 10), theWUP duration was reduced by half and set as
6ms for this simulation, and both techniques did not appear

FIGURE 11. Average packet delay with different data rates.

FIGURE 12. Average power consumption.

to have a significant impact on packet delays when compared
to the WUP duration of 12ms. This is because the WUP
duration is included in the data rate that can be processed.
Considering a topology composed of 30 devices as an exam-
ple, when the data rate is 10kbps, the AMA-WUR shows a
reduction of 46.25% in average packet delay compared to
CE-WUR. Further, considering the same topology composed
of 30 devices, when the data rate is 250kbps, AMA-WUR
shows a reduction of 62.84% in average packet delay com-
pared to CE-WUR. The results show a performance increase
in AMA-WUR with increase in data rate when compared to
CE-WUR. This is because data throughput also increased in
AMA-WURdespite the attacks, whereas packet delay rapidly
increased in the case of CE-WUR due to attacks.

2) AVERAGE POWER CONSUMPTION
Figure 12 shows a comparison of average power consump-
tion under the same conditions as for the simulation corre-
sponding to Figure 10. Considering a topology composed
of 5 devices as an example, the proposedAMA-WUR shows a
reduction of 94.08% average power consumption compared
to CE-WUR. This is because AMA-WUR does not require
additional power when the proposed DoSL attack packet
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FIGURE 13. Average power consumption with different data rates.

FIGURE 14. Average power consumption with different attack rates.

occurs except for the power consumed for the thresholds.
In other words, if a DoSL attack takes place and is observed as
an attack, power consumption does not increase as the main
radio is not awaken and the attack is ignored internally. On the
other hand, in the case of CE-WUR, if a DoSL attack occurs
within the topology, WUR does not enter sleep mode; rather,
it constantly receives packets, resulting in a drastic increase
in power consumption.

As the same applies to the case where the data rate
increases, as observed in Figure 13, the average power con-
sumption shows a similar tendency to that of Figure 12 when
the data rate increases. Considering a topology composed
of 30 devices with a data rate of 250kbps as an example,
the AMA-WUR achieves a reduction of 90.69% in average
power consumption compared to CE-WUR.

In order to consider an environment having random attacks,
the impact on the average power consumption according to
the Pf value of entropy is examined. Here, two cases of Pf
value as 0.05 and 0.1 are examined. In addition, the data
rate is set as 250kbps and the average packet arrival rate
of λ in a properly operating topology is set as 10 pack-
ets/s. When an attack occurs, it is assumed that the spoofed
WUP is transmitted at a random average packet arrival traffic
load of 100 to 1000 packets/s. Figure 14 shows the average
power consumption for different number of WUR devices.

The results shown on the left side of the graph are with Pf
value of 0.05 and the results on the right side are with Pf
value of 0.1. As shown in Figure 14, power consumption of
CE-WURdrastically increasedwith increase in the number of
random attacks. For example, in the case of 30WUR devices,
CE-WUR showed power consumption increase of 105.05%
whenPf is 0.1 versus when it is 0.05. On the other hand, in the
same case of 30 WUR devices, AMA-WUR shows a power
consumption increase of only 41.83% when Pf is 0.1 com-
pared to when Pf is 0.05. Additionally, when comparing
power consumption between CE-WUR and AMA-WUR in
the case of 30WURdevices, the proposedAMA-WUR shows
90.90% lower power consumption than CE-WUR when Pf
is 0.05 and 93.71% lower power consumption when Pf is
0.1. This is because AMA-WUR, unlike CE-WUR, does not
switch to awake state (i.e., not waking up the main radio)
when a spoofed attack occurs and discards the corresponding
packet. In addition, AMA-WUR directly requests the AP for
a newWUID; thus, it is not exposed to any additional attacks.

VI. CONCLUSION
Small-sized IoT sensors that operate using limited energy
are key technologies for green communication. In this paper,
the vulnerabilities of WUR devices to malicious attacks such
as the DoSL attack were discussed. Then, an AMA-WUR
protocol to solve such an issue was proposed. Further, in addi-
tion to the case of DoSL attacks, a method of waking up the
PCR after checking the WUR AP rather than immediately
waking it for the attack cases of spoofing attacks was pro-
posed. As the PCR is not woken up immediately, the average
packet delay and average energy consumption both showed
higher values when compared with traditional CE-WUR;
however, when the average packet delay and average energy
consumption results were compared for the case of actual
attack occurrence, the AMA-WUR showed superior results.
The extensive simulation results show that the proposed
anti-malicious attack WUR (AMA-WUR) protocol reduces
the average packet delay by 62.84%, and reduces the average
power consumption by 93.71% while the flooding attack vul-
nerabilities. In the case of an extreme attack, the packet delay
increased drastically in the traditional CE-WUR to cause
failure of packet transmission, and the energy consumption
also increased drastically to cause the corresponding WUR
device to become a dead device. Thus, security vulnerabilities
should be considered when designing protocols of the WUR
devices constructed for green communication.
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