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ABSTRACT The design of hardware-friendly architectures with low computational overhead is desirable
for low latency realization of CNN on resource-constrained embedded platforms. In this work, we propose
CAxCNN, a Canonic Sign Digit (CSD) based approximation methodology for representing the filter
weights of pre-trained CNNs.The proposed CSD representation allows the use of multipliers with reduced
computational complexity. The technique can be applied on top of state-of-the-art CNNquantization schemes
in a complementary manner. Our experimental results on a variety of CNNs, trained on MNIST, CIFAR-10
and ImageNet datasets, demonstrate that our methodology provides CNN designs with multiple levels of
classification accuracy, without requiring any retraining, and while having a low area and computational
overhead. Furthermore, when applied in conjunction with a state-of-art quantization scheme, CAxCNN
allows the use of multipliers, which offer 77% logic area reduction, as compared to their accurate counterpart,
while incurring a drop in Top-1 accuracy of just 5.63% for a VGG-16 network trained on ImageNet.

INDEX TERMS Convolution neural networks, dedicated accelerators, approximate computing, canonic sign
digits.

I. INTRODUCTION AND RELATED WORK
Convolutional and Deep Neural Networks (DNNs) have
achieved significant popularity in the artificial intelligence
community for being particularly successful in challeng-
ing tasks such as handwritten digit recognition [1], object
classification [2], image recognition [3], super-resolution
[4]–[7] and autonomous driving [8]. Convolution layers of
a DNN comprise of filters whose weights are learned during
a training phase that typically involves backpropagation to
minimize the classification error. The trained CNN is then
utilized in the inference phase to perform the classification,
recognition, or other tasks. Deep CNNs are thus character-
ized by a large number of compute-intensive convolution
operations along-with enormous memory traffic and storage
requirements [9]. GPUs have been particularly successful in
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speeding up the inference and training phases of DNNs [10].
However, their high energy demand has resulted in a growing
interest in the use of custom hardware designs, build using
ASICs and FPGAs. In particular, the recent push towards
emerging computing paradigms, such as Edge and Fog Com-
puting, is pushing the boundaries of the extent of compu-
tations that can be realized on devices that are constrained
with limited energy budget and are low on computational
resources [11]–[14]. Recently, Approximate Computing is
being employed to enable quality scalable designs on such
resource-constrained devices by relaxing the bounds of pre-
cise computing and provide new opportunities for improving
the area, energy, and performance efficiency of systems at
the cost of reduced output quality [15], [16]. In the con-
text of the realization of CNNs on such devices, researchers
are particularly devising schemes to reduce the computa-
tional complexity of CNN accelerators by quantizing their
filter weights. The reason is that the logic area and energy
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FIGURE 1. The figure shows the effect of bit-width scaling on the
computational overhead of popular CNNs. Here Computational Overhead
is defined as the number of full adders required to implement the
convolution operation. A Substantial increase in the computational
overhead can be observed as we increase the bit-width. The inset
provides a magnified view of computational overhead for LeNet.

requirements of a custom dedicated design scale with the bit
width [17]. To demonstrate this, we evaluate the computa-
tional overhead of convolutional operations of a few popular
CNN architectures for various bit-widths. For the sake of
comparison, we define computational overhead as the num-
ber of full adders required to implement the convolution oper-
ations, assuming the use of Wallace trees [18] for the imple-
mentation of multipliers. Figure 1 plots the estimated compu-
tational overhead for LeNet [19], AlexNet [3] and ResNet-
50 [20] for 8, 9 and 10 bit fixed point implementations.
We note two observations. Firstly, the computational over-
head increases substantially as the number of convolutional
layers increase (ResNet-50 has 49 layers compared to 5 for
AlexNet). Secondly, each additional bit in the bit-width of
the design can cause a significant increase in computational
overhead (30% for one additional design bit for ResNet-50).
This increased computational complexity further adds to the
area and latency overhead since each additional bit that is
used to represent a filter weight results in the generation
of an additional partial product that has to be added during
the multiplication operation. Thus, a single-bit reduction in
the bit-width of a fixed point CNN accelerator design can
significantly reduce the area, compute energy, and latency.

A. STATE OF THE ART AND THEIR LIMITATIONS
A significant class of work related to the efficient implemen-
tation of CNNs aims at reducing the precision of convolu-
tional filter weights to take benefit of arithmetic units with
lower computational overhead [21], [22]. Binary (−1, 1) and
ternary (−1, 0, 1) networks have been successfully explored
in this context [23]–[25]; however, they require special-
ized retraining procedures to perform the backpropagation.
Trinh et al. [26] proposed a 7-bit significant position encod-
ing (SPE) scheme to achieve a 12.5 percent storage gain,
as compared to an 8-bit fixed point binary representation.
The technique made use of differential encoding and weight
scaling to represent the filter weights using fewer non-zeros.
However, due to the encoded nature of data representation,
standard binary arithmetic was no more applicable for their
computational units. In a recent effort, Gysel et al. [22]
studied the effect of precision quantization, specifically in the
context of dedicated architectures for CNNs. They proposed

three variants: a dynamic fixed-point representation, a mini
float representation, and a multiplier-less scheme that utilized
coefficients approximatedwith the power of 2. They observed
that dynamic fixed-point representation coupled with retrain-
ing provides the best results. Note that all the quantization
strategies mentioned above provide a rigid CNNmodel since
the filter weights are required to be retrained for a particular
quantization level. Thus, if it is needed to scale down the
design to a lower energy mode, complete retraining has to
be performed at a lower quantization level. consequently,
a separate corresponding set of weights has to be stored. This
limitation makes the state-of-art schemes less favorable for
quality-scalable accelerators that require configurable quality
modes [27], [28] to exploit performance/area trade-off for
resource-constrained devices. Thus, there is a need for a com-
plementary scheme that builds upon the existing pre-trained
network and tries to reduce further the computational over-
head irrespective of the quantization method used. Further-
more, to enable quality scalable design, it is also desired
that the scheme provides a systematic way to enable scalable
designs with various accuracy levels that can be selected as
per accuracy/resource requirements.

B. NOVEL CONTRIBUTIONS
In this paper, we propose CAxCNN, a Canonic Sign Digit
based Approximation methodology for Convolutional Neural
Networks. In particular, we analyze the use of our proposed
Sign Digit (CSD) representation for the filter weights of
CNNs and provide an associated error bound. The approxi-
mation aids in decreasing the number of non-zero terms in
the CSD representation, subsequently resulting in arithmetic
units with lower computational overhead. Our approach is
complementary and can be applied to quantized weights
obtained using the existing state of the art quantization
schemes and do not require further retraining/fine-tuning.
Furthermore, when employed with one of the proposed
approximate CSD representation, representation, CAxCNN
can aid in the design of quality-scalable architectures by
supporting multiple accuracy levels. Our CAxCNN tool-set
is provided as an open-source contribution [29] to aid in
reproducing the results and further research.

II. PROPOSED CAxCNN APPROXIMATION
METHODOLOGY
In the following, we first provide a few relevant properties
of CSD representation, followed by its relevance to CNNs.
Then we present our approximate CSD representation and
its associated error model. The section concludes with our
CAxCNN methodology that aids in designing of hardware
accelerators with reduced computational overhead.

A. CSD REPRESENTATION FOR FILTER WEIGHTS
Canonic sign digit representation uses ternary weights
{−1, 0, 1} to represent a binary number [30]. There are two
important properties of CSD numbers: Firstly, for an N-bit
binary number, its CSD representation has the least number
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FIGURE 2. Multiplication of an input Y with a coefficient (with value 159)
represented in (a) Binary (b) Accurate CSD (c) Approximated CSD (φx =
2) and (d)Approximated CSD
(φx = 1) representation.

of non-zeros (−1,1). Secondly, adjacent bits in the CSD
representation cannot be both non-zero. An N-bit fixed-point
binary number, P, with m integer and n fractional bits can be
represented in an equivalent CSD representation as:

P = 2−n
N∑
i=0

pi2i (1)

where pi. ∈ {−1, 0, 1}. Since CSD representation re-codes
a binary number in a representation that requires φ (with
φ < N ) non-zero digits, it helps reduce the computational
cost of various arithmetic operations. This representation is
particularly useful for the case when a number has to be
multiplied with a constant since the number of partial prod-
ucts is equivalent to the reduced number of non-zeros (φ).
These benefits can be exploited for the case of Deep CNNs
since the filters weights are static (once trained) and hence
can be converted to an equivalent CSD representation. The
ternary representation of-course requires N + 1 + φ bits to
be stored for each number: N + 1 bits to store the position
while φ bits to store the polarity (−1 or+1) of non-zero bits.
The benefit achieved in terms of reducing the computational
complexity is illustrated in Fig. 2. Let us assume an input
value Y being multiplied by a filter weight with value 159.
Assuming N=8, the multiplier is represented as 10011111 in
binary, and its dedicated circuit requires six shifts and five add
operations (Fig 2(a)). The corresponding CSD representation
for this constant multiplier is 10100001 with φ = 3. Here,
1 represents a negative weight (-1). It can be observed in fig
2(b) that CSD based representation results in a circuit that
requires just φ shifts and (φ − 1) add operations for the
same multiplication, thus reducing the overall computational
overhead.

B. APPROXIMATE CANONIC SIGN DIGIT
REPRESENTATION
Let P be a binary number accurately represented in CSD
using φ non-zeros. Its corresponding approximate repre-
sentation (CAx) is formulated by representing it using φx
non-zero ternary bits, where (φx < φ). Fig 2 (c and d) illus-
trate two approximate CSD representations for a coefficient
value of 159. We propose three approximation strategies,
as described below:
• CAxt , Truncated CAx : Provided a φx , only the most sig-
nificant φx non-zero ternary digits are retained. Similar
to a truncation operation, the rest of the least significant
non-zero digits are discarded.

Algorithm 1 CAxm Approximation
Input: W : Weight Matrix, φx : CSDNon-Zeros Limit,Qm.n:

QFormat, m Integer and n Fractional bits
Output: Wapprox : Approximated Weights
1: procedure CAxm (Win, φx ,Qm.n)
2: Wb← toBinary(W ,m, n)
3: WCSD← toCSD(Wb)
4: for each wCSD in WCSD do
5: NZIndices← NonZerosIndices(wCSD)
6: wApprox ← wCSD
7: NZCount ← CountNonZeros(wApprox)
8: i← 0
9: while NZCount > φx do
10: wCSD(NZIndices(i))← 0
11: NZCount ← NZCount − 1
12: i← i+ 1
13: end while
14: loss← |wCSD − wapprox |
15: wapprox ← Minimize(loss,win, φx ,m, n)
16: end for
17: end procedure

• CAxe , Exhaustive CAx : A truncated CSD representation
CAxt , of a binary number, may not necessarily be its clos-
est representation inφx non-zero ternary bits. Since there
may exist multiple approximate CSD representations for
a number, an analytical form solution may not be trivial.
Thus, for CAxt we perform an exhaustive search across
all possible φx non-zero digit CSD combinations to find
the closest match with the least error.

• CAxm , Minimal Search CAx : In minimal search approxi-
mation, we first computeCAxt , and then perform a local-
ized search in the neighborhood of the number P to find
a better candidate. This method reduces the search time
as compared to CAxe while providing an approximate
representation that is close to the original number. The
procedure is described in Algorithm 1.

Since we shall be applyingCAx approximation to the filters
of CNN, the floating-point weights are first converted to
binary with m integer and n fractional bits. A matrix of
such trained weights is passed to the CAxmApproximation
procedure, along-with its fixed-point bit-width information
(m, n) and the desired φx . The procedure converts the number
to an equivalent CSD representation using [30]. For each
number, the positions of non-zero digits are counted. The
desired number(φx) of most significant non-zero digits are
kept while rest are discarded by assigning a value of zero. This
representation matches that of CAxt . A loss function is then
computed that provides the measure of error incurred due to
approximation. A Loss Minimization procedure, Algorithm 2,
is then employed to search other CSD combinations that
lie within a neighborhood of window defined by the loss
function. Finally, the representation with minimum loss and
with a count of non-zeros equal to or less than φx is returned
as the approximated weight.
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Algorithm 2 CAxm : Loss Minimization
Input: loss: Approximation error, win: Input weight, φx :

Non-Zero Limit Qm.n: Q-Format, m Integer and n Frac-
tional bits

Output: wapprox : Approximated CSD Weights
procedure Minimize(loss,win, φx ,Qm.n)
1: Generate all CSDs in range win-loss to win+loss
2: Remove Non-Zeros upto φx for all CSDs
3: Calculate lossnew for each approximated CSD
4: Return CSD with minimum lossnew
end procedure

C. APPROXIMATION ERROR ANALYSIS OF CAxCNN
When a binary number P is represented using CAxt repre-
sentation, an error is introduced due to the reduced num-
ber of non-zeros. The maximum error shall occur when the
maximum number of non-zeros is packed towards the most
significant bits. Since two consecutive digits cannot be non-
zero, the maximum error that can occur in representing an
N bit binary number using φx non-zero canonic sign digits is
given below in equation 2.

ECAxt ≤



2−n
d
N+1
2 e−φx−1∑
i=0

22i+1 if N is odd

2−n
d
N+1
2 e−φx−1∑
i=0

22i if N is even

(2)

Here n is the number of fractional bits of the binary number
P. This error bound applies to all the CSD approximations
since CAxt incurs the maximum accuracy loss.

D. CAxCNN METHODOLOGY
Our CAxCNN methodology is illustrated in Fig.3 and
described below. Libraries such as TensorFlow and Caffe are
employed to train the CNN and learn the filter weights. These
filter weights are typically learned as 32-bit floating-point
numbers [17]. The ranges of these values are then analyzed
(using tools such as MATLAB Fixed-Point Tool) to deduce
themaximum number of integer bits (m) required to represent
them.The decision to select the number of fractional bits
(n) directly affects the precision of the network. Typically,
the total bit-width (m+n) is capped to 32 or 16 bits, and
then the fixed-point simulations are carried out (in tools
such as MATLAB) to evaluate the drop in the accuracy
of the network. This step can be followed by systematic
bit-width reduction techniques, such as Ristretto [17], [22].
The Ristretto tool performs automatic network quantization
by evaluating different bit-widths for number representation
to find the right balance between compression rate and net-
work accuracy. These steps (highlighted in red color in Fig.3)
require fine-tuning/re-training of the learned weights. Once a
viable fixed-point representation meeting the desired accu-
racy level has been found, the quantized filter weights are

FIGURE 3. CAxCNN Methodology (highlighted in blue) for CSD based
approximation of CNNs.

passed on to the CAxCNNmethodology. Note that CAxCNN
methodology (highlighted in blue) can be applied to both
normal and reduced bit-width weights and is thus a comple-
mentary strategy. However, it is suggested to be employed
after some automatic bit width reduction technique [17], [22].
First, CAx approximations are applied to the filter weights
for various values of φx . Thus, for each φx , we get a par-
ticular configuration of weights. Classification accuracy is
then computed for each configuration. The configurations
that provide accuracy values that are equal to or better than
the minimum acceptable quality level (controlled via quality
control knob) are all eligible for hardware implementation.
The approximated weights result in a significant reduction
in the computational overhead due to reduced logic area
and latency. Thus the CAx approximations provide a realiz-
able quality control knob to gracefully trade-off quality vs.
area/latency benefits.

This methodology is particularly suitable for recently pro-
posed CNN accelerators exploiting batch processing [31] and
dynamic hardware reconfiguration [32]. Batch processing
involves processing the whole batch of input activations for
a particular layer of CNN. Since memory bandwidth and
storage requirement of the filter weights is averaged over the
entire batch, the storage overhead associated with the ternary
representation of the weights, as discussed in Section II.A
is lowered. When combined with dynamic hardware recon-
figuration, our CAxt approximate representation can be fur-
ther exploited to design quality-scalable accelerators. This
is because filter weights of varying accuracy levels can be
formed by discarding the non-zeros digits beyond the φx most
significant non-zeros. Accordingly, the related computational
logic can be either power/clock gated for the case of ASICs or
removed for the case of FPGAs. This is unlike schemes that
require a different encoding for each approximate representa-
tion [26] or the ones that perform retraining for each accuracy
level [17].

III. EXPERIMENTAL RESULTS AND DISCUSSION
In this section, we provide the results of our evaluation of
the proposed CAx approximation schemes and CAxCNN
methodology for four CNNs: A LeNet architecture (trained
on MNIST dataset for handwritten number classification),
a CIFAR10 network (trained on CIFAR-10 dataset for image
classification) and, an AlexNet [3] and a VGG-16 [33]
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TABLE 1. Absolute Mean Error, Max Error and Error Upper Bound for CAx
based approximations for various values of φx .

TABLE 2. Time required for computing CAx Approximations.

network (trained on ImageNet dataset for image classifica-
tion). To demonstrate that CAx provides effective represen-
tation for CNN’s filter weights, we compared the accuracy
achieved to that of Gysel et al. who reported the accuracy of
their quantized LeNet and CIFAR in [17] and for AlexNet
in [22]. It is pertinent to note here that this comparison is pro-
vided for illustrating the robustness of CSD based approxima-
tion. In reality, our technique is complementary in a way that
it is applied together with the quantizaiton schemes. Thus,
towards the end, we also provide the results of CAxCNN in
a complementary setup where the proposed CAx approxima-
tions are being applied to a VGG-16 network quantized using
state-of-art dynamic fixed-point quantization [22].

A. EVALUATING THE CAx APPROXIMATIONS
We apply the proposed CAxt , CAxm , and CAxe approxima-
tions to the filter weights of LeNet for various values of
φx . We report the maximum and mean of the absolute error
introduced to the trained filter representation in Table 1. For
these results a LeNet implementation with Q4.4 representa-
tion for filter weights was used. It can be observed that CAxm
provides the same error performance as that of CAxe . CAxt
approximation is providing slightly elevated levels of error;
however, the numerical results are still within the theoretical
error bound provided by equation 2.

For a large CNN, approximations can take a consider-
able time to be computed as the number of filters is large.
In order to assess the computational overhead of the proposed
CAx approximation schemes, we report the average time to
approximate a LeNet filter weight in Table 2. The scripts
were run on a Core i5 machine with 16 GB RAM, using
MATLAB. CAxm and CAxe require 25x and 83x more time
as compared with CAxt for the respective approximation to
be computed. CAxm can thus be conveniently applied instead
of the time-consuming CAxe since both introduce the same
level of errors.

CAx representation allows the use of multipliers with low
computational overhead (as illustrated in Section II.B) at the
cost of approximation. To evaluate this benefit, we compared
the synthesis results of an accurate 8-bit Booth multiplier to
that of a corresponding multiplier design considering φx =
3, 2 and 1, respectively. Table 3 reports the number of BELs,
LUTs, and the corresponding latency. The designs were syn-
thesized on a Xilinx Virtex-5 XC5VLX20T FPGA using
Xilinx ISE 14.7 IDE. It can be observed that CAx provides
45%, 77%, and 97% area benefits in terms of BEL usage, and
17%, 29% and, 55% improvement in latency for φx = 3, 2
and 1 respectively. This improvement is primarily due to
the reduced number of shifters and adders required for CSD
based binary arithmetic. Table 3 also reports the error intro-
duced due to the approximate representation of the multiplier.
For this, we performed exhaustive simulations over all the
possible input combinations of an 8-bit multiplier and ana-
lyzed the Mean Absolute Error (MAE), the Worst Case Error
(WCE), and the Mean Absolute Percentage Error (MAPE)
incurred. It can be observed that even with φx = 2, the MAE
value is 499, with a MAPE of only 2.95%. Since CAx is
an approximate representation, to further assess the area
and latency benefit per unit accuracy-drop, we compared
our performance to that of three state-of-art approximate
multipliers [34]–[36]. Open-source implementations of these
multipliers were utilized for reproducible results. Since these
multipliers provide multiple configurations, we selected a
variant from each of these that either provided a comparable
value of latency or error. For DRUM [34], a configuration of
DRUM (8,4) was utilized. For [35], the Mult8× 8Cc imple-
mentation was used that consists of a combination of 4 × 2
and 4 × 4 approximate multipliers along with approximate
addition. For [36] the online implementation of logMultK_w
with w= 5 was utilized. In Table 3, the Blue, Green, and Red
colors highlight the best, 2nd best and 3rd best value within
each column, respectively (excluding Booth-8 multiplier).
It can be observed that while DRUM [34] provides a latency
that is comparable with φx = 3, the error incurred is much
higher. Similarly, φx = 2 representation results in amultiplier
design that has lower latency and error (MAE, MAPE) as
compared to Mult8 × 8Cc [35] and logMultK_w [36]. The
area requirement of the multipliers that are designed for the
proposed CAx representation is also lower as compared to
the approximate multipliers being evaluated. We, however,
emphasize here thatCAx is a representation scheme and hence
does not directly compete with the existing approximate mul-
tipliers. The design of approximate multipliers may also be
tailored for CAx representation to take benefit of the reduced
number of partial products that are inherently provided by the
canonic representation.

B. EVALUATING CAxCNN METHODOLOGY
We applied the CAxCNN methodology to LeNet and
CIFAR10. The classification accuracy (%age) for various
accuracy modes is provided in Table 4 for all the three CAx
approximations. It can be observed that the classification
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TABLE 3. Comparison of synthesis results and error evaluation for 8× 8
multiplication. The table provides results for an accurate 8× 8 Booth
multiplier and compares against the multiplier required for various values
of φx considering CAx approximations. The table also provides the
synthesis and error results for a few state-of-the-art approximate
multipliers. The Blue, Green, and Red colors highlight the best, 2nd best
and 3rd best value within each column, respectively (excluding
Booth-8 multiplier). φx = 2 representation results in a multiplier design
that provides the best area, latency, and MAE values.

TABLE 4. Classification Accuracy (%age) of LeNet and CIFAR10 for
various φx .

TABLE 5. Classification Accuracy (%age) for CAxCNN based CNNs.

accuracy of LeNet is marginally affected by the approxima-
tions. Even for CIFAR10, which is a more extensive network,
all the three CAx approximation schemes provide graceful
degradation of accuracy as we move from φ = 3 to 1.
CAx approximations can thus be utilized as an efficient

quality control knob for quality scalable design as CAxCNN
avoids further retraining/fine-tuning. The methodology can,
therefore, be used to design run-time accuracy-configurable
hardware accelerators by gating the logic that relates to the
truncated CSD bit. The associated routing and control over-
heads have to be, however, evaluated in detail.

We also compared the classification accuracy of LeNet,
CIFAR10, and AlexNet quantized using the Dynamic
Fixed-Point scheme of Ristretto [22] and those approxi-
mated using CAxt based CAxCNN. The results are reported
in Table 5. Accuracy values for 8 bit fixed-point implemen-
tations are also provided. It can be observed that for all the
three CNNs, we are achieving accuracy values that are on
par with the state-of-the-art. Furthermore, there is again a

TABLE 6. Classification Accuracy (%age) for CAxCNN applied on
VGG-16 [33] with quantized coefficients generated by Ristretto [22] tool
using Dynamic Fixed-Point quantization scheme.

graceful degradation in quality, as wemove from φx = 3 to 1,
even for the relatively deeper AlexNet. The drop in Top-1
accuracy is just 0.03% and 0.51% for φx = 3 and 2,
respectively, for AlexNet. The motivation for this comparison
was to demonstrate that a small number of non-zeros in CSD
can represent CNNs with reasonable accuracy.

C. CAxCNN APPROXIMATION WITH RISTRETTO
QUANTIZATION
CAxCNN is a complementary technique and can be
applied together with state-of-the-art quantization schemes.
To demonstrate this, we apply CAxCNN on the filter weights
of the VGG-16 network that has already quantized using the
dynamic fixed-point quantization scheme of Ristretto [22].
Table-6 reports the classification accuracy for various values
of φx . It can be observed that there is a graceful degradation
in the accuracy as we move from φx = 3 to 1. Specifically,
the drop in top-1 accuracy is 5.63.% for a CAx configuration
with φx = 2, which provided 77% area benefit as per
Table-3. Thus, CAxCNN provides efficient representation to
enable the design of accelerators with lower computational
complexity.

IV. CONCLUSION AND FUTURE WORK
ACAxCNNmethodology, based upon an approximated CSD
representation for the filter weights of CNNs was proposed.
This methodology aids in the development of hardware
accelerators for CNNs with low computational overhead.
CAxCNN provides approximation schemes with various
approximation levels, and their associated error bound.
Evaluations on LeNet, CIFAR, AlexNet, and VGG-16
demonstrate that CAx based approximations provide low
computational overheadwith acceptable quality. Themethod-
ology can be employed to design quality-scalable accelerators
by exploiting batch processing and dynamic reconfiguration
with CAxt approximation.
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