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ABSTRACT Nowadays there is a wide range of applications for WebGIS which can add great value to
modern economic, and building WebGIS system for specific scenarios is the common requirement of the
industry. While currently separate WebGIS systems are deployed at different sites and operated by different
owners, each of which has the whole set of functionalities of WebGIS, and thus introduce high cost of
development and maintenance, which is a waste of resources as most of the functionalities are the same
or similar. An edge computing based WebGIS architecture is proposed in the paper to meet the need of
customization by applying the idea of SaaS. In this distributed architecture, the resource load is reasonably
balanced between the server and the browser, which improves the overall performance of the system. Also
it utilizes edge computing to reduce the pressure on the server by sharing map tiles among WebGIS clients.
The proposed WebGIS system can not only be well customized and personalized as it is edge computing
base, but also be well usable for large number of visits due to its distributed feature. The experiments show
5 concurrent requests per second, as well as response speed increases by more than 38.6% against traditional
deployment.

INDEX TERMS [Edge computing, customizable, WebGIS, high performance, map tile sharing,

device-enhanced MEC.

I. INTRODUCTION

WebGIS has achieved amazing development in recent years
and is widely used in almost all fields of the nation, e.g.
resource transportation, environmental assessment, disaster
prediction, terrain management, urban planning, post and
telecommunications, state security, water conservancy and
power, public facilities management, agriculture, forestry
and animal husbandry, statistics and so on [1]-[3].

In terms of resource management, WebGIS is mainly
used in agriculture and forestry to solve the problems of
distribution, classification, statistics, and mapping of various
resources in the field of agriculture and forestry [4].

In terms of ecology and environmental management and
simulation, WebGIS is mainly used in regional ecological
planning, environmental status assessment, environmen-
tal impact assessment. It also provides decision support
for pollutant reduction, sustainable region development,
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environmental protection facility management, environment
planning, etc [5].

In terms of geoscience research and application, it is
mainly used in terrain analysis, watershed analysis, resource
usage research, economic geography research, spatial deci-
sion support, spatial statistical analysis, mapping, etc.

In network analysis, WebGIS aims to establish computer
models of transportation networks, underground pipeline
networks for traffic flow study, traffic rule conduction, and
emergency services.

In terms of visualization applications, WebGIS is mainly
used to build a three-dimensional visualization model of
cities, regions, or large-scale construction projects and
famous scenic spots based on digital terrain models,
to achieve multi-angle browsing, which can be widely used
in publicity, urban and regional planning, engineering and
simulation, tourism and other fields.

Therefore, there is strong need to apply WebGIS system
in different fields of economy and society. At present,
such GIS system is commonly developed based on some
standalone platform (such as ARCGIS, mapinfo) [6], [7],
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and professional IT team is also required to complete the
application-specific development, which introduces signifi-
cant budget burden for most users, especially those non-core
business users who does not frequently use it. Moreover,
as most functionalities in different WebGIS products are the
same or similar, investment to this kind of development loop
is also a meaningless waste of resources.

To avoid resource waste, as well as reduce development
and maintenance cost, new WebGIS architecture is required
to meet the requirements of scalability, flexibility, customiz-
ability and availability.

<:> | Map object | maps
Javascript H api
B [ AR ]
rowser
http ﬂ XML
Business logic ) Application
layer Web service service
Data . Geographic Application
layer Map tiles data data

FIGURE 1. WebGIS System architecture.

Il. RELATED TECHNOLOGIES

A. OVERVIEW OF WebGlIS

The current mainstream WebGIS technology is a hierarchical
tiled map which was represented by Google and Baidu.
The architecture is composed of browser-side module and
server-side module, as shown in Figure 1. The JavaScript
engine on the browser side runs the map module, obtains
the map tiles from the server side and organizes them
into maps, and also responds to various user actions
such as zooming, dragging, and marking [8]-[11]. The
server provides services such as WMS, WTS, WFS. The
Client-Server architecture was designed to reduce the server
load and provide compatibility across browsers [12], [13].

1) MAP LAYER MODEL

The map displayed by WebGIS on the browser is divided
into multiple levels, as shown in Figure 2. One can edit the
designed map by adding HTML elements (e.g. text, pictures,
links, or videos) in any of these layers, or locate specified
geographic coordinates [14]-[17].

2) MAP TILES

The front end of the system uses the Web Mercator projected
coordinate system, with the equator as the standard latitude
and the prime meridian as the central meridian [18], [19]. The
intersection of the two is the origin of the coordinate, positive
from east to north and negative from west to south. The
map tiles are distributed in a pyramid shape. The top-level
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FIGURE 3. Tile numbering.

(z=1) world map is divided into 4 pieces, and the tile
numbers xyz are 001, 101, 011, and 111 (Figure 3).

The initial numbers X and Y can be calculated from
equations (1) and (2), respectively, where A is the latitude and
longitude (unit: degree), and Z is the zoom level.

_ 7Z—-1 . L
X = [2 (180+1>} (1)

. [2 | <l_ln [tan (%5) +sec<%>]ﬂ o

T

B. SaaS MODEL OF CLOUD COMPUTING

There are three modes of cloud computing, namely laaS,
PaaS, and SaaS, among which SaaS model provides high
level of self-customization or user-defined functions under
the multi-tenancy architecture. In SaaS, users can customize
fields, menus, reports, views, workflows, etc. according
to their own business requirements, so that they can be
tailored to SaaS software even though they do not have much
programming skill [20], [21].

When WebGIS is concerned, applying SaaS on the system
enables customization of the interface, business logic, data
structure, as well as service level w.r.t. different user needs or
membership.

In traditional SaaS model, all of the customization jobs
are done in the cloud as all data from different users located
in different places are transmitted to the cloud for batch
processing, which leads to relatively heavy server load and
heavy network traffic burden [22].

On the contrary, if all the user-centric process of WebGIS
can be done near the user by utilizing edge computing,
both the cloud load and traffic burden can be efficiently
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reduced [23]-[27]. This is also the basic idea of this paper:
all the context-related processing modules are deployed as
near the user side (edge node) as possible, while other
system-related functionalities stay on the cloud side. The
edge node collects and processes data directly from the
users nearby, and also provides local services to local users,
without unnecessary communication between with the cloud
center. In this autonomic distribution system, each user
terminal (edge node) can establish a communication channel
to achieve resource sharing and improve the processing speed
of the system.

C. WebRTC

The communication protocol stack of WebRTC is shown
in Figure 4 [28]-[31]. The bottom layer is the IP of
the network layer, and the upper layer is the transport
layer. There are two protocols: TCP and UDP. TCP is a
reliable connectionless transmission service, and UDP is an
unreliable connectionless transmission service. So choose
UDP to transmit voice and video data, and choose TCP to
transmit signaling data for control functions [32]-[35].

RTCPeerConnectionn  DataChannel
XHR SSE WebSocket SRTP SCTP
HTTP 1.x/2.0 Session(DTLS)-mandatory
Session(TLS)-optional ICE,STUN,TURN
Transport(TCP) Transport(UDP)
Network(IP)

FIGURE 4. WebRTC communication protocol stack.

D. DEVICE-ENHANCED MEC

Any network entity on the path between data source and
the cloud center can act as an edge computing node,
which has the capability of computing, storage and resource
sharing [36]-[40]. The edge node is able to perform
data processing in near real-time as compared with cloud
computing [41]-[43]. In a traditional distribution, the edge
computing node is typically provided by the service operator,
while more and more user terminals, which is closer to the
data source and also has some level of computing capabilities,
are used as edge nodes.

With the rapid development of smart devices, IoT (the
Internet of Things) and 5G technologies, edge computing,
as well as the multi-access edge computing (MEC) technol-
ogy, gains more and more attraction. And device-enhanced
MEC, which makes full use of the computing power and
storage capacity of the terminal, was proposed as traditional
edge computing nodes lacks of resource computing efficiency
and service flexibility [44].
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The WebGIS system in this paper refers to the principle
of device-enhanced MEC by enabling user terminals as
edge nodes for connection establishment [45]-[49], local
computing and resource (e.g. map tile) sharing with each
other.

Ill. DESIGN OF WebGIS SYSTEM BASED ON EDGE
COMPUTING

A. DESIGN GOALS

The goal is to propose a WebGIS architecture on the basis
of edge computing (as shown in Figure 5). Users can
customize WebGIS features through SaaS cloud without
building another standalone system, and the availability and
flexibility of the network can also be better achieved by using
various distributed light-weighted edge nodes.

Customized WebGIS of Unit A

i’ WebGIS system based on i
{...._.edge computing ____/
The administrator of Unit B

customized the system online

ed it on the server

L. . server
The administrator of Unit A

customized the system online
and stored it on the server

| w «) | ! h
\ M users in Ynit A'1mproye / \\ N users in Uhit B TOVE v
N < system perfors ce ugh 4 N \systcm performance Ihmugh/ s
~ -

FIGURE 5. Design goal of WebGIS system based on edge computing.

B. SYSTEM CUSTOMIZABLE DESIGN

Customizability is one aspect of the design. User inter-
face, business logic, and data structure should be highly
customizable, via graphical interface, according to different
requirements.

Two kinds of service units, which are driven by common
and personalized requirements respectively, are classified as
shown in Figure 6, where one or more of the common service
units are designed on the cloud server side, in the form of Web
services, and the user specific units are implemented on the
client side (edge node).

The functionality of common service units includes data
access management, user authentication and authorization,
etc., and the functions of user specific units include legend
service, data statistics, and vehicle positioning etc.

All the service units are designed loosely coupled and are
relatively independent of each other to achieve the goal of
customization.

In practical applications (Figure 7), the users are able to
select the service units to build their own WebGIS apps
according to different requirements [S0]-[52].
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FIGURE 6. The principle of customization for differentiated needs.
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FIGURE 7. Customization and run of user systems.

C. TILE SHARING DESIGN

Tile sharing refers to the use of edge computingto share
map tiles among various browsers (edge nodes) to improve
the performance of the WebGIS system, without increasing
server resources.

1) THE SIGNIFICANCE OF TILE SHARING
Assuming there are K (K>0) instances of customized
WebGIS app running on the network.

Definition 1: Ni’ile (1<=i<=K) denotes the number of map
tiles on each WebGIS instance.

Definition 2: N/**" (1 <=1 <= K) denotes the number of
users who are updating map tiles on each instance.

Definition 3: Ny denotes the number of tiles that the
server needs to provide for downloading.. Ny, is expressed
as Equation 3.

K .
Ntolal = Zi:l N[user . Nitlle (3)

As the number of users and WebGIS instances scales
up, the load of the server will increase rapidly, and the
loading speed of user maps decreases and the user experience
degrades.

To solve the problem, edge based tile sharing is proposed
to balance the server load and achieve cost efficiency without
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FIGURE 8. The significance and principle of sharing map tiles by edge
computing.

upgrading server configuration or increasing server number,
which is shown in Figure 8.

2) PRINCIPLES OF MAP TILE SHARING

The principle of map tile sharing is shown in Figure8. Each
user terminal can act as an edge node, and communication
connections are established straightly between the nodes for
map tile sharing, rather than each node downloading tiles
from the server respectively.

For example, multiple WebGIS instance may share the map
tiles with other simultaneous instances once it downloads tiles
from the server, such that only one download session with
cloud server is needed.

The sharing connection is established via peer-to-peer pro-
tocols, e.g. WebRTC PeerConnection for signaling channel
and WebRTC Datachannel for tile data transmission.

As RTCDatachannel can only transmit text format [53],
the IMG-format map tiles are converted to Base64 before
essential transmission take place. The peer also need to
convert the Base64 payload back to IMG format once it
receives the packets.

D. ARCHITECTURE DESIGN

The overall architecture of edge computing based WebGIS
is shown in Figure 9. It includes Presentation Layer, Service
Layer and Data Layer.

The Presentation Lay responds of user interactions and
graphical rendering on the browser side, and the Ser-
vice Layer contains two components, i.e., server-side and
browser-side client service, which enables full customizabil-
ity of the services.

The customization, including user interface, service logic,
and data structure, can be performed on browser, metadata
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FIGURE 9. Architecture of WebGIS based on edge computing.

and server respectively. The customized WebGIS instance is
stored as the server-side metadata for later maintenance.

For security purpose, ICE/STUN server may be involved
when WebRTC sharing session is concerned [54], hence TCP
protocol may be used for signaling and UDP protocol is used
for map tile data transmission.

E. PERFORMANCE ANALYSIS OF WebGIS BASED ON
EDGE COMPUTING

One of the design goals of WebGIS based on edge computing
is to speed up the operation of the system by placing some
service units on the client. As the performance of models
relies on whether the service unit are implemented on server
side or client side, which is compared as follows.

1) SERVICE UNITS ON SERVER SIDE
All client requests need to be queued for processing by the
server.

Assuming that the service request arrival time of each
user in the system follows Poisson distribution, the number
of servers is 1, and the service rate is wu, and the running
time required by each service unit is a negative exponential
distribution. In the case of not overloading, the queue space
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on the server side is unlimited. The system can be regarded
as a queuing model of M/ M/ 1/ oo/oo/ FCFS.

Definition 4: E{ denotes the computing capability of i-th
client, where 1 <i < D.

Definition 5: S, denotes the y-th service unit on the server,
where 1 <y <K.

Definition 6: le denotes the workload on the server
generated by the call from the client i to the service unit S),.

Definition 7: E; denotes the computing capability of the
server.

Definition 8: )‘}Y denotes request rate of client i to service
Sy (req/s)

Denote G as the overall workload of all service requests
arriving in a unit time, shown in equation (4).

G= Z;; Zil AW 4

Denote N as the overall number of service requests arriving
per unit time, as equation (5).

N = Z;; Zil x) )

Denotes T as the average processing time of each service
request, T = G/ (N x Ej ).

Denote A the arrival rate of the service request, A = N.

Denote u as the speed of service processing, u =1/ T.

Denote p as the probability of at least one service request
in the system, p = A/ u.

Denote L as the average queue length in the system is
expressed as, Ly = p/ (1-p).

Denote L, as the average number of customers waiting for
service in the system, L, = Ly /p.

Denote Wq as the average waiting time of each service
request, Wq = Lq / A, we can get equation (6).

A

2

He=Ap

W, =
2
K D )
(Zy:] Zi:l ()Li) ’ Wl}))
B K D K D )
Eo Xl 32 4 (B 22, 0 w))

For the customized system of user i, denote N; the number
of requests sent per unit time, as shown in equation (7).

K
y
N; = Zy=1 b (7

Denote G; as the requested workload per unit time i-th
users instance, shown as equation (8).

K
Yy oWy
Gi=) i (A - W) ®)
Denote T as the total running time of the customized i-th

user’s instance, shown as equation (9).

G;
E;

(6)

TS =N;- W, + ©)
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According to equations (6) (7 (8) (9), equation (10) can be
obtained.

2
K K D
75— Zy:l A‘zy (Zy:l Zi:l ()‘i) ’ Wty)>
i K D K D
ES . Zy:l Zi:l )\'3) (ES_Zyzl Zi:l ()\'i) . le)>
K y y
+ Zy:l ()\'l : Wl)

Es

(10)

2) SERVICE UNIT ON USER SIDE
The service units are all placed on the user side for
implementation The system can be regarded as a queuing
model of M/ M/ 1/ oo/oo/ FCFS.

Denote T¢ as the system running time of i-th user.

L
According to equation (10), equation (11) can be obtained.

2
K K Yy
e DREELEW) T 6w
i~ K K ¢
YR (B - 67 W) £

an

3) COMPARISON ON RESPONSE TIME
In the actual operation of user i’s system, the transmission
delay must also be considered. The transmission delay is
expressed as Tidelay. The network delay is expressed as
T?e‘“’ork. The amount of data transferred is expressed as DTi.
The transmission bandwidth is expressed as BW. Then there
is equation (12).
DT;
BW
If the system is running on the server, the response time of
the system is expressed as T;*, T}® = Tis—i-K-T?elay. T see
equation (13).

Tfielay _ Tinetwork + (12)

1

T/ =K - T3
L SRR e w)’
Eo XE 32 (B- XN 22, 63 w)))
. Yot (- W)
E;

If the system is running on the user side, the response time
of the system is expressed as T;°. Because the transmission
3 TS — C : :
delay. is 0, T} = Ti . According to equation (11),
equation (14) can be obtained.

2
K K
e Zy:l )‘i} (Zy:l ()”3] ’ le))
i = K K
EC X (B -2 (- W)
K (1Y wY

Zy:l ()\'l : Wl)

f

Suppose Es = 5Ef, Es = 1000W, »] = 10, k = 2,
Tretwork — 0,05 (s), DTi = 2 KB, BW = 1 Mbps. The
relationship between the number D of clients and the response

13)

+ (14)
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FIGURE 10. Relationship between the number of clients D and response
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time Trs of the system running on the server and the time Trc
of the system running on the client is shown in the figure 10.

Suppose Es = SE¢, Es = 1000W, A = 10, D = 10, Tetwerk
= 0.05 (s), DTi = 2 KB, BW = 1 Mbps.The relationship
between the number K of service units included in each user
system and the response time Trs of the system running on the
server and the time Trc of the system running on the client are
shown in figure 11.

3.5
3.0 s
2.5 e
Z2.0
[©)
E1.5
10 H
0.0 -
2 4 6 8 1012 14 16 18
K (Number of service units)

FIGURE 11. Relationship between the number of service units K and
response time.

Suppose Es = SEf, Es = 1000W, K = 2, D = 10, Tinetwork
= 0.05 (s), DTi = 2 KB, BW = 1 Mbps.The relationship
between each user’s access request frequency A and the
response time Trs of the system running on the server and
the time Trc of the system running on the client are shown
in Figure 12.

1.5 B Trs

ETrc

0.5 I
0.0 -Mm.r.r.rlrlrlrlrljjm
2 4 6 8 10121416 18 2022 24

A (request frequency, Times / sec)

—
o
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FIGURE 12. Relationship between request frequency 1 and response time.
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From the comparison of the above three situations,
we can see that with the increase in the number of users,
the frequency of access requests, and the number of service
units included in the user system, the response time of
the service unit running on the client is faster. Therefore,
compared with the traditional server model, the WebGIS
system based on edge computing has better performance.

IV. IMPLEMENTATION

A. IMPLEMENTATION OF CUSTOMIZABLE SYSTEM

1) IMPLEMENTATION OF THE SERVICE UNIT

Various use cases result in various requirements for WebGIS,
including user management, geographic information man-
agement, map management, type switching, data editing,
mapping, timer, data search, data customization, etc. Among
these requirements some are common used for all services,
and others are application specific.

User management, data access, etc. are the common
requirements, and corresponding service units should be
implemented on the server side (e.g. via ASP.net).

Requirements, such as map services, data editing, dash-
board etc., are user specific, and should be implemented on
the browser side (e.g. via JavaScript) [55]-[58].

As an example, the Map Unit and Data Editing Unit can be
implemented as follows.

a: MAP SERVICE UNIT

The user specific Map Service Unit can be generated after
the parameters are applied to the system (e.g. via a form
submission). The customized parameters includes the tiles,
controls, initial geographic coordinates, width and height of
the map objects.

For example, the user may have the option to use public tils
(e.g google map, baidu map) or private tiles. In private option
the user specific tiles should be generated and numbered and
upload to the server.

As the result of map tile customization, the front-end
HTML and JavaScript code contains all of the map objects.
The Google map is referenced in our code implementation,
while other framework such as Openlayers may also be used
in practical applications.

b: DATA EDITING UNIT

The user may define a service oriented Data Editing Unit via
another form. Parameters such as ID, height, width and initial
number of rows and columns of the data editing can be highly
customized.

The corresponding HTML and JavaScript codes are
automatically generated once the Data Editing Unit is created.
The HTML code is an internal frame < iframe >, and the
JavaScript is a Handsontable plugin using Jquery.

2) CUSOMIZED VISUALISATION
As an example, suppose a WebGIS user interface includes
map visualization, data editing, dashboard and data storage,
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//a/’/,,

Metadata

Service unit

——————————————————
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FIGURE 14. The process of customization.

: Browser
(edge computing node)

as shown in Figure 13. A visual editor app is implemented to
enable such customization shown in Figure 14.

The insertion of forms and other controls is done via
the toolbar, and then the corresponding HTML/CSS code is
generated in the editing area, which decides the layout of the
user interface.
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Other objects, such as map objects, database objects and
charts etc., may also be inserted and bound with each other,
so as to achieve service customization.

In our case, all the service units, and binding of units are
implemented in JavaScript code, which is stored as server
metadata later on. Related HTML and CSS is also stored after
appropriate editing, and they will be retrieved by the browser
for rendering during the active period of the running instance.

B. IMPLEMENTATION OF MAP TILE SHARING

The map tiles are shared among the nodes via WebRTC,
including handshakes, information broadcasting and request/
response handling, data transmission etc.

1) ESTABLISH A COMMUNICATION CHANNEL BETWEEN
NODES

Before the data sharing takes place, a signaling connection
should be firstly established between the browsers (edge
nodes), as shown in Figure 15.

serv.
Signaling
service

server

WebGIS
service

®
Browser Browser
(Edge (Edge
computing e @ \: computing
node) — node)
RTCDataChannel
RTCPeerConnection

FIGURE 15. Establish a communication channel between nodes.

a: WORKING PROCESS OF COMMUNICATION MODULE

(1) Two browsers (edge nodes) are first registered (and sign
in) to WebGIS server as steps @ @.

(2) The browsers also sign in the signaling server to obtain
their identification respectively, as steps @®.

(3) The initiator send out a RTCPeerConnection Offer and
the receiver will send back an Answer via the RTCPeer-
Connection. The parties also negotiate ICE parameters,
as steps ® ©.

(4) The RTCPeerConnection connection is established,
and then a RTCDataChannel instance is created for data
transmission, as step @.

b: CREATION OF RTCPeerConnection
When a browser initiates a real-time communication connec-
tion call, the sequence of establishing an RTCPeerConnection
connection is shown in Figure 16.

(1) First, the application creates a Peerconnection Factory,
which is a factory class used to generate PeerConnection.
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Remote Peer Application(PeerconnectionObserver) Peerconnection Factory Peerconnection
| | | |
| ; | |
| | . | |
! @ CreatePecrconnectionFactory | !
| | |
i | CreatePeerconnection i |
| o N |
| | 2 | |
| | | |
i ! CreateLocalMediaStream | !
| | CreateLocalVideoTrack i |
i i CreateLocalAudioTrack i i

| | |
! ! (Add tracks to the stream) ! !
| LM N |
| Y ( |
| | |
| | |
! ! AddStream or Commistreamchanges !
| Tt ‘
| | |
| : |
; L OnSignalingMessage(offer) !
{5\
| N T 1
! Send offer to the remote peer ! !
| | |
| | |
1" Create answer tothe remoe peer | !
_—) ProcessSignalingMessage(answer) !
| | Q) |
| P )
| OnAddStream I
) {0} !
M} !
| |
| |
| |
| |

FIGURE 16. RTCPeerConnection connection establishment timing.

(2) Then, create a PeerConnection instance.

(3) Create a local media stream, and add the video stream
and audio stream to the corresponding track.

(4) Add this media stream to the PeerConnection instance,
or submit stream changes.

(5)The PeerConnection instance connected to the calling
party generates an Offer.

(6)The application sends the offer to the remote callee
through a signaling service after receiving the Offer.

(7) After receiving the Offer, the remote callee generates
Answer and sends it to the application program through the
signaling service.

(8)The application transfers the Answer to the local
PeerConnection instance. After the negotiation between the
two parties is completed, the local and remote SDP are set up
and the connection is established.

(9) When the local PeerConnection instance receives the
media stream from the other party, it is handed over to the
application for processing.

¢: THE CREATION PROCESS OF RTCDataChannel
DataChannel can transmit binary data or text data. Dat-
aChannel can be set to an ordered or unordered transmission
method, or it can be set to a reliable or unreliable
method. The setup message is transmitted through the
DATA_CHANNEL_OPEN datagram, the format of the
DATA_CHANNEL_OPEN datagram is shown in Figure 17.
First, you must first create a RTCPeerconnection to
establish a connection. Then create a DataChannel object on
this RTCPeerconnection. Multiple DataChannel objects can
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Label
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FIGURE 17. DATA_CHANNEL_OPEN datagram format.

be created on an RTCPeerconnection, and each DataChannel
object can be given a name (label) and configuration options
(options).

In the JavaScript interface of WebRTC, the above datagram
configuration options can be achieved by setting parameters
when creating the DataChannel object.

When we transfer map tiles between browsers, the estab-
lished peerconnction has no audio and video, and no stream
is added. Only datachannel. Therefore, there is no video or
audio in the sent offer (sdp), the content is as follows:

{“type”: “offer”, “sdp”: “v = 0 \ r \ no =-
8335070345506316053 2 IN IP4 127.0.0.1 \ r \ ns =-\'r
\nt =00\ r\ na = msid- semantic: WMS \ r \ nm =
application 9 DTLS / SCTP 5000 \ r \ nc = IN IP4 0.0.0.0
\ r\ nb=AS: 30\ r\ na=ice-ufrag: PXEn \ r \ na = ice-
pwd: ib3DQhicOgJWFA9GyinVOSXn \ r \ na = ice-options:
trickle \ r \ na = fingerprint: sha-256 08: 3A: 3A: FA: 09:
26: 35: 74: F7: 81: 6F: D5: CE: AB: B2: DF: 87: CF: FE:
45: 1B: AB: C4: 87: A2: 5E: 52: E2: A5:45: A1: 90 \ r \
na = setup: active \ r \ na = mid: data \ r \ na = sctpmap:
5000 webrtc-datachannel 1024 \ r \ n”’}

2) TRANSMISSION OF MAP TILES
The transmission of map tiles includes downloading and
sharing, as shown in Figure 18.

For instance, node A calculates the geographic coordinates
and decides which tile to used, then it sends a tile
download request to the server by default. If the server
load is low enough (under some threshold), the server may
directly reply to the node with the requested tile data,
otherwise it notifies the node to retrieve data from other
nodes.

In the latter case, node A sends a tile request broadcast
to the whole network, the broadcast content contains the tile
number. Any candidates that contain the requested tile will
respond back to node A, and some node B will be selected
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FIGURE 18. Flow chart of tile transmission.

for sharing as its response arrives first. Then node A setup a
WebRTC session with node B and initiates data transmission.
If node A does not receive any response from the nodes in
time (e.g. in 300 ms), it attempts to download from the server.
The map tile data should be converted from IMG format to
text format for better RTCDataConncetion transmission.

V. RESULTS AND DISCUSSION

There are 2 Alibaba Cloud ECS Servers and 4 clients in our
experimental environment. The configuration of the cloud
servers are (respectively): 2-core CPU, 8G memory, SMbps
downstream bandwidth, with Windows Server 2008 R2 64-
bit Enterprise Edition OS.

One server is implemented as a WebGIS server, and the
other is the WebRTC and STUN server.

The clients are PCs, which has the configuration (respec-
tively): Intel core i5-6200U 2.3GHz CPU, 4GB memory,
500G hard disk, and with Windows 7 OS. The browser used
in the experiment is Chrome 71.0.3578.98. The bandwidth
between each browser node is 10Mbps.

A. CUSTOMIZABLE TEST
The WebGIS system is highly customized due to the
flexibility nature of service units.

For example, a WebGIS legend instance can be built by
using {map service, data editing service, legend drawing
service, data access service} configurations, as shown
in Figure 19.

Another example is the WebGIS chart instance with
configurations of {map service, data editing service, chart
service, data access service, coordinate reading service},
as shown in Figure 20.
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FIGURE 20. Customized chart drawing WebGIS system.

B. PERFORMANCE TEST
In our experiment, service units of data editing, chart
drawing, legend drawing are selected for testing, each of
which includes server-side and browser-side performance
respectively.

Test method: browser-side performance is tested with
JavaScript, and server-side performance is tested with
http_load software.

1) DATA EDITING UNIT

If the data editing unit is on the server side, the test code
includes a data query and data addition, using http_load test.
At different access frequencies R (times / sec), the response
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TABLE 1. Response time of data editing unit under different access
frequency R (server-side operation).

R(bps) Trs(ms) R Trs(ms)
1 65.2 20 70.2
2 66 30 72
3 66.3 40 72.4
4 66.8 50 73.2
5 67.5 60 73.2
6 67.5 70 74.5
7 67.8 80 74.5
8 68.1 90 84.5
9 68.3 100 125
10 69.6 110 240

300

250 BTrs

200

150

100 I
50 -

:;b i

E 1 3 5 7 9 20 40 60 80 100

Rate(Times / sec)

FIGURE 21. Response time of the data editing service unit running on the
server.

time Trs of the data editing unit is shown in Table 1. The
corresponding histogram is shown in Figure 21.

It is obvious that as the access frequency increases,
the response time will increase rapidly when the server is of
almost full load.

On the other way, JavaScript test is performed when
the data editing unit runs on the browser side. and the
response time of each data edit (add, delete) is less
than 1ms.

Assume each data editing operation includes 20 atomic
operations such as data addition, deletion, and modification
etc., then server-side service unit relates 20 requests while
client-side service unit only relates 1 request.

Also s uppose there are 60 clients. According to Table 1, the
frequency of user data editing Ru (times / minute), the total
response time of the data editing unit running on the browser
side Trc, the total response of the data editing unit running
on the server side The relationship of time Trs is shown
in Figure 22.

According to the table, the average value of Trc / Trs is
4.8%. So the total response time of the data editing unit
running on the browser side is 95% faster than the total
response time running on the server side:
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FIGURE 22. Data editing unit, comparison of Trs and Trc at different
access frequencies.

2) CHART DRAWING UNIT

Http_load test is performed when the charting service unit is
on the server side, which includes 10000 data accumulation
calculations and 500K data transmission (simulating the file
size of the drawn picture). The response time is expressed
in Trs.

JavaScript test is performed when the charting unit runs on
the browser side, which includes 10000 data accumulation
calculations. The response time is expressed in Trc.

Suppose there is only 1 client. The relationship between
Trs and Trc is shown in Figure 23 under different access
frequencies R (times / sec).

150
100
50
0 3
£
1 2 3 4 5 6
Rate(Times / sec)

FIGURE 23. Chart drawing unit, the relationship between Trs and Trc at
different access frequencies.

The average value of Trc / Trs is 31.6%. So the total
response time of the chart drawing unit running on the
browser side is 68.4% faster than the total response time
running on the server side.

3) LEGEND DRAWING UNIT

Http_load test is performed when the legend drawing unit is
on the server side, which includes 1000000 data accumulation
calculations and 500K data transmission (simulation drawing
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1000 * 1000 pixels legend). The response time is expressed
in Trs.

JavaScript test is performed when the legend drawing unit
runs on the browser side, which includes 1,000,000 data
accumulation calculations. The response time is expressed
in Trc. In the case of access frequency 1 (times / sec),
the relationship between the number of clients D and Trs and
Trc is shown in the figure 24.

4000
B Trc 3369
2689
3000 BTrs
2000
1088 1088852
1000 -~
£
20 -
£
[~ 1 2 3 4 5 6 7
Number of clients

FIGURE 24. Legend drawing unit, the relationship between the number of
clients D and Trs, Trc.

The average value of Trc / Trs is 61.4%. So the total
response time of the legend drawing unit running on the
browser is 38.6% faster than the total response time running
on the server.

C. TILE SHARING EXPERIMENT

The experiment simulates adding a new user to the WebGIS
system at a certain moment, and then compares the time for
the new user to download the map tiles. The number of tiles
downloaded each time is 12 and the experimental data is
shown in Table 2.

TABLE 2. Server download and tile sharing download time (seconds).

Server Server Shared tiles Shared tiles
bandwidth download time (2 users) (3 users)
10K bps 2091 1.114 0.519
20K bps 13.56 0.982 0.487
30K bps 8.60 0.851 0.336
50K bps 5.12 0.633 0.271
100K bps 2.79 0.581 0.262
500K bps 0.483 0.381 0.227

In the case of the same server bandwidth, when using
shared tiles, the time for new client to download tiles is
significantly reduced when multiple WebGIS instances are
online, i.e., more client participation means faster speed,
as shown in Figure 25.

From Table 2, it is obvious that our tile sharing method
takes full advantages and is more bandwidth efficiency when
the server bandwidth is constrained, as shown in Figure 34.
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FIGURE 25. Comparison of server download mode and tile sharing mode.
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FIGURE 26. Comparison of server download and download sharing under
different server bandwidths.

Figure 26 shows that even in the case of 500Kbps
bandwidth constraint, the download speed of the tile sharing
increases by more than 50% if there are more than 3 sharing
clients.

It can be seen from the experimental results that the map
tile sharing technology greatly improves the performance of
the system as it is very similar to device-enhanced MEC
and ad-hoc cloud computing. Since the client is closer to
data source and also have computing and storage capabilities,
it can act as nodes for edge computing, is an important
supplement to MEC or cloud computing resources. When the
cloud is overloaded, all nearby clients establish connections
through ad-hoc cloud and share computing and storage
resources.

VI. CONCLUSION

Based on the requirements from the industry, an edge comput-
ing based WebGIS architecture is proposed and implemented
aiming the goal of high customizability, usability, flexibility
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and scalability compared to traditional vertical WebGIS
systems.

The customizability is obtained by classified requirement
analysis and decomposition, from which the common service
units and user-specific service units are derived and designed
carefully on the server side or client side with the considera-
tion of server load and traffic optimization.

Also the flexibility and scalability of the system are
satisfied by utilizing peer-to-peer protocol between clients for
map tile sharing, which avoids single point of failure on the
server side. From experimental testing, it is concluded that
the overall response speed on distributed edge infrastructure
increases by at least 38.6% against traditional cloud comput-
ing.

As for the usability, various visualization technologies are
taken into account when the WebGIS system is designed
and implemented, so as to enable the user to customize the
instance through a graphical interface.

The last but not the least, map tile sharing among the clients
by utilizing device-enhanced MEC technology not only
reduces the server burden, but also supports large concurrent
visits. Experiments also shows the download speed for map
tiles improves significantly in the case of multiple client
participation.
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