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ABSTRACT The selection of parameters for the hybrid active power filter (HAPF) is essential to harmonic
compensation. To optimize HAPF parameters, this paper presents an improved grasshopper optimization
algorithm (IGOA). In the IGOA, the whole population is divided into two sub-populations which focus on
exploration and exploitation respectively. An improved social interaction mechanism is proposed to balance
global and local searches. Furthermore, a learning strategy is introduced and an exemplar pool is built
to replace the target in the original GOA, which can enhance the global search ability and escape local
optima. The proposed IGOA is employed to optimize the parameters of two prevalent HAPF topologies for
several cases. The experimental results show that the IGOA can get a promising performance compared with
previous studies and other meta-heuristic algorithms.

INDEX TERMS Grasshopper optimization algorithm (GOA), hybrid active power filter (HAPF), harmonic
pollution, computational intelligence.

I. INTRODUCTION
As the power electronic technology develops, many non-
linear loads and rectifiers have been applied widely in the
industry. These devices brought a negative impact on power
quality. Among these, significant amounts of harmonics were
introduced to the power grid, which causes severe degrada-
tion of power quality. Thus, research of harmonic elimination
is of great significance.

To alleviate the effects of harmonic pollution, passive
power filters (PPFs), active power filters (APFs), and hybrid
active power filters (HAPFs) are widely used in the power
grid. Basically, passive filter is a passive circuit network
composed of inductors, capacitors, and resistors. The param-
eters of the element and the topology of the circuit affect
the frequency characteristics of the network used to elimi-
nate harmonics. A passive filter is an economical approach
that easy to design and implement. However, only specific
frequencies of harmonics can be filtered, which is lack of
flexibility as the parameters of its component are relatively
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fixed. Active power filters (APF) usually detect harmonic
currents and counteract themwith a controlled current source.
Unfortunately, active filters have not been widely applied
due to its high economic cost. In recent years, hybrid active
power filters (HAPF), which combine active filter and passive
filter, have become an effective approach to suppress har-
monic [1]–[3]. In HAPF, the passive filter acts dominantly
in harmonic compensation whilst active filter improves the
filtering characteristic of PPF and suppresses resonance. This
structure can effectively decrease the capacitor and rating of
the active filter, thereby solve the high- cost issue. However,
the design of theHAPF ismore complicated. For example, the
harmonic current flows through passive filters then produced
harmonic voltage, which affects the capacity of the active
filter. Meanwhile, the harmonic filter design must achieve the
best solutionwhile satisfyingmany constraints, such as power
factors and cost-effectiveness. Consequently, the parameter
selection of passive filter (L and C) and active filter (gain
value G) is of great significance.

Essentially, the design of HAPF and PPF is a complex
non-linear programming problem that can be considered
as an optimization issue. Various studies had been carried
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out, and many single objective and multi-objective mod-
els had been established for designing power filters. Refer-
ence [4] constructed a multi-objective model for designing
large scale PPF and implemented hybrid differential evolu-
tion (HDE) to design the parameters. Reference [5]–[7] uti-
lized the genetic algorithm (GA) to optimize the parameters.
However, GA contains selection, copy, crossover and muta-
tion, and other processes, which make it complex to imple-
ment. Reference [8] presented Mixed Integer Distributed Ant
Colony Optimization (MIDACO) for solving multi-objective
single-tuned passive filter design problems. Reference [9]
presented bacterial foraging optimization (BFO) algorithm
and its adaptive version to optimize the planning of passive
harmonic filters. Reference [10] presented the Harris hawks
optimization (HHO) algorithm to obtain the optimal parame-
ters of passive filters.

Most previous researches aimed at the optimal design
of passive filters, while the application of meta-heuristic
algorithms in hybrid active power filter (HAPF) remains
scarce. Reference [11] constructed a multi-objective model
for HAPF and applied PSO to search the optimal solution
of the filters. Zobba [12] proposed a multi-objective model
and utilized FORTRAN Feasible Sequential Quadratic Pro-
gramming (FFSQP) to determine the optimal design of hybrid
filters. Suganthan [13] formulated a single objective function
and proposed L-SHADE to optimize the parameters of HAPF.
Compared with reference [12], it significantly increased the
chance to find the optimal solution and improved the per-
formance of harmonic compensation. Despite the success
of the proposed L-SHADE for obtaining the best parame-
ters to minimize the harmonic pollution, it still suffers from
being trapped into local optima and low average performance
owing to the solution space with local optima. Therefore,
we carry out research to improve the performance of param-
eter extraction based on the objective function proposed by
Suganthan [13].

The Grasshopper optimization algorithm (GOA) is a novel
meta-heuristic algorithm proposed by Mirjalili et al. [14].
It has been applied in various areas since its proposal for
its fast convergence speed and highly accurate solutions.
Wu [15] proposed adaptive GOA (AGOA) for trajectory
optimization method for multiple Solar-powered unmanned
aerial vehicle (SUAV) target tracking in urban environ-
ment. Luo et al. [16] proposed Improved GOA and applied
it successfully to the financial stress prediction problem.
Elmi et al. [17] presented a new algorithm for robot path
planning in a static environment. El-Fergany [18] applied
GOA to obtain optimum values of unknown seven parameters
of proton exchange membrane fuel cells stack.

However, as a young population-based stochastic opti-
mization algorithm, GOA has several disadvantages of eas-
ily felling into local optima and poor global search ability,
which prevent its further application in more areas. Various
studies had been carried out to further improve and explore
its performance.Wu et al. [15] introduced some improvement

measures such as natural selection strategy and the dynamic
feedback mechanism to GOA and made an effective solution
on the specific problem. Ewees [19] applied the oppositional-
based learning strategy in GOA to obtain a more sufficient
search space. Arora [20] employed chaotic maps to GOA to
balance the exploration and exploitation in the optimization
process. The result proved that it significantly boosts the
performance of GOA. However, among these GOA variants,
there is no study applied GOA for solving the HAPF model’s
parameter optimizations.

This paper proposed an improved GOA(IGOA) for opti-
mizing the parameters of the hybrid active power fil-
ter (HAPF). First, inspired by HCLPSO [21], we divide
the whole swarm population into two subpopulations that
focus on exploitation and exploration, respectively. Second,
we introduce the learning strategy in ITLBO [22] to expand
particles’ search space and escape local optima.We also build
an exemplar pool to replace the gbest part in the original
GOA. Furthermore, a non-linear reduced coefficient c was
adopted to optimize the convergence speed in different itera-
tive stages.

Moreover, we optimize the social interaction mechanism
to balance the exploration and exploitation and reduce the
computational complexity at the same time. To assess the
performance of our improvement, we compared the pro-
posed algorithm with L-SHADE and several other meta-
heuristic algorithms on the parameter extraction of HAPF
models. The experimental results demonstrate that IGOA can
achieve highly competitive results and outperform GOA and
L-SHADE, as well as other state-of-art algorithms.

The main contributions of this paper are as follows:
(1) Different from other existing GOA variants, this paper

optimized the social interaction mechanism, which fully uti-
lizes the characteristic of s function to balance exploration
and exploitation. Meanwhile, the computational complexity
is significantly reduced.

(2) To the best of our knowledge, there is no GOA variant
applied to optimize the parameter extraction of HAPF mod-
els. The existing L-SHADE algorithm has an unsatisfactory
performance on minimizing harmonic pollutions for HAPF
models. The proposed IGOA provides highly competitive
results in parameter extraction based on the same objective
function of the HAPF model in reference [13].

(3) An exemplar pool is built to replace the T̂d (target)
in the original GOA, which can significantly boost the
global search ability and avoid pre-mature. A multi-group
search strategy was firstly applied in GOA, which enhanced
the balance of exploration and exploitation for the particle
swarm.

The remains of this paper are organized as follows:
Section II illustrates the HAPF circuit and model formu-
lation. Section III describes the original GOA algorithm.
Section IV presents the proposed IGOA in detail. The exper-
imental results and analysis of several cases are given in
Section V.
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FIGURE 1. Circuit configurations of HAPF.

FIGURE 2. Single-phase equivalent circuit at fundamental frequency
(n = 1).

II. HAPF: CIRCUIT ANALYSIS AND MODEL
FORMULATION
In this paper, two frequently used topologies of HAPF for har-
monic compensation are analyzed: APF in series with shunt
passive filter and Combined series APF and shunt passive
filter.

As Fig.1 illustrates, they are the series or parallel combina-
tion of three-phase three-wire active filter and passive filter.
The difference between them lies in the location of the active
filter and its function, which will be presented later.

The series APF acts as a controllable voltage source
(vc = GIsn) that controlled by Isn (source harmonic current),
where G is the controllable gain of the filter. The series APF
acts as a harmonic isolator that presents zero impedance to
external circuit at the fundamental frequency and high resis-
tance at harmonic frequency [23], [24]. Hence, the equivalent
circuit for two topologies is identical at the fundamental
frequency, as Fig. 2 indicates.

The Thevenin voltage source representing the utility sup-
ply voltage and the harmonic current source representing the
non-linear load are [25]:

vs (t) =
∑
n

vSn (t) (1)

iL (t) =
∑
n

iLn (t) (2)

The n-th harmonic Thevenin source impedance is:

ZSn = RSn + jXSn (3)

and the n-th harmonic load impedance is:

ZLn = RLn + jXLn (4)

the n-th admittance

YLn = GLn − jBLn (5)

where GLn,BLn is the load conductance and susceptance in
mho at harmonic number ‘n’;RSn,XSn are the transmission
system resistance and reactance in ohms at harmonic num-
ber ‘n’.

Analysis of the equivalent circuit is presented as follows:

A. APF IN SERIES WITH SHUNT PASSIVE FILTER
In this configuration, a small-rated series active filter is con-
nected in series with a passive filter. The active filter injects
all the harmonic currents into the passive filter to cancel
the load harmonics and provides fundamental current so that
no harmonic current flows in the source. The function of
the active filter is to solve the problems inherent in using
the passive filter alone [26]. The compensated utility supply
current and load voltage are obtained via formula (6), (7)
respectively.

ISn =
A+ jB
C + jD

(6)

VLn =
E + jF
C + jD

(7)

where,

A = VSnRLn − ILnXLnXFn (8)

B = VSn (XLn + XFn)+ ILnRLnXFn (9)

C = RTLn + GRLn − (XLn + XSn)XFn (10)

D = XTLn + GXLn + (RLn + RSn)XFn (11)

E = VSn

(
GRLn − XLn

(
nXL −

Xc
n

))
+ILnXTLn

(
nXL −

Xc
n

)
(12)
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FIGURE 3. Single-phase equivalent circuit at harmonic frequencies (n ≥2).

F = VSn

(
RLn

(
nXL −

Xc
n

)
+ GXLn

)
−ILnRTLn

(
nXL −

Xc
n

)
(13)

so that:

RTLn = RSnRLn − XLnXSn (14)

XTLn = RLnXSn + RSnXLn (15)

B. COMBINED SERIES APF AND SHUNT PASSIVE FILTER
This topology was first proposed by Peng, F.Z. et.al [27].
As Fig. 3(b) indicates, the active filter is connected in series
with the power line and the passive filter is connected in
parallel to the power line. The high resistance at the harmonic
frequency in the power line forces the harmonic current to
flow through the passive filter. The compensated utility sup-
ply current and load voltage are calculated by

ISn =
A+ jB
C + jD′

(16)

VLn =
E + jF ′

C + jD′
(17)

where,

D′ = XTLn + GXLn + (RLn + RSn + G)
(
nXL −

Xc
n

)
(18)

F ′ = VSn

(
(RLn + G)

(
nXL −

Xc
n

)
+ GXLn

)
−ILnRTLn

(
nXL −

Xc
n

)
(19)

the other system performance is formulated as follows:
The compensated load power factor (PF):

PF =
PL
VLIS

=

∑
n GLnV

2
Ln√∑

n I
2
Sn
∑

n V
2
Ln

(20)

Also, the compensated load displacement power factor (Dpf ):

Dpf =
PL

VL1IS1
(21)

The transmission losses (PLoss):

PLoss =
∑
n

I2SnRSn (22)

The transmission efficiency (η):

η =
PL

PLoss + PL
=

∑
nGLnV

2
Ln∑

n I
2
SnRSn +

∑
nGLnV

2
Ln

(23)

Compensated VTHD at the load terminal

VTHD =

√∑
n≥2 v

2
Ln

vL1
(24)

Compensated ITHD for the utility supply current,

ITHD =

√∑
n≥2 I

2
Ln

IL1
(25)

According to [28], the formula of harmonic pollution is:

HP =
√
VTHD2

+ ITHD2 (26)

C. OBJECTIVE FUNCTION
The major goal for HAPF model’s parameter estimation is
to discover a set of the optimal value of filters to reduce
the harmonic pollution. In this article, the HAPF parameters
to be optimized are: Xc(capacitive reactance), XL (inductive
reactance) andG (controllable gain of the active filter), which
are complying with the following constraints:

0 ≤ Xc ≤ 10

0 ≤ XL ≤ 1

0 ≤ G ≤ 20

The author in reference [13] proposed the objective function
that formulated as follows:

Maximize ′HP′APP subject to PF = PFgoal±ε

where,

HPAPP=abs (VTHDlim−VTHD)+abs (ITHDlim−ITHD)

(27)

VTHDlim = limitation on VTHD prescribed by IEEE
519-2014 [28] based on system voltage level.
ITHDlim = limitation on ITHD prescribed by IEEE

519-2014 [28] based on system short circuit ratio.
PFgoal is the desired power factor, which is set to 95% in

this work. ε is a very small error value set to 1% to facilitate
the iteration process.
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IGOA performs minimization of an objective function
while the objective function of this paper (Eq. 27) is to
maximize ‘HPAPP’. Therefore, the ‘−HPAPP’ (negative) is
input as the objective function that be minimized by selecting
three parameters: XL , Xc and G. As the HPAPP is maximized,
the VTHD and ITHD move towards 0, thereby reduce the HP
value. Note that the HP value is calculated by Eq. 26 and
directly linked to the performance of the harmonic filters.
The less HP value is, the better the compensating effect
of the filters are. After the optimization, the optimal set of
parameters will lead to the minimization of the HP value.
Therefore, the compensating effect of harmonic filters will
be improved. Besides, the value of the objective function will
be accepted only if all harmonic individuals meet the limits.
Otherwise, this set of data will be considered unqualified, and
the objective value will be set to a positive value ‘1’.

III. GRASSHOPPER OPTIMIZATION ALGORITHM
GOA is a novel population-based heuristic algorithm pro-
posed by Saremi et al. [14], which mimics the swarm behav-
ior of grasshopper insects. The movement of a grasshopper is
determined by three factors: social interaction, gravity force,
and wind advection. The author established a mathematic
model to simulate the swarming behavior of grasshopper

Xi = Si + Gi + Ai (28)

where Xi refers to the position of the i − th grasshopper, Si
is the social interaction, Gi is the gravity force, and Ai is the
wind advection.

The gravity force (G) is defined as follows:

Gi = −gêg (29)

where g is the gravitational constant and êg shows a unity
vector towards the center of the earth.

The A component in Eq. 28 is calculated as follows:

Ai = −uêw (30)

where u is a constant drift and êw is a unit vector in the
direction of wind.

Among all the three factors, the most important one is the
social interaction that formulated as follows:

Si =
N∑

j=1,j6=i

s(dij)d̂ij (31)

where dij is the distance between i-th and j-th grasshopper
that calculated as dij =

∣∣xj − xi∣∣; d̂ij is a unit vector from
the i-th grasshopper to the j-th grasshopper, defined as d̂ij =
(xj − xi)/dij. The s function reflects the social relationship
strength in the grasshopper swarm. The s function is defined
as follows:

s (r) = fe−
r
l − e−r (32)

where e is the natural logarithm, parameters f and l indi-
cate the intensity of attraction and attractive length scale,
respectively.

Substituting the S, G, and A in Eq.28, the equation can be
expanded as follows:

Xdi =
N∑

j=1,j6=i

s
(∣∣∣xdj − xdi ∣∣∣) xj−xidij

− gêg + uêw (33)

However, this mathematical model cannot be used directly
to solve optimization problems because the grasshoppers
quickly reach the comfort zone and cannot converge to the
target. Therefore, the author formulated another updating
equation defined as Eq. 34:

Xdi = c
(∑N

j=1,j6=i
c
ubd − lbd

2
s
(∣∣∣xdj − xdi ∣∣∣) xj−xidij

)
+ T̂d

(34)

where ubd and lbd represents the upper bound and lower
bound of d-th dimension respectively, T̂d is the position of
the best particle in the d-th dimension, the parameter c is
linearly decreased during the iterations, which is calculated
as follows:

c = cmax − l
cmax − cmin

L
(35)

where cmax is the maximum value, cmin is the minimum
value, L is the maximum number of iterations, and l indicates
the current number of iterations.

The pseudo code of GOA is as follows:

Algorithm 1 GOA
1. /∗Initialization∗/
2. Initialize the swarm;
3. Initialize the parameters (cmax, cmin, f , l),

population size (Np), maximum number (L);
4. Calculate the fitness of each search agent;
5. Find the best search agent T̂d ;
6. while (l < L) do
7. Update c using Eq. 35;
8. for 1: Np do
9. Normalize the distance between grasshoppers in

[1], [4];
10. Update the position of the current search agent (Xdi )

by the Eq. 34;
11. Bring the current search agent back if it goes outside

the boundaries;
12. end for
13. Update T̂d if there is a better solution;
14. l = l + 1;
15. end while
16. Return T̂d ;

IV. IMPROVED GRASSHOPPER OPTIMIZATION
ALGORITHM
A. NON-LINEAR COMFORT ZONE PARAMETER
Comfort zone parameter c in GOA is similar to the inertia
weight ω in PSO [30], both of them decrease linearly during
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the iteration. Generally, a large parameter at the start of
iteration keeps strong forces on global search while a small
parameter in the late stage of iteration is conducive to a
more precise local search. As the range of particles does not
decrease linearly, the linearly decreased comfort zone cannot
make full use of every iteration. Hence, we introduced a non-
linear decreased parameter in this paper, which is defined as
follows:

ω (k) = ωstart − (ωstart − ωend )
(

k
Tmax

)2

(36)

where ωstart and ωend are the parameters at the start and
the end of iteration respectively, k refers to current iteration
times, Tmax is the maximum number of iterations. By Eq. 36,
inertia weight ω is relatively large and gradually decreases
during the early iterative process, improving the global search
ability. In the later period, the ω decreases rapidly to apply
strong local search for more precise solutions.

B. SCATTERED EXEMPLAR POOL MECHANISM
At the beginning of the GOA algorithm, the positions of
grasshoppers are distributed randomly, and the target may
locate in local best. Without a mechanism to jump out of
local optimum and all grasshoppers moving towards the same
target by social interaction forces, the swarm has poor global
search ability and gets trapped in local optimum easily.

To avoid being trapped in local optima and enhance global
search, we built an exemplar pool (EP) to replace the target
(T̂d ) in GOA. The exemplar pool is composed of several
particles with relatively high-quality fitness value. Inspired
by reference [31], we take the distribution of particles in
the exemplar pool into consideration to avoid the particles
searching the same solution region repeatedly. The particles
select their exemplars from EP randomly to explore solution
space. As particles learn frommultiple targets scattered in the
solution space, the exploration ability is enhanced. Moreover,
theEP is updated periodically to fully search the space around
elite particles. Here, the periodic T is set to 5 based on the
empirical evaluation. That is, the exemplar pool is updated in
every five generations. The formula of exemplar pool (EP) is
introduced from reference [31].

EP = {S1, S2, . . . , SM |F (S1) ≥ F (S2) ≥ . . . ≥ F (SM ) ,

for ∀Si, Sj6=i,1(Si, Sj ≥ γ )}

where M is the maximum number of candidate particles,
F indicates the fitness value of selected exemplar, 1(Si, Sj)
is the distance between two candidate solutions, γ is the
minimum distance among candidate exemplars. To reduce
the complexity, the parameter γ is acquired by empirical
evaluation.

C. IMPROVED SOCIAL INTERACTION MECHANISM(ISI)
In GOA, the social interaction force determines how
grasshopper move towards the target. The impact of social
interaction is determined by function s, which divides the

space between two grasshoppers into the repulsion region,
comfort zone, and attraction region by the distance between
them. When the distance is smaller than 2.079, the particle
enters the repulsion region and moves away from another
grasshopper. When larger than 2.079, the grasshopper is
attracted by another one, which is defined as the attraction
region. The grasshopper enters the comfort zone at the dis-
tance of 2.079 that social forces drop to zero. This distance
mechanism enables grasshoppers to exploit or explore the
space between two particles. The social interaction in Eq. 34
calculates the current interaction between grasshoppers and
all the other grasshoppers in the swarm, affecting their move-
ment towards the target. The accumulated distance effect
cannot reflect whether to explore or exploit the space between
particle and target and increase the complexity of calculation.

To tackle this problem, we modify the social interaction
part in Eq. 34 as follows:

1) The grasshopper no longer calculates the distance
between each particle in the whole swarm. To fully utilize the
characteristic of function s, the current particle calculates the
distance between its target and itself directly. If the distance
is beyond the comfort zone, the grasshopper repels the target
to explore the solution space. When it enters the attraction
region, the particle moves around the target to exploit the
solution space.

2)We proposed an adaptively changed comfort zonemech-
anism: At the beginning of the iteration, the particles should
be uniform-distributed to search the space thoroughly. So we
defined a comfort zone coefficient ε, which calculates as
follows:

ε (i) =
Ximax − Ximin

Np
(37)

where Ximax ,Ximin is the maximum and minimum value of
the position in i-th dimension respectively, Np is the number
of search agents in the swarm.

In Eq. 37, we calculate the range of particles distributed
in the i-th dimension and define the comfort zone parameter
as range/Np. If the distance between two particles is larger
than the comfort zone coefficient ε(i), the particle will be
repelled from another. Otherwise, it moves toward another.
Meanwhile, the comfort zone coefficient ε updates periodi-
cally to adapt the change of positional range in the iteration.

3) In the original GOA, the author mapped the distance
between two grasshoppers into [1, 4] to calculate the s func-
tion. In this paper, we map the distance into the interval
[1,2.773], where 2.773 is the maximum point of s function.
As Fig. 4(a) shows, x = 1.386 is the zero point of s function
when its parameters subject to l = 2.0, f = 0.5. Therefore,
we define x = 1.386 as the comfort zone. When the distance
is smaller than 1.386, the particle enters the repulsion region.
Conversely, attraction occurs in interval [1.386,2.773]. Partic-
ularly, as the distance in every dimension differs, we proposed
a map method: First, we define the ε(i) as the comfort zone of
the i-th dimension. We map the distance interval [0, ε(i)] into
[1,1.386]. Conversely, wemap the distance into [1.386,2.773]
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FIGURE 4. Function s when l = 2.0 and f = 0.5.

when larger than the ε(i). The final mapping interval and s
function are illustrated in Fig. 4, where we select the param-
eters of s function l = 2.0, f = 0.5.
The final formula of position updating is defined as

follows:

Xdinew = ω (k)

(
ubd − lbd

2
s
(∣∣∣xdEP(j) − xdi ∣∣∣) xdEP(j) − xdidij

)
+xdEP(j) (38)

where xdEP(j) is the position of an elite particle randomly
selected from exemplar pool (EP), xdi is the current position
of i-th particle in d dimension, ubd is the upper bound and
lbd is the lower bound of d-th dimension, ω (k) is the inertia
weight mentioned before. Due to no distance calculation
between all individuals, this strategy can effectively reduce
the computational cost compared with the original social
interaction in GOA.

D. TWO SUBPOPULATIONS WITH LEARNING STRATEGY
In the search process of GOA, the particles move around
the target by the social interaction force, which enhances the
exploitation ability around the global best. However, GOA
has poor exploration ability and limited population diversity,
for there is no global search mechanism in it. To overcome
this flaw, we introduce and modify the learning strategy in
ITLBO [22].

In ITLBO, the learners are divided into two groups by their
fitness value: better learners and worse learners. The learning
strategy is defined as follows:

Xdinew

=

{
xi + rand ·

(
xj − xk

)
, if f (xi) < f (xmean)

xi+rand · (xr3−xr4)+rand · (xr5 − xr6) , otherwise

(39)

where j, k, i, r3, r4, r5, r6 are random integers in {1,Np }, and
j 6= k 6= i, r3 6= r4 6= r5 6= r6 6= i.

For the better leaners (i.e., f (xi) < f (xmean)), they learn
from the other two learners xi and xk . For the worse learners,
they learn from the experience of four distinct learners, which

FIGURE 5. The flowchart of IGOA.

enhances the global search ability and the diversity of the
population.

Inspired by ITLBO, we also divide the whole swarm into
two sub-swarms by the fitness value of particles. The particles
are sorted firstly then the former g1 number of particles are
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defined as better sub-swarm and the rest g2 number of parti-
cles as worse sub-swarm. Different from ITLBO, we apply
Eq. 38 to update position for better sub-swarms and the
second equation in Eq. 39 for the worse sub-swarm. For the
better sub-swarm, it moves around elite particles in EP to
exploit. For the worse sub-swarm, Eq. 39 enables them to
escape local optima and explore the search region, as well
as improve population diversity.

E. PROCEDURE OF IGOA
The procedure of IGOA can be described with the pseudo
code and flow chart.

Algorithm 2 IGOA
1. /∗Initialization∗/
2. Initialize the position Xi of grasshoppers,

i ∈ {1, 2 · · · ,N } ;
3. Calculate the fitness value F (xi) , i ∈ {1, 2 · · · ,N }

using Eq. 27;
4. Sort the swarm by fitness value, initialize exemplar

pool (EP);
5. while(condition of termination not met) do
6. /∗sub-swarm1∗/
7. for i = 1 to g1 do
8. Subswarm1= [X1,X2,. . . , Xg1 ]
9. Update the position using Eq. 38;
10. end for
11. /∗sub-swarm2∗/
12. for i= g1 + 1 to Np do
13. Subswarm2= [Xg1+1,Xg1+2,. . . , XNp]
14. Update the position using Eq. 39;
15. end for
16. Update the gbest;
17. if update period T is reached
18. Sort the swarm by fitness value;
19. update sub-swarm1, sub-swarm2, EP;
20. end if
21. end while

F. TIME COMPLEXITY ANALYSIS OF IGOA
The time complexity of the proposed IGOA relies on three
parts: update the position of all search agents, evaluate the
fitness of all agents, and sort search agents in population
periodically. Suppose that the N , G, D, and T are the number
of search agents, the number of generations, the dimensions
of the parameters, and the period of updating exemplar pool,
respectively. Since the quicksort algorithm is adopted, the
time complexity is between N logN and N 2, corresponding to
the best and worst case. Considering the worst case and the
period of updating EP, the complexity of this part is GN2/T .
Therefore, the overall computational complexity of IGOA is:

O(IGOA) = O(G ∗ ND)+ O(G ∗ ND)+ O(G ∗ N 2/T )

= O(GN (2D+ N/T )) = O(GN 2)

TABLE 1. Parameter settings of different algorithms.

By contrast, the computational complexity of the original
GOA is determined by two parts: update the position of all
search agents and evaluate the fitness value of all agents. The
overall computational complexity of GOA can be assessed as:

O (GOA) = O
(
G ∗ N 2D

)
+ O (G ∗ ND)

= O (GND(N + 1)) = O(GN 2D)

Therefore, IGOA can significantly reduce the time complex-
ity compared with the original GOA algorithm.

V. THE RESULTS AND ANALYSIS OF THE EXPERIMENT
To verify the performance of the IGOA, we applied it to
identify the parameters of two HAPF configuration models.
The numerical data of the model comes from three cases of
an industrial plant in reference [29], where the total loads
are 5100+4965j kVA with a low displacement power factor
0.7165. The system is supplied on a 4160 V line to line
voltage and short-circuit capacity is approximately 80 MVA.
Same as many previous studies[25], [32], the source and
load harmonics are assumed to be time-invariant quantities;
the load and source resistances are assumed to be frequency
independent (RLn =RL and RSn =RS). Both VTHDlim
and ITHDlim are 5% based on the system under study.
Table 2 illustrates the parameters of three cases of an indus-
trial plant under study.

As discussed in Section II, we use the objective function
(Eq. 27) to minimize the HP value. To indicate the superiority
of the IGOA, we compared it with several well-established
metaheuristic algorithms and other GOA variants. They
are the standard GOA [14], artificial bee colony (ABC)
[33], differential evolution (DE) [34], linear success his-
tory based adaptive differential evolution (L-SHADE) [13],
improved teaching-learning-based optimization algorithm
(ITLBO) [22], and two improved GOA algorithms: adap-
tive GOA (AGOA) [15], oppositional based learning GOA
(OBLGOA) [19]. Note that OBLGOA is one of the latest
grasshopper optimization algorithms proposed in 2018. For
the above algorithms, their parameter settings are given in
Table 1. These algorithms are applied to three cases for
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TABLE 2. Case of an industrial plant [29].

the HAPF configurations to calculate the statistical results
of HP.

For a fair comparison, the maximum number of evalu-
ations for the compared methods is set to 50000. All the
algorithms were implemented in MATLAB R2016a and exe-
cuted 31 independent runs. All comparative experiments were

executed on a laptop PC with an Intel Core i5-7300HQ pro-
cessor @ 2.50GHz, 8GB RAM.

A. RESULT ON HAPF CONFIGURATION 1
Table 3 shows the best, worst, mean, standard deviation value
of HP and Success rate, as well as the total run time of each
algorithm. We also conducted a Wilcoxon rank-sum test at
5% significant level to verify the significance of the results.
The symbol ‘‘+1’’, ‘‘−1’’ denotes that IGOA is obviously
better or worse than the compared algorithm. Symbol ‘‘0’’
denotes IGOA performs almost the same as the compared
algorithm. To improve readability, the best of eachHP value is
highlighted in boldface. Additionally, the success rate refers
to the times an algorithm obtains the best result in 31 runs. For
unqualified solutions, they were excluded from the statistical
result.

As can be seen from Table 3, the proposed IGOA achieves
the best result among all the compared algorithms in terms
of mean HP value and standard deviation value in case 1,2,3.
Compared with GOA, IGOA performs significantly better in
Mean and Min value, which demonstrates that IGOA can
effectively escape the local optimum. For OBLGOA and
AGOA, both of them achieved the second-best Min HP value
in case 1, but their average performance is relatively low
in all cases. Both DE and LSHADE provide highly com-
petitive results in terms of min HP value and success rate
in case 1 and 2. Despite the low success rate and worse
mean value, ABC achieved the best Min HP value in case 2.

TABLE 3. Statistical result of HP value on the HAPF Config.1.
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TABLE 4. Optimized parameters of the best results for case studies with the HAPF Config.1.

Concerning CPU run time, ITLBO achieves the best result in
Min value in all cases with the shortest CPU run time. GOA
has the highest CPU run time and among these algorithms,
followed by AGOA and OBLGOA. By contrast, the CPU run
time of IGOA is significantly less than other GOA algorithms,
which further validates its improvement in computational
complexity.

For HAPF Config.1, the optimized parameter and useful
harmonic distortion value are presented in Table 4. The data
is the best value among 31 runs for each algorithm. Due to
the nonlinearity of the objective function, different optimized
parameters can obtain almost the same HP value. We also
compared the results with the previous study [12], which used
the FFSQP method to optimize HAPF parameters. As can
be seen in Table 4, the IGOA optimized three parameters of
HAPF Config.1 and finally reduced the VTHD and ITHD
value, thereby improved the compensating effect of the har-
monic filters. Fig. 8 exhibits the value of compensated load
voltage and supply current of individual harmonic contents.
It shows that all results are well within IEEE standard lim-
its [29].

Furthermore, Fig. 6 gives the box-plots, indicating the
distribution of all the 31 independent runs results acquired
by the eight different methods. Note that the sign ‘‘+’’ in
the figure represents the abnormal value during the plotting.
The span of the data distributions demonstrates that superior

performance is also obtained by the IGOA algorithm. Fig. 7
gives the convergence curves of eight methods, which are
plotted by using the average HPAPP value in 31 independent
tests. Both DE and LSHADE converge faster than IGOA in
case 2, but IGOA achieves the best results in all cases. For
AGOA and OBLGOA, they outperform GOA in all cases but
still always get trapped in local optima. As the No Free Lunch
theory [35] indicates, every meta-heuristic algorithm has its
characters, the improved GOA variants may not perform well
in this problem.Despite IGOAhas relatively low convergence
speed, its mechanism to escape local optima is effective to
achieve the best average value at the end.

Compared with seven other methods, the above analysis
shows the effectiveness of IGOA in extracting parameters
of HAPF Config.1, especially in terms of accuracy and
reliability.

B. RESULT ON HAPF CONFIGURATION 2
Table 5 gives the statistical result of HP value on the HAPF
Config.2. Obviously, the IGOA achieves the best Min, Mean,
Std value of HP in all cases, which demonstrates its reliability
and accuracy. By the Wilcoxon rank-sum test, we can see
that IGOA outperforms other methods in case 1. Note that
both DE and LSHADE provide very competitive results in
case 2 and 3, for they received ‘‘0’’ during the Wilcoxon
rank-sum test. Like the result in case 1, AGOA and OBLGOA
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FIGURE 6. HP values box-plot in 31 runs of different algorithms for three cases of HAPF Config.1.

FIGURE 7. Convergence graphs of different algorithms for three cases of HAPF Config.1.

FIGURE 8. Harmonic content for compensated HAPF Config.1.

can get very close to the best Min value in case 1 but remain
poor on the average performance.

Box-plots and Convergence curves are given in Fig. 9 and
Fig. 10. Similar to the HAPF Config.1, IGOA achieves very
competitive results. Especially in case 3, the average value
obtained by IGOA is significantly better than other methods.
The box-plot also shows that the distribution of the result is
smaller than others, which further proves that IGOA can get
a more reliable result.

From Fig. 11 and Table 6, it can be observed that the
results (ITHD, VTHD, HP) of Config.2 in three cases are
highly similar to those in Config.1. A close review of the

equation in Section II can account for this. From Eq. 6 and
Eq. 10, we can see that the value of compensated current
mainly depends on inductive reactance, a subtle change in
other parameters plays an insignificant role in supply current
harmonics. Nevertheless, a subtle difference still has impor-
tant research significance.

C. EFFECTS OF NEW STRATEGIES IN IGOA
To verify the effect of the proposed multiple strategies,
we also developed three IGOA variants, namely IGOA-1,
IGOA-2, IGOA-3, and IGOA-4. To be specific, IGOA-1
replaces the social interaction of the original GOA with
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TABLE 5. Statistical result of HP value on the HAPF Config.2.

FIGURE 9. HP values box-plot in 31 runs of different algorithms for three cases of HAPF Config.2.

FIGURE 10. Convergence graphs of different algorithms for three cases of HAPF Config.2.

the improved social interaction (ISI) strategy. However, the
learning target in ISI is the best particle instead of elite
particles in the EP. IGOA-2 introduces the exemplar pool (EP)

strategy into the original GOA. IGOA-3 introduces two sub-
swarm with learning (TSL) strategy into the original GOA.
For IGOA-4, we integrated the ISI and EP strategy into the
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FIGURE 11. Harmonic content for compensated HAPF Config.2.

TABLE 6. Optimized parameters of the best results for case studies with the HAPF Config.2.

original GOA. By comparing the IGOA and its variants,
we can determine the performance of the ISI, EP, TSL, and
ISI+EP strategy of the proposed IGOA.

For the above methods, we use the Mean HP value in all
cases to compare the average performance of them. As can
be seen in Table 7, IGOA-4 gets a very close result to IGOA
in all cases, followed by IGOA-3. For the single strategy,
the TSL strategy outperforms others in all cases. For the EP
and ISI, the single strategy integrated to the original GOA

can make slight improvement but remain weak. However,
the combination of the two strategies effectively works and
achieves satisfactory results in all cases.

Fig. 12 also gives the convergence curves of the IGOA
variants and the original GOA. Due to the similarity between
the two HAPF configurations and space limits, we only plot
it in HAPF Config.1. For IGOA-1, IGOA-2, and GOA, they
converge very fast in the early iteration process but always get
trapped in local optima. For IGOA-4, it is worth mentioning
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TABLE 7. Statistical result of Mean HP value for IGOA variants.

FIGURE 12. Convergence graphs of IGOA variants for three cases of HAPF Config.1.

that it achieved the same results with IGOA in case 1 and 2,
but it converges slower at the early iteration process. In case 3,
it converges faster than IGOA and gets a very close result to
IGOA at the end. Compared with IGOA-1 and IGOA-2, it can
effectively escape local optima during the iteration process.
Compared with IGOA-3, it converges faster and achieves
better results in all cases. The above analysis demonstrates
that the combination of EP and ISI strategy plays a key role
in IGOA’s performance.

VI. CONCLUSION
This paper proposed an improved GOA(IGOA) algorithm
for estimating the parameters of HAPF models. In IGOA,
the exemplar pool is first introduced to replace the target
in the original GOA for enhancing the searching ability and
escaping local optima. We also proposed the improved social
interaction (ISI) strategy, where grasshoppers get attracted
or repulsed from an elite particle in the exemplar pool to
balance exploration and exploitation ability. Since the ISI
strategy does not compute the distance between different
individuals, it can significantly decrease the computational
cost of the method. Moreover, we divided the swarm into
two subswarms and introduced a learning strategy. Finally,
the drawback of IGOA should be noticed. The convergence
speed of IGOA is relatively slower than other state-of-art
meta-heuristic algorithms. Although it can get the best results
in 31 runs, its total CPU runtime is not optimal among all the
compared algorithms. In conclusion, IGOA can provide the
most reliable overall performance on parameter extraction of
HAPF models among all the compared methods, thereby sig-
nificantly improve the compensating effect of HAPF filters.

In the future works, IGOAwill be extended to solve the dis-
crete optimization problems andmulti-objective optimization
problems, such as feature selection, image segmentation, and
renewable energy problems. Applying the IGOA to opti-

mize the photovoltaic cells system will also be an interesting
research direction. Furthermore, some other improvements
will be proposed to increase the convergence speed of IGOA
further.
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