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ABSTRACT It is urgent to improve the physical reality of ocean scenes in marine simulator for the maritime
industry. In this paper, we propose a unified anisotropic particle-based ocean wave simulation framework for
marine simulator. In the unified framework, a novel hybrid SPHmethod is applied to model the ocean waves,
which combines a series of nonlinear density constraints and divergence-free velocity field constraints.
By solving density constraints, the particle position distribution is directly adjusted to keep a constant density.
Experiments show that the hybrid SPH method has advantages in compressibility and stability. Moreover,
a novel stochastic fluctuating wind field model is integrated into the hybrid SPH method. The Perlin noise
and a modified log wind profile are introduced to enrich the details of wind field. We also introduce a
novel oil spill model for marine simulator based on number density, which can achieve a desired sharp
density changes at interfaces between multiple fluids. For real-time surface reconstruction, we propose an
improved anisotropic particle transformation method based on the distribution of the neighboring particles.
The problem of particle deformation near the boundary is solved by our piecewise correction function, with
the sharp features and anisotropymaintained.When calculating the covariance matrix and weighted position,
the contribution of neighboring particles in other fluid phases is considered to eliminate gaps between
multiple fluids in the oil spill scenes. The simulation results show that our unified anisotropic framework
based on the SPH concept can easily integrate other models, has strong expansibility, and is very applicable
to simulate complex ocean scenes.

INDEX TERMS Marine simulator, SPH, ocean wave, wind field, oil spill, anisotropic transformation.

I. INTRODUCTION
Particle-based ocean wave simulation is one of the most chal-
lenging research topics in computer graphics. The realistic
simulation of the dynamic evolution of ocean wave has great
applications in the fields such as defense industry, trans-
portation safety training, disaster prevention and prepared-
ness, search and rescue training, game development, film
special effects and computer animation. The visual system
of marine simulator is one of the important applications of
ocean wave simulation. In navigation and maritime science,
marine simulator has been widely applied to fields of mar-
itime education and training, marine engineering technology
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demonstration, navigational safety risk assessment, marine
scientific research, etc. The visual system ofmarine simulator
provides virtual scenes of actual training tasks or experiment
scenes for the operators, which belongs to the typical dynamic
environment modeling and simulation in virtual reality tech-
nology. The virtual scenes displayed by the visual system
mainly includes ocean waves, lands, target ships, navigation
aids, lighthouses, etc. Among them, the ocean wave scenes
account for more than half of the entire visual system. There-
fore, realistic ocean wave simulation can improve the perfor-
mance of the marine simulator to meet the urgent demand of
the transportation industry.

In the current research of marine simulator, a more promi-
nent problem is the physical reality of the simulated scenes.
Most of the ocean wave models applied in marine simulator
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are statistical models. Although they have high visual realism,
they lack physical basis and have poor expansibility. In addi-
tion, the main disadvantage of these grid-based methods is
that there may be certain limitations in simulating wave
breaking, overturning, fluid-rigid coupling, oil spill, etc.With
the improvement of the computing powers of current CPUs
andGPUs, some Lagrangianmethods in the field of computa-
tional fluid dynamics (CFD) have gradually become popular
in computer graphics for ocean wave simulation. Meshless
Lagrangian approaches, such as Smoothed Particle Hydrody-
namics (SPH), are very suitable for simulating free surface
fluids. SPH does not need to generate grid in the problem
domain, so compared with the grid-based methods, it is more
applicable to deal with large deformation problems. SPH
method is a particle-based discretization of Navier-Stokes
equations (NSE). Therefore, introducing the SPH method
into the marine simulator for simulating the ocean scenes can
greatly improve the physical reality of the visual system. The
ocean wave simulation with high believability can bring the
simulator into full play in the field of marine science.

However, SPH also has some limitations. The incom-
pressibility of fluids based on SPH has always been a hot
issue of research in fluid simulation for computer graphics.
In order to enforce incompressibility, the pressure Poisson
equation (PPE) or the equation of state (EOS) will usually
require to be solved iteratively, which is time-consuming.
In addition, it is also a challenging task to reconstruct a
smooth liquid surface from irregularly distributed fluid par-
ticles in real time. Although some solutions with good per-
formance have been proposed for the above issues, there is
still a lot of room for improvement. Therefore, in order to
further improve the performance of the algorithm and provide
an effective solution for the physics-based complex ocean
wave scenes in marine simulator visual system, in this paper,
we propose a unified anisotropic particle-based simulation
framework for common ocean wave scenes. The detailed
contributions are as follows:

In order to enforce incompressibility, we propose a novel
hybrid SPH framework to discretize the governing equations
of ocean waves. The hybrid SPH framework combines a
series of nonlinear density constraints and divergence-free
velocity field constraints, which accelerates the convergence
of themethod and allows larger time steps. The nonlinear den-
sity constraints are the application of Position Based Dynam-
ics (PBD) in fluid simulation. By solving density constraints,
the particle position distribution is directly adjusted to keep a
constant density. Therefore, our hybrid SPH method inherits
the stability and efficiency of the PBD framework.

Usually, wind field models considering air particles
are expensive and may have stability problems. Instead
of sampling expensive air particles, we propose a novel
three-dimensional stochastic fluctuating wind field model
based on Perlin noise. The pseudo-random disturbance based
on Perlin noise enriches the details of wind wave scene.
We simulated the attenuation of wind speed in the vertical
direction based on a modified log wind profile. In addition,

a fluctuating wind field framework is introduced to flexibly
control the period and intensity of the wind field. We apply
the wind field to fluid particles in the way we treat gravity,
so it can be easily integrated into our hybrid SPH framework.

The physical reality of oil spill scene based on empirical
geometry models is insufficient. In this paper, we introduce a
novel oil spill model for marine simulator based on number
density, which can handle density discontinuities at interfaces
between oil and ocean correctly. Instead of standard density
interpolation, the novel oil spill model estimates density by
measuring the particle density. Moreover, our oil spill model
can realistically simulate the oil spill process, including the
drift, diffusion, and breakage of the oil slick, and is charac-
terized by high stability and strong expansibility.

For real-time surface reconstruction, we propose an
improved anisotropic particle rendering framework. Based
on the distribution of the neighboring particles, we adopt
the weighted version Principal Component Analysis (WPCA)
and singular value decomposition (SVD) to generate an
anisotropic transformation matrix for each particle. In the
oil spill scenario, we comprehensively considered the con-
tribution of different fluid particles and resolved the issue
of overlap and gap at the interface of different fluids. The
anisotropic particle framework maintains sharper features in
the splashing area, and provides a better solution for smooth
screen space fluid surface rendering.

II. RELATED WORK
In marine simulator, ocean waves are mainly simulated by
spectrum-based approaches, also known as Fourier domain
approaches. In spectrum-based approaches, ocean waves are
considered to be composed of an infinite number of individual
waves with different amplitudes, different frequencies, differ-
ent directions, and random phases. Tessendorf [1] proposed
an ocean wave simulation framework using spectrum-based
approach, which is still used as the main solution of ocean
wave simulation in industry until now. Subsequently, accord-
ing to different simulation scenarios, researchers introduced
many different wave spectrums, such as Phillips spec-
trum [1], Pierson-Moskowitz (PM) spectrum [2], Joint North
Sea Wave Observation Project (JONSWAP) spectrum [2],
[3], and Texel-Marsen-Arsloe (TMA) spectrum [4], [5].
Spectrum-based approaches are characterized by their rapid-
ity, and are applicable to real-time simulation of large-scale
ocean waves. However, most of the existing ocean wave
spectrums are semi-empirical and semi-theoretical, and are
obtained by means of observation techniques and spectral
analysis methods. Compared with physics-based methods,
spectrum-based approaches cannot fundamentally reveal the
complexity of the ocean wave motion, so their expansibility
is poor. Moreover, the generation of height field mesh in
the problem domain is a prerequisite for spectrum-based
approaches [6], [7], which makes them inapplicable to sim-
ulate large deformation scenarios such as wave breaking and
splashing.
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Due to the above limitations of spectrum-based approaches,
researchers tried to use physics-based meshfree methods
to simulate ocean waves, such as SPH [8], PBF (Position
Based Fluids) [9], and MPS (Moving-Particle Semi-implicit
Method) [10]. The SPH method is widely used to simulate
ocean wave scenarios, such as frigate sailing on wavy sea
[11], cargo ship sailing on highly agitated ocean [8], inter-
action between ocean waves and lighthouse [9], interaction
between ocean and a fast-rotating propeller [12], and ocean
waves with realistic foam effects [13]. Since the SPH method
suffers from the compressibility issue, researchers proposed
a series of incompressible SPH frameworks. These incom-
pressible frameworks can be classified into three classes: SPH
with non-iterative EOS solvers, such as weakly compressible
SPH (WCSPH) [14]; SPH with iterative EOS solvers, such
as predictive-corrective incompressible SPH (PCISPH) [15];
and SPH with PPE solvers, such as implicit incompressible
SPH (IISPH) [8], and divergence-free SPH (DFSPH) [16].
The source items employed in PPEs are mainly density
invariance (DI) [8], velocity divergence (VD) [16], [17] and
particle shift (PS) [18]. The time step of WCSPH is small
due to the fixed stiffness parameter. PCISPH has a larger
time step by iteratively solving the stiffness parameter. IISPH
adopts a PPE with DI as the source term, which further
enhances the incompressibility and allows a larger time step.
DFSPH introduces a PPE with VD as the source term to
further accelerate the convergence rate, and has become
one of the fastest SPH methods at present. PBF [9], [19]
is an incompressible framework based on PBD [20]. Its
incompressibility performs very well and has strong stability.
However, comparedwith the DFSPHmethod, PBF has longer
calculation time under the same conditions.

Compared with SPH method, spectrum-based approaches
have the characteristic of randomness. Ocean waves are
commonly caused by wind, whose action is much more
complicated than gravity, so ocean waves usually appear
strong randomness. Thewave spectrums contain wind param-
eters, such as wind speed and direction [1]. Therefore,
spectrum-based approaches are applicable to simulate ran-
dom waves. As we all know, wind is the flow of gases
on a large scale. In the context of SPH, the interaction
between air and ocean surface can theoretically be modeled
as a multiphase flow problem. However, sampling air parti-
cles is expensive, and high-density ratio may cause stability
problems. Therefore, drag force models are introduced to
approximate the interactions between air and fluid [19], [21].
In addition, the research on the interaction between air and
fluid has focused on the problems of surface tension [22]
and underestimation of the density of fluid particles at the
surface [23]. There is relatively little research on wind field
modeling in SPH, and the drag force models are inapplicable
to simulate the heavy waves in marine simulator.

The research on offshore oil spill aims to understand
and quantify the physical and chemical processes during oil
spill [24]. The physical process mainly refers to the motion
of oil slicks under the influence of wind, wave and current.

The dynamic behavior and fate of oil spilled in the ocean
environment are mainly classified into three classes: spread-
ing, drifting and dispersion [25], [26]. Early oil spreading
models such as Fay model [27] and Lehr model [28], [29]
are mostly empirical models. Although empirical methods
are fast and efficient, they have limitations in dealing with
the interaction with dynamic objects such as oil fence and oil
receiver. Drifting and dispersion are the movement of spilled
oil under the action of external environmental dynamics, such
as ocean surface wind field and flow field. Hoult drifting
model [30] and particle-based model [31] are commonly
used drifting and dispersion models in marine simulator.
However, it is insufficient to describe the dynamic motion
of spilled oil based on mathematical models, which tend to
have poor expansibility and often require individual mod-
eling for different behaviors. In fact, the oil spill models
based on fluid dynamics are ideal methods, such as Finite
Differential Method (FDM), Finite Element Method (FEM),
and Finite Volume Methods (FVM). But these methods are
computationally expensive and cannot be directly applied
to marine simulator. However, some popular fluid simula-
tion methods in computer graphics have been successfully
introduced into marine simulator, such as NB-FLIP (Narrow
Band Fluid Implicit Particle method) [32]–[34]. NB-FLIP is a
hybrid method of Lagrangian particles and Eulerian meshes.
Combinedwith theVOF (Volume of Fluid)method, NB-FLIP
can flexibly deal with the interaction between spilled oil and
obstacles. Compared with the mathematical models, it has
strong expandability and broad application prospects. Con-
sidering the good performance of SPH method in fluid simu-
lation, SPHmethod can also be introduced into the simulation
of oil spill in marine simulator.

Although the strong expansibility of SPH method is very
attractive, the reconstruction of smooth surface is still an
inevitable problem. In fact, many methods have been devel-
oped to reconstruct smooth surfaces from SPH fluid, such
as level set [35], particle level set [36], and marching cubes
[37]. If the grid resolution is high enough, these methods
can reconstruct the fluid surface with rich details. How-
ever, the calculation of signed distance field (SDF) needs
to generate grid in the problem domain, which will bring
about memory consumption and further affect the efficiency.
Van der Laan et al. [38] proposed a SPH fluid rendering
approach named screen space fluid (SSF), which does not
explicitly generate polygonal surface, but renders the fluid
surface by smoothing the particle depth map. This fluid
rendering method has real-time performance and inherent
view-dependent level-of-detail. However, since SSF renders
fluid surface directly based on the depth map and thickness
map of fluid particles, its surface smoothness needs to be
improved. The smoothing methods for depth map mainly
include curvature flow [38], bilateral Gaussian filter [39],
narrow-range filter [40], etc. But only smoothing the particle
depth map cannot completely solve the problem of surface
smoothness. Therefore, researchers introduced an anisotropic
depth map into SSF [40], [41], which can greatly improve
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the surface quality while providing a better preservation of
sharp fluid details. This is now one of the best real-time fluid
surface rendering algorithms.

III. OCEAN WAVE MODELING
In marine simulator, we assume that the ocean is a homo-
geneous incompressible fluid with constant temperature and
salinity, that is, there is no need to consider the effects
of temperature and salinity changes. Therefore, we use the
Lagrangian form Navier-Stokes equations as the governing
equations of ocean waves:

Dρ
Dt
+ ρ∇ · v = 0. (1)

ρ
Dv
Dt
= −∇p+ µ∇2v+ fext . (2)

where ρ is the density, t is the time, v is the velocity, p is the
pressure, µ is the dynamic viscosity, and fext is the external
forces acting on unit fluid element. In order to achieve the
randomness of the ocean surface, here, in addition to gravity
g, fext also includes the stochastic fluctuating wind field we
proposed. D

Dt is the substantial derivative.
The relationship between pressure and density can be

expressed by the following EOS [16], [42]:

p = κ (ρ − ρ0) . (3)

where κ is an iteratively solved stiffness coefficient. ρ0 is the
rest density.

A. SPH DISCRETIZATION
In the SPH concept, the fluid in the problem domain is
dispersed into a series of fluid particles carrying physical
properties. The corresponding physical properties of each
fluid particle in (1) and (2) are obtained by interpolation of
its neighboring particles.

The SPH approximation for the density ρi at position xi is
given as [43]:

ρi =
∑

j
mjWij. (4)

where mj is the mass of particle j. Wij is the kernel function
similar to the Gaussian function, andWij = W

(∣∣xi − xj∣∣ /h).
h is the support radius.

The spatial derivative of field function can be converted
into the derivative of the kernel function ∇Wij, so the veloc-
ity divergence in the continuity equation can be expressed
as [43]:

∇ · vi = −
1
ρi

∑
j
mjvij · ∇Wij. (5)

where ∇Wij =

(
∂Wij
∂xi,x

,
∂Wij
∂xi,y

,
∂Wij
∂xi,z

)T
, and vij = vi − vj.

The viscous term in (2) can be expressed as [45]:

∇
2vi = 2(d + 2)

∑
j

mj
ρj

vij · xij
xij · xij + 0.01h2

∇Wij. (6)

where d is the spatial dimension, the term 0.01 h2 is intro-
duced to avoid singularities, and xij = xi − xj.

In our hybrid SPH framework, we have adopted a pressure
projection scheme. Pressure and non-pressure accelerations
are applied separately. Under the action of non-pressure,
an intermediate velocity v∗i will be predicted first:

anonpi =
µ

ρi
∇

2vi +
fext
ρi
. (7)

v∗i = vi(t)+1ta
nonp
i (t) (8)

where anonpi is the non-pressure acceleration of particle i. 1t
is time step size.

1) DIVERGENCE-FREE VELOCITY FIELD
In the pressure projection scheme, the intermediate veloc-
ity v∗i is projected into a divergence-free velocity field by
pressure:

v(t +1t) = v∗i −
1t
ρi
∇pi. (9)

where∇ ·v(t+1t) = 0. Taking gradients on both sides of (9)
at the same time, we get:

∇
2 pi =

ρi

1t
∇ · v∗i . (10)

Equation (10) is a PPE with velocity divergence as the
source term. To solve the PPE (10), the pressure should
be calculated based on the pressure gradient. The pressure
gradient can be obtained according to the EOS expressed
in (3). Taking the derivative of both sides of (3), we will get
the pressure gradient for particle i:

∇pi = κi∇ρi. (11)

The pressure gradient can be discretized as [16]:

∇pi = κi
∑

j
mj∇Wij. (12)

According to the momentum equation (2) the pressure
force Fpi of particle i can be expressed as:

Fpi = −
mi
ρi
∇pi = −

mi
ρi
κi
∑

j
mj∇Wij. (13)

According to Newton’s third law of motion, the particle i
exerts a reaction force Fpj←i on the neighboring particles
while being subjected to the pressureFpi from the neighboring
particles. The value of Fpj←i is equal to the pressure of the
corresponding neighboring particle j acting on the particle i,
and the direction is opposite:

Fpj←i =
mi
ρi
κimj∇Wij. (14)

Velocity changes caused by this set of symmetric pressure

forces are 1vi = 1t
Fpi
mi
, 1vj = 1t

Fpj←i
mi

. According to (5),
the pressure velocity divergence can be expressed as:

∇ ·

(
−1t

1
ρi
∇pi

)
= −

1
ρi

∑
j
mj1vij · ∇Wij. (15)

Substituting 1vi and 1vj into (13), we can get:

∇
2 pi =

1
mi

∑
j
mj
(
Fpi − Fpj←i

)
· ∇Wij. (16)
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Equation (16) is the SPH discrete form of the left side
of (10). For the right side of (10), it can be directly discretized
according to (5):

ρi

1t
∇ · v∗i = −

1
1t

∑
j
mjv∗ij · ∇Wij = −

1
1t

Dρ∗i
Dt

. (17)

According to (10), (16) and (17), we can obtained:

Dρ∗i
Dt
= −

1t
mi

∑
j
mj
(
Fpi − Fpj←i

)
· ∇Wij. (18)

Substituting (13) and (14) into Equation (18) yields:

κi =
ρi

1t

Dρ∗i
Dt

αi. (19)

where αi = −1(∣∣∣∑j mj∇Wij

∣∣∣2+∑j |mj∇Wij|
2
) . Then the total force

of particle i is:

Fpi,total = Fpi + Fpi←j

= −mi
∑

j
mj

(
κi

ρi
+
κj

ρj

)
∇Wij. (20)

Divergence-free solver iteratively solves PPEwith velocity
divergence as its source term, forcing the fluid to satisfy
incompressibility based on the continuity equation. But solv-
ing PPE is generally considered to be time-consuming for
large systems. In DFPSH method proposed by Bender et al.
[16], [17], after solving the PPE with velocity divergence
as source term, the PPE with density deviation as source
term is also introduced. This combination of PPEs improves
the convergence of the SPH method and achieves the best
performance. Considering the stability and good incompress-
ibility of PBF method, we tried another combination, that is,
replacing the density deviation in the DFSPH combination
with a constraint equation. Fortunately, some parameters in
divergence-free solver can be reused in constraint equation,
which also facilitates the coupling of the two solvers.

2) POSITION BASED DENSITY CONSTRAINTS
In our hybrid SPH, we try to solve density constraint solver
based on PBD [9], [19] to further correct the particle position.
The density constraint equation Ci for particle i is a function
of the particle’s position xi and the positions of its neighbors:

Ci(x) =
ρi

ρ0
− 1 ≤ 0. (21)

where x = [x1, . . . , xn], n is the cardinality.
The density constraint solver we introduced aims to find a

position correction 1x to satisfy the following constraints:

C(x+1x) ≤ 0. (22)

Apply Taylor theorem to (22), and truncate it to first order:

C(x+1x) ≈ C(x)+∇C(x) ·1x. (23)

In order to ensure momentum conservation of the system,
we limit the direction of the particle correction 1x to the
direction of the constraint gradient ∇C(x):

1x = λ∇C(x). (24)

Taking the derivative of both sides of (21), we will get the
constraint gradient for particle i:

∇Ci(x) =
1
ρ0
∇ρi. (25)

The right side of (25) can be approximated by the SPH
discrete form of the spatial derivative of density:

∇Ci(x) =
1
ρ0

∑
j
mj∇Wij. (26)

Similarly, we can obtain a pressure gradient ∇Cj←i(x) of
a particle i acting on its neighboring particle j according to
Newton’s third law of motion:

∇Cj←i(x) = −
1
ρ0
mj∇Wij. (27)

Plugging (24), (26) and (27) into (23) yields:

λi = −
ρ20 Ci(x)

∇C2
i (x)+∇C

2
i←j(x)

= ρ20αiCi(x). (28)

where ∇Ci←j(x) is the pressure gradient acting on particle i
from its neighboring particle j. ∇Ci←j(x) and ∇Cj←i(x) are
equal and opposite.

Plugging (28) into (24), the position correction1xi of par-
ticle i under the action of density constraint can be obtained:

1xi = λi∇Ci(x)+
∑

j
λj∇Ci←j(x). (29)

Substituting (26) and ∇Ci←j(x) in (29) yields:

1xi =
1
ρ0

∑
j
mj(λi + λj)∇Wij. (30)

Density constraint solver further corrects the particle posi-
tion according to the density constraint equation, which will
improve the incompressibility, on the other hand, will lessen
calculative burden of divergence-free solver and accelerate its
convergence.

3) STOCHASTIC FLUCTUATING WIND FIELD
In the common SPH models, the external force fext usually
only includes gravity g. Although this can simulate many
common fluid scenes, the motion will be regular when simu-
lating the ocean waves. But we all know that wave motion
is random, and wind is one of the most important factors.
In addition, wind and waves in marine simulator can be
used to train the officer’s ship handling skills in heavy wind
wave condition, and also be used for engineering demonstra-
tions such as testing the strength of ships, offshore struc-
tures, breakwaters and other structures. In SPH framework,
we habitually consider sampling the surrounding air, and
treating air particles as another fluid particles with different
rest density. The existing multiphase flow approaches may
be used to simulate the interaction between fluid and the
air phase. However, the number of sampled air particles is
huge. As the scope of the scene expands, the air particles
will greatly increase, which will dramatically increase the
computation of SPH model. Moreover, the high-density ratio
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between air and fluid can cause stability problems. There-
fore, in order to simulate the wind field acting on the ocean
in the marine simulator visual system, we propose a novel
stochastic fluctuating wind field model. Instead of sampling
the surrounding air, we try to add wind velocity directly to
the fluid particles. The wind velocity is computed by our
stochastic fluctuating wind field in real time.

First, the proposed wind field model gives a reference wind
velocity vwindi,hori at a specific height in the horizontal direction.
The horizontal wind velocity vwindi,hori is mainly set according
to Beaufort wind scale. In order to generate a stochastic wind
field, we added a stochastic disturbance based on Perlin noise
to the horizontal wind field. Perlin noise has a pseudorandom
appearance. For the same input, the same random number will
be generated. Taking millisecond timestamp as random num-
ber seed, a three-dimensional stochastic disturbance wind
velocity vwindi,stoch is generated for particle i:

vwindi,x = f perlin(xi,A, tseed),
vwindi,y = f perlin(xi,A, tseed + 1),

vwindi,z = f perlin(xi,A, tseed − 1)

(31)

where vwindi,x , vwindi,y and vwindi,z are the components of vwindi,stoch in
the three coordinate axes. f perlin is the Perlin noise function,
and tseed is the millisecond timestamp. The noise value gen-
erated by the initial Perlin noise is between [−1, 1]. In order
to facilitate the control of the disturbance amplitude, we intro-
duce an amplitude parameter A.

After stochastic disturbance, a stochastic wind field can be
generated:

vwindi,ref = vwindi,hori + vwindi,stoch. (32)

where vwindi,ref is the reference wind velocity at a reference
height href from the bottom of the water, and href = 10m.
However, in actual scenes, attenuation of wind velocity

exits. When the wind acts on the ocean surface, the fluid
particles closer to the surface are more affected by the wind,
so their speed will be faster. However, due to the effect of
viscous forces and other forces, the energy brought by the
wind will attenuate with the increase of the depth. Therefore,
the wind velocity of the fluid particles will also show a trend
of vertical attenuation. In our wind field model, inspired by
the log wind profile equation, we modeled the attenuation
of wind velocity of ocean particles with depth and adopt
a semi-empirical logarithmic form ocean particle velocity
attenuation equation:

vwindi = β
ρair

ρi

vwindi∗

κ
ln
(
zi
z0

)
. (33)

where vwindi is the wind velocity of ocean particle i. β is a
control factor, which is used to control the intensity of the
wind field. ρair = 1.293 kg · m−3 is the density of the
surrounding air. Since the high-density ratio between air and
liquid may cause the stability problems, we introduce the
density ratio ρair/ρi to the log curve. vwindi∗ is the friction

velocity, κ = 0.41 is the Von Kármán constant. zi is the
vertical coordinate value of ocean particle i. z0 = 0.01 is the
roughness length of zero plane.

The friction velocity vwindi∗ can be computed using the
following equation:

vwindi∗ = κ
vwindi,ref

ln
(
href /z0

) . (34)

We have constructed a three-dimensional stochastic wind
field based on Beaufort wind scale, Perlin noise and log
attenuation equation. But the action of wind is intermittent,
so we should construct a fluctuating wind field. Therefore,
we design a periodic and asymmetrical pulse wave function
to control the continuity of the wind field:

1vwindi (t) =

{
vwindi (t), NT < t < NT + pw
0, NT + pw < t < (N + 1)T

(35)

where1vwindi (t) represents the velocity change caused by the
wind field, T is the pulse period, pw is the pulse width, N is
the natural number. t denotes the time step or frame. Users can
set different pulse periods and widths according to different
scenarios and requirements, and flexibly control the action of
the proposed wind field.

IV. OIL SPILL SIMULATION
Oil spill is such a disaster which causes huge and widespread
damage to marine ecological system. The oil spill simulation
in marine simulator can be used to train the officer’s emer-
gency handling capabilities in the event of an oil spill. The
research on oil spill and ocean waves should be conducted
together, but most of the current research is separate, that is,
the oil spill model or ocean wave model is studied separately,
which will bring serious applicability problems. If the oil spill
model and ocean wave model do not couple well, they cannot
be applied in the marine simulator. Therefore, based on our
hybrid SPH framework, we propose a novel particle-based
method for oil spill simulation in marine simulator. Our oil
spill model is developed based on the ocean wave model,
which is more applicable than other methods.

In the SPH concept, oil spill simulation is a typical multi-
phase flow problem. The contribution of particles from other
phases should be considered in the estimation of the physical
quantities of fluid particles at interfaces between multiple
fluids. However, if the particle density is computed using (4),
the estimated density at the interface will be too large for
lower density phase or insufficient for higher density phase.
As shown in Fig. 1, for a more intuitive explanation, we build
a one-dimensional SPH framework. The rest densities of the
fluid in the blue area and the orange area are 1000 kg ·m−3,
and 400 kg ·m−3, respectively. The blue curve represents the
density curve computed by (4). It can be seen that there is
a significant error in the density estimation at the interface.
In oil spill simulation, this may cause numerical instability.
Since the oil slick is a kind of fluid sheets, the entire oil
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FIGURE 1. A one-dimensional SPH density estimation. The rest density of
the fluid in the blue area is 1000 kg · m−3, and the rest density of the fluid
in the orange area is 400 kg · m−3. The blue curve is the standard density
estimation, and the orange curve is the number density estimation.

slick is almost located on the interface, so the error in density
estimation will cause severe distortion in oil spill simulation.

In order to solve the above problems, we introduce a
particle number density model to simulate oil spill scenar-
ios. In our unified model, we require constant rest volumes
throughout the particles. In the number density model, it is
assumed that all particles in the neighborhood of i have the
rest density of particle i. Therefore, the improved density of
particle i can be expressed as:

ρ̃i = ρi,0
∑
k

Nk∑
j=1

VjWij. (36)

where ρi,0 is the rest density of the fluid phase containing
particle i. k is the index of fluid phase, Nk is the number
of neighboring particles in fluid phase k . Vj is the particle
volume. The neighboring particles here include not only the
fluid particles in the same fluid phase with i, but also the
neighboring particles from other fluid phases in the support
domain of i. The density curve computed by (36) is shown in
the orange curve in Fig. 1. At the interface, it achieves sharp
density changes, and the estimation of fluid density is ideal.

Based on the concept of number density, in divergence-free
solver and density constraint solver, the estimation of related
physical quantities should also be re-derived. The common
parameter αi of the two solvers in the oil spill model can be
expressed as:

α̃i =
1

ρ2i,0

−1∣∣∣∑k
∑Nk

j=1 Vj∇Wij

∣∣∣2+∑k
∑Nk

j=1 |Vj∇Wij|
2
. (37)

The density change rate can be expressed as:

Dρ̃i
Dt
= ρi,0

∑
k

Nk∑
j=1

Vjvij · ∇Wij. (38)

The new stiffness coefficient κ̃i for particle i can be
expressed as:

κ̃i =
ρ̃i

1t
Dρ̃i
Dt

α̃i. (39)

The pressure force in divergence-free solver can be
expressed as:

F̃pi,total = −miρi,0
∑
k

Nk∑
j=1

(
κ̃i

ρ̃i
+
ρj,0

ρi,0

κ̃j

ρ̃j

)
Vj∇Wij. (40)

The density constraint equation in density constraint solver
can be expressed as:

C̃i(x) =
ρ̃i

ρi,0
− 1. (41)

The scaling factor λi can be expressed as:

λ̃i = ρ
2
i,0α̃iC̃i(x). (42)

The position correction 1xi can be expressed as:

1xi =
∑
k

Nk∑
j=1

(
λ̃i +

ρj,0

ρi,0
λ̃j

)
Vj∇Wij. (43)

V. ANISOTROPIC PARTICLE
Among the particle-based fluid surface reconstruction meth-
ods, SSF is a very attractive method. Compared with other
reconstruction methods, SSF method is more suitable for
real-time fluid simulation, such as ocean wave simulation
in marine simulator. However, since SSF does not explicitly
reconstruct the polygonal surface, it is necessary to improve
the smoothness of the fluid surface, not only by smoothing
the depth map of the particles. Therefore, we propose an
anisotropic particle framework, which is of great significance
for improving the smoothness of SSF surface.

Instead of rendering particles as spheres, we render fluid
particles as ellipsoids. The anisotropic particle framework
adjusts the size and orientation of particles according to the
position distribution of neighboring particles in the support
domain. If the neighboring particles in the support domain
of fluid particle i are sufficient and evenly distributed, then
particle i are isotropic when rendered, as the orange particles
in Fig. 2. However, if particle i is near the fluid surface,
the neighboring particles along the normal direction is less
than that along the tangent direction, so when rendering parti-
cle i, we shrink the particle sphere along the normal direction,
as the blue particles in Fig. 2.

In order to solve the rotation and scaling matrix for par-
ticle i from the position distribution, we applied weighted
principal component analysis (WPCA) to the positions of
neighboring particles. We compute a weighted position xwi
according to the distribution of neighboring particles in sup-
port domain of particle i:

xwi =

∑
k
∑Nk

j=1 wijxj∑
k
∑Nk

j=1 wij
. (44)

where w is an isotropic weight function:

wij =

{
1−

(
|xij|/h

)3
, if |xij| < h

0, otherwise
(45)
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FIGURE 2. 2D schematic diagram of anisotropic particles. Orange
particles represent fluid particles with sufficient and evenly distributed
neighboring particles, blue particles represent particles near the fluid
surface after anisotropic transformation, and light blue particles
represent particles near the fluid surface before anisotropic
transformation.

Generally speaking, if only the particle distribution inside
the single phase is considered, an undesired gap will be gen-
erated between the fluids. This is because the particles at the
interface between multiple fluids are located on the surface of
each fluid phase, so the rendering shape of these particles will
be compressed, thereby creating the undesired gap, as shown
in Fig. 3a. Therefore, when calculating anisotropic parame-
ters, we consider the contribution of fluid particles from other
phases to eliminate the gaps between the fluids, as shown
in Fig. 3b.

FIGURE 3. A 2D schematic diagram of the gap generated using standard
anisotropy method.

The distribution of neighboring particles in the support
domain of particle i can be used to construct a weighted
covariance matrix Ci:

Ci =

∑
k
∑Nk

j=1 wij
(
xj − xwi

) (
xj − xwi

)T∑
k
∑Nk

j=1 wij
. (46)

Applying singular value decomposition (SVD) to the
covariance matrix Ci, the scaling matrix and rotation matrix
related to the anisotropic transformation can be obtained:

Ci = Ri6iRT
i . (47)

where Ri is the rotation matrix of particle i. 6i is a
diagonal matrix containing three eigenvalues, and 6i =

diag(σ1, σ2, σ3), σ1 ≥ σ2 ≥ σ3. 6i is the scaling matrix of
particle i. Since the particle distribution is arbitrary and noisy,
in order to ensure the robustness of SVD, we decompose the

covariance matrix Ci by using the two-sided Jacobi SVD,
which is fast and stable for small-scale matrices.
Simulation experiments show that the above rotation and

scalingmatrix is effective for most particles, and has achieved
a good anisotropic transformation effect. However, in areas
with only few neighboring particles, the distribution of parti-
cles is sparse. Singular value decomposition often produces
undesirable results. To solve the problem of particle defor-
mation, Yu and Turk [41] proposed to set a neighboring
particle threshold. When the number of neighboring particles
is less than the threshold, the particles are set to a unified
isotropic value. Although this method effectively solves the
problem of particle deformation, it may cause discontinuity
or rough boundary details due to improper threshold setting.
In the simulation process, we found that among the three
eigenvalues obtained by singular value decomposition of the
covariance matrix Ci of particles with few neighboring parti-
cles, not all the eigenvalues are abnormal. It is not necessary
to reset the correct eigenvalues artificially. While correcting
the abnormal eigenvalues, we should maintain the correct
eigenvalues as much as possible, so that the particles at the
boundary are also anisotropic, and the detailed characteristics
of the splashed droplet are retained. Therefore, we propose a
novel solution to ensure the continuity of the particle shape
and the anisotropic transformation:

σ̃i = max(σi, σ1/kr ). (48)

where kr = 5.0 is a scaling factor.
The new scaling matrix can be expressed as:

6̃i =


ks · diag(σ1, σ̃2, σ̃3), ifNnb ≥ Nε
diag(ξ1, ξ2, ξ3), ifNε > Nnb ≥ Nt
diag(ζ1, ζ2, ζ3), ifNnb < Nt

(49)

where ks = 560 is a scaling factor, Nε = 20 and Nt = 5 are
threshold constants. ξi and ζi are improved scaling value in
different neighboring particle intervals, and they can be given
as:

ξi = min (1.0, (1− γ )kn + γ σ̃i) . (50)

ζi = min(kn, σ̃i). (51)

where kn = 0.5 is a scaling factor, and γ ∈ [0, 1], here
γ = 0.8.

Finally, the anisotropic transformationmatrixTi of particle
i can be expressed as:

Ti = Ri6̃i. (52)

After anisotropic transformation, the rendering position of
particles will change, especially particles with obvious trans-
formation may cause the problem of particle position noise.
Therefore, we should apply on step of Laplacian smoothing
on the position of the particles based on the original position
xi and the weighted position xwi :

xi = (1− τ )xi + τxwi . (53)

where τ ∈ [0, 1] is a constant, and here τ = 0.9.
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VI. RESULTS AND DISCUSSION
We have implemented the proposed models using C++ in
Visual Studio 2019 and built some common ocean scenes to
verify the validity of the models. All the simulations were run
on a 3.59 GHz AMDRyzen 7 3700X 8-Core CPUwith 32GB
of memory. The visualization of particle-based ocean scenes
implemented using modern OpenGL and runs on a NVIDIA
GeForce RTX 2070 SUPER GPU.

The test ocean scenarios we have built included some
fluid-rigid coupling scenarios. All the rigid bodies, includ-
ing the bounding box were sampled as boundary particles
using Poisson Disk Sampling method [46]. The single layer
non-uniform boundary particle model [47] is adopted to deal
with the two-way coupling between boundary particles and
fluid particles. In all test ocean scenarios, the adaptive time
step [45] is adopted unless stated otherwise. All length units
in the test scenarios are dimensionless, and L is defined as the
unit length.

A. PERFORMANCE OF THE HYBRID SPH FRAMEWORK
We built a typical dam break scene to verify the incompress-
ibility of our hybrid SPH framework. In the dam break scene,

FIGURE 4. Comparison of incompressibility. Image (a) is the maximum
density comparison between our hybrid SPH method and DFSPH method.
Image (b) shows the average density comparison.

the size of the bounding box is 5L× 5L× 3L, the size of the
fluid block is 1.6L × 2.0L × 1.5L, and the number of fluid
particles is 35k. Fig. 4 shows the incompressibility compar-
ison of our hybrid SPH framework and DFSPH framework.
In Fig. 4a, the orange curve represents the maximum density
value of the hybrid SPHmethod, and the blue curve represents
that of DFSPH method. After introducing position-based
density constraints, the stability of the hybrid SPH method
is significantly enhanced. Moreover, the DFSPH method has
a relatively large peak density fluctuation. Fig. 4b shows the
comparison of the average density of the hybrid SPH method
and the DFSPH method. The average density level of the
hybrid SPHmethod has steadily increased compared with the
DFSPHmethod. In terms of incompressibility, position based
density constraints are more stable than PPE with density
invariance as the source term.

Fig. 5 shows the density distribution of the dam break
scene simulated by the hybrid SPH method. The rest density
of the simulated fluid is 1000 kg · m−3. In the area with
dense particles, there are sufficient neighboring particles,
so the density of the particles is basically at the rest density
level. However, the density of particles is relatively low in

FIGURE 5. The density distribution of the dam break scene simulated by
the hybrid SPH method. The color bar on the right side of each image
describes the density value represented by different colors. The unit of
density is kg · m−3.
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the surface area and splashing area with fewer neighboring
particles. This is consistent with the concept of SPH.

Similar to the DFSPH method, in our hybrid SPH method,
there are also two solvers, divergence-free solver and density
constraint solver (called constant density solver in DFSPH).
We separately counted the number of iterations of the two
solvers in each method. In the 3500 time steps of the
dam break scenario, the average number of iterations of
divergence-free solver of both the hybrid SPH method and
DFSPH method is 1.0, and the performance is similar.
As shown in Fig. 6a, the blue curve represents the number
of iterations of the constant density solver of the DFSPH
method, and the orange curve represents that of the den-
sity constraint solver of the hybrid SPH method. Obviously,
the performance of the two methods is similar in the previous
time steps. From about the 2500th time step, the convergence

FIGURE 6. Convergence comparison of pressure solvers. Image (a) is the
iteration statistics of the density constraint solver in our hybrid SPH
method and the constant density solver in DFSPH method. Image (b) is
the iteration statistics of the density constraint solver in our hybrid SPH
method and PBF method. In order to unify the drawing, in images (a) and
(b), we refer to the density constraint solver and the constant density
solver as the pressure solver.

of our method is significantly improved. In the 3500 time
steps, the average number of iterations of density constraint
solver in the hybrid SPH method is 9.3, and that of constant
density solver in DFSPHmethod is 12.0. Since we introduced
the density constraint solver from PBF, we compared the
number of iterations of the density constraint solver in PBF
and hybrid SPH method in Fig. 6b. From Fig. 6b, we can
see that our hybrid SPH converges faster in the first 500 time
steps.

In Fig. 7, we compared the running time of the solvers.
Fig. 7a shows the time costs of divergence-free solvers in
DFSPH method and our hybrid SPH method. The time costs
of the two methods are almost the same. However, in terms
of the time cost of the pressure solvers shown in Fig. 7b,
the PBFmethod, DFSPHmethod and our hybrid SPHmethod
are quite different. PBF is the most time-consuming among
the three methods. The DFSPH method and our hybrid SPH

FIGURE 7. Time cost comparison of different solvers. Image (a) is the
time cost of the divergence-free solver in our hybrid SPH method and
DFSPH method. Image (b) is the time cost of the pressure solvers in our
hybrid SPH method, PBF method and DFSPH method. In order to unify the
drawing, in image (b), we collectively refer to the density constraint solver
and the constant density solver as the pressure solver. The unit of time
cost is ms.
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method are relatively better. Especially after the 2500th time
step, our hybrid SPH method shows more obvious advantage
in the rapidness.

B. WIND WAVE SIMULATION
In order to verify the effectiveness of our wind field model,
we built some wind wave scenarios. In Fig. 8, the size of the
fluid is 5.0L× 0.5L× 2.0L, and the size of the bounding box
is 5.0L× 3.0L× 2.0L. The number of fluid particles is 34.7k.
We applied the proposed stochastic fluctuating wind field

to the test scene shown in Fig. 8. We use the velocity vwindi,hori =

(−18, 0,−0.5) to initialize the wind field in the horizontal
direction. The amplitude A in (31) is set to 3.0, the control
factor β = 1.5, the pulse period T = 10, and the pulse width
pw = 100.We recorded 6000 time steps with a CPU running
time of 1.94 h. Fig. 9a shows the meeting scene of two wave
peaks, and Fig. 9b shows the scene of wave overturning.

FIGURE 8. General description of the test scene for wind field: front and
side views. The black border represents the bounding box. The blue area
represents the fluid block.

FIGURE 9. Wind field simulation results based on the hybrid SPH
framework. The shading of fluid particles is based on their velocity
information. The color bars on the right of images (a) and (b) represent
the modulus of particle velocity and the unit is m · s−1.

In order to verify the effectiveness of the wind field
model in fluid-rigid coupling, we simulated the interac-
tion of wind waves with lighthouse in Fig. 10 and tanker
in Fig. 11. In the lighthouse scene, the size of fluid block is

FIGURE 10. Wind waves coupling with a lighthouse. The shading of fluid
particles is based on their velocity information. The color bars on the
right of images (a) and (b) represent the modulus of particle velocity and
the unit is m · s−1.

FIGURE 11. A tanker in highly agitated ocean. The shading of fluid
particles is based on their velocity information. The color bars on the
right of images (a) and (b) represent the modulus of particle velocity and
the unit is m · s−1.

3.0L × 0.8L × 2.0L, and the size of the bounding box is
5.0L × 5.0L × 3.0L. The number of fluid particles is 34.5k.
The parameters of the wind field applied in Fig. 10 are the
same as those in Fig. 9. We recorded 6000 time steps with
a CPU running time of 1.17 h. Fig. 10a shows the effect of
wind waves hitting the lighthouse.
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FIGURE 12. Comparison of abnormal eigenvalue correction methods in anisotropic particle framework. In image (a), the scaling matrix of fluid particles
is directly composed of the eigenvalues of SVD. In image (b), when the neighboring particles are less than the threshold, the scaling matrix is artificially
set based on Yu’s method. In image (c), the abnormal eigenvalues are corrected by our method.

FIGURE 13. A simple multiphase flow experiment based on the oil spill model. Particles of different colors represent fluids of different rest densities.
Image (a) is rendered using isotropic particles. Images (b) and (c) are rendered using isotropic particles. In image (b), the contribution of neighboring
particles from other fluid phases is not considered, so there is a gap between different fluids.

The lighthouse in Fig. 10 is a static rigid object. In order
to further verify the interaction between wind waves and
floating rigid objects, we simulated an oil tanker in highly
agitated ocean. As shown in Fig. 11, the size of fluid block
is 5.0L × 0.6L × 3.0L, and the size of the bounding box is
6.0L × 5.0L × 3.0L. The number of fluid particles is 64.3k.
The parameters of the wind field applied in Fig. 11 are the
same as those in Fig. 9 and Fig. 10. We recorded 3000 time
steps with a CPU running time of 1.18 h. Fig. 11a shows the
effect of the wave overturning under the action of wind and
gravity.

C. OIL SPILL AND ANISOTROPIC PARTICLES
Anisotropic transformation is the state-of-the-art method to
solve the smoothing problem of particle-based fluid surface.
However, if there are insufficient neighboring particles, sin-
gular value decomposition will produce abnormal eigenval-
ues. As shown in Fig. 12a, the particles at the boundary are

deformed, and the shape of the splashed particles is gen-
erally larger. Yu and Turk proposed an isotropic correction
method [41], as shown in Fig. 12b. However, the threshold
of neighboring particles and the isotropic value should be
carefully selected, otherwise it will cause the discontinuity of
the particle shape. After applying our segmented correction
method, the size of particles at the boundary is consistent
with the particles with sufficient neighboring particles, and
the continuity of the particle shape can be better maintained,
as shown in Fig. 12c. Moreover, in Fig. 12c, there are some
anisotropic particles, which also verifies that our method has
kept the anisotropy of particles at the boundary as much as
possible.

When dealing with multiphase flow, if the calculation of
the anisotropic transformation matrix only considers the con-
tribution of its own neighboring particles, a gap will be gen-
erated between different fluid phases, as shown in Fig. 13b.
Therefore, when calculating the covariancematrix andweight
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FIGURE 14. Crude oil leaking on the ocean. In images (a) - (d) the rest density of the oil is 800 kg · m−3 and that of the ocean is 1027 kg · m−3.

positions, we have considered the contribution of neighboring
particles in other phases to eliminate the gap between differ-
ent phase fluids, as shown in Fig. 13c. Compared with the
isotropic particles in Fig. 13a, the surface of the anisotropic
particles in Fig. 13c is smoother.

We simulated the oil spill based on the anisotropic multi-
phase flowmodel. As shown in Fig. 14, the rest density of the
oil is 800 kg·m−3 and that of the ocean is 1027 kg·m−3. The
number of ocean particles is 64.3k and that of oil particles is
10k. The parameters of the wind field applied in Fig. 14 are
the same as those in Fig. 11. We recorded 9000 time steps
with a CPU running time of 6.10 h. In Fig. 14, the oil slick
drifts and spreads with the sea water, and sometimes is broken
down.

VII. CONCLUSION AND FUTURE WORK
In this paper, we propose a unified anisotropic particle frame-
work for simulating typical marine virtual scenes. The frame-
work is mainly composed of an ocean wave motion model
based on hybrid SPH, a stochastic fluctuating wind field
based on Perlin noise, and an oil spill model based on particle
number density and an anisotropic particle transformation
technology. Compared with the spectrum-based approaches,
our unified framework is more applicable for simulating
large deformation scenes such as splashes. The density con-
straints from PBD framework are introduced in the hybrid
SPH model to further enhance the incompressibility. The
stochastic fluctuating wind field model is developed based
on the wind profile and Perlin noise, and can be easily inte-
grated into the proposed hybrid SPH model, which is of great
significance for the simulation of heavy wind wave scenes
in marine simulator. Oil spill simulation based on particle

number density solves the problem of inaccurate density
estimation at the interfaces between multiple fluids. Com-
pared with the traditional oil spill model, our particle-based
oil spill model improves the physical reality of marine oil
spill simulation. The improved anisotropic particle method
alleviates the discontinuity of the shape of the fluid particles
near the boundary, which maintains sharper features and pro-
duces a smoother surface. Since the models we proposed are
only applicable to virtual reality scenes in marine simulator
visual system, similar to most studies on fluid simulation
in computer graphics, we prefer to consider stability and
rapidity, so we have not compared them with the measured
data. Before applying our models to engineering fields such
as strength analysis, they need to be compared with the
measured data. Some algorithms, such as the time integra-
tion scheme, may need to be changed to a higher precision
integration scheme. Besides, there are still some areas where
our model can be improved. The parameters of the wind field
need to be selected carefully. The physical calculation of the
unified anisotropic framework is only performed on the CPU,
and if applied to the marine simulator, parallel acceleration
may be required. In future work, we will continue to optimize
the above deficiencies.
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