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ABSTRACT Temporarily storing delay-tolerant data at peak hours and forwarding the data at off-peak hours,
i.e., performing Store-and-Forward (SnF) using datacenter storage, can mitigate peak-hour congestion and
exploit off-peak-hour bandwidth in inter-datacenter networks. Most prior studies considered a case where
all nodes along their routing paths provided SnF options for the scheduling decision making. Intuitively,
their solutions maximize the scheduling flexibility. However, the computational complexity of their solutions
increases exponentially with the hop count. Meanwhile, SnF operations are generally performed on a portion
of nodes rather than every node along the path. Thus, the considered case seems to be unnecessary in practice.
In this paper, our studies reveal that desirable performance can be attained by involving a portion of nodes
rather than all nodes along the path in the decision making. Thus, we propose a partial SnF scheduling
method, which involves a portion of nodes in scheduling and introduces a network abstraction based on the
involved nodes. Simulations demonstrate that the proposed method has lower complexity while achieving
high performance.

INDEX TERMS Bulk data transfers, inter-datacenter networks, wavelength routing, storage.

I. INTRODUCTION
A. BACKGROUND
Emerging online services have brought a rapid growth in bulk
transfers across geo-distributed datacenters (DCs) [1]. The
bandwidth-hungry and long-lived nature of bulk data flows
imposes a great challenge on the inter-datacenter networks
(inter-DCNs) [2]–[4]. To tackle this, prior studies exploited
the delay-tolerance of bulk transfers to provide extra flexibil-
ity in scheduling and resource allocation [2]–[7].

A key feature of the prior studies is that they delivered bulk
data over end-to-end (E2E) connections. Due to the diurnal
traffic pattern, the bursty user demands and the time zones
between DC sites, the network traffic can peak on different
sites and at different hours. As a result, residual bandwidth in
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inter-DCNs varies in both time and space [7]. The bandwidth
bottleneck of a bulk data flow may occur on different links
and at different hours. Thus, it is difficult to fully utilize
the residual bandwidth over E2E connections [8]. To accom-
modate the growing peak-hour demands, DC operators have
to constantly purchase bandwidth from ISPs or upgrade the
capacities of their dedicated lines even if large amounts of
bandwidth are left unused at the off-peak hours.

An alternative solution is to introduce the storage of DC
sites into data-plane paths. The intermediate DC sites can
temporarily store delay-tolerant data at the peak hours and
forward the data at the off-peak hours. On the one hand,
the peak-hour congestion is mitigated by shifting the data
transmissions to off-peak hours. On the other hand, the off-
peak-hour residual bandwidth can be exploited and used for
bulk data transfers. This solution is called store-and-forward
(SnF) and has proven to be effective in inter-DCNs [9].
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In this paper, we consider a combination of DC stor-
age and optical circuit switching (OCS) for inter-DC bulk
transfers. On the one hand, OCS enables high-bandwidth
paths for bulk data with minimum control and processing
overhead. On the other hand, E2E constraints are relaxed in
the presence of SnF. This greatly improves utilization when
compared to conventional OCS [9]–[13]. However, the use
of storage transforms the conventional routing problem into
a complex scheduling problem, where both bandwidth and
storage resources must be allocated and both spatial routing
and temporal scheduling must be performed [11]. Solving
such a scheduling problem is computationally expensive [8].

B. MOTIVATION
In essence, the flexibility of an SnF solution depends on the
number of storage nodes along its routing path. Each storage
node provides an SnF option for the scheduling decision
making. The more storage nodes, the more flexible the SnF
solution, and the more residual bandwidth can be utilized for
bulk data transfers. Most prior studies aimed to fully leverage
the flexibility and hence considered a case where all nodes
along the routing path were involved in their scheduling prob-
lems [8]–[19]. Upon receiving data, each node has to decide
whether the data should be stored, for how long, and at what
rate the data should be transmitted to the next ‘‘hop’’ along
the path. The computational complexity of the scheduling
problem increases exponentially with the hop count [8], [13].
Thus, the problem may become computationally intractable
for large networks and dynamic traffic.

In practice, SnF operations are often performed on a por-
tion of the nodes rather than every node along its routing path
in each bulk transfer [11], [14]. For example, the reported
work demonstrated that the majority of requests could reach
their destinations through one or two SnF operations [14].
Moreover, in the context of inter-DC optical networks, each
SnF operation will require an expensive OEO conversion,
which consumes extra power and introduces control over-
head [9]. This naturally inspires us to explore how to involve
a portion of nodes rather than all nodes along the routing path
in the decision making, thereby reducing the computational
complexity.

C. CONTRIBUTIONS
Our contributions are summarized as follows:

1) We first present analytic models to compare SnF with
two typical E2E provisioning approaches in terms of
performance and complexity. Our key finding shows
that desirable performance can be attained by using
a storage node rather than multiple storage nodes in
scheduling under certain circumstances.

2) We further extend the analytic models to quantify the
impact of the number of storage nodes along the rout-
ing path on the performance and the complexity of
SnF. Studies show that involving a portion of nodes
in scheduling while expanding the time horizon of

temporal scheduling can provide more performance
benefits while imposing less computational burden.

3) Inspired by this finding, we propose a partial SnF
(pSnF) scheduling method. On the one hand, the pSnF
method only involves a portion of nodes along the path
in the scheduling decision making. On the other hand,
the pSnFmethod provides an abstract view of the future
network resources based on the involved nodes. Given
the limited computational cost, the pSnF method can
search network state further ahead in time and hence
make more optimal decisions than the conventional
method using all nodes in scheduling. Simulations
demonstrate that the pSnF method can outperform the
conventional method in terms of blocking probability
and computing time.

The rest of the paper is organized as follows. Sect. II
reviews the literature. Sect. III compares the three
approaches. Sect. III studies the impact of the number of
storage nodes. Sect. V presents the pSnF method, which is
followed by evaluations and discussions in Sect. VI. Sect. VII
concludes this paper.

II. RELATED WORK
A. SnF SCHEDULING METHODS
We classify the existing SnF scheduling methods into two
categories: (1) full SnF schemes, where all network nodes
were involved in the scheduling decision making; (2) partial
SnF schemes, where only a portion of network nodes were
involved in the decision making. These efforts are summa-
rized in Fig. 1.

1) FULL SnF SCHEMES
Most prior studies attempted to fully leverage the network
infrastructure and maximize the flexibility of scheduling.
They considered the scenarios where storage was deployed
on all network nodes. Meanwhile, all nodes along a routing
path were involved in the decision making [8]–[19]. The
SnF scheduling problems were formulated as optimization
problems, such as linear programming problems and network
flow problems [8]–[11], [16]–[19]. Classical optimization
algorithms or heuristics were used to achieve optimal solu-
tions in routing, scheduling, and resource allocation. The
prior proposed methods have proven to be effective for small
networks or static traffic where request arrival time is fixed
and given in advance. However, the SnF scheduling problem
has been proven to be NP-hard [8]. Our prior studies revealed
that with the full SnF scheme, the size of the SnF scheduling
problem exponentially increased with the hop count of the
routing path [12]. This implies that the problem may become
intractable when the problem size is large. Thus, the prior
methodsmay be too complex to implement for large networks
and dynamic traffic where requests arrive one after another
randomly.
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FIGURE 1. Summary of SnF scheduling methods.

2) PARTIAL SnF SCHEMES
Some reported studies also considered the scenarios where
storage was deployed on all network nodes [20]–[23].
However, they imposed some constraints on scheduling.
Feng et al. preferably delivered data through the minimum
number of SnF operations [20]. Their proposed scheduling
method used a greedy algorithm to find a viable solution start-
ing from one SnF operation allowed. However, the greedy
algorithm failed to gain practical insights into the impact
of the number of storage nodes on the performance and the
complexity of SnF. To reduce the high-speed read/write bur-
den on the storage systems, the authors in [21] assumed that
only sources could store data. Patel et al. compared SnF with
Advance Reservation (AR) [22], [23]. AR was considered as
a special case of SnF when only the source was SnF-enabled.
Their studies showed that compared to SnF, the performance
benefits provided by AR were slight, especially when the
traffic load was high.

Other reported studies considered the scenarios where stor-
age was deployed on a portion of network nodes [24]–[26].
In [25], when E2E lightpath was unavailable for a partic-
ular request, the proposed scheduling method attempted to
establish a lightpath from the source to the closest storage
node for temporarily storing, and then established a lightpath
from this storage node to the destination at a later time.
Although a routing path may traverse multiple intermediate
nodes, only an intermediate node was SnF-enabled, which
resulted in a limited performance improvement provided by
SnF. Moreover, the authors formulated the storage location
problem as a facility location problem and solved it by
graph centrality measures. The storage deployment mainly
depended on the characteristics of network topology, but
without considering any complexity issues. Iosifidis et al.
aimed to maximize the network data transfer capability with
the minimum required storage capacity [26]. They formu-
lated the joint optimization problem of routing and storage
usage as max-flow problems. However, they did not consider
how the number of storage nodes affected the complexity of
SnF. Laoutaris et al. considered a 3-node tandem network,
where only the intermediate node was SnF-enabled [24].
They developed an analytical model for transferring bulk

data through single-hop and single-path transfers but did not
consider any routing or scheduling issues. None of the afore-
mentioned literature investigated the impact of the number of
storage nodes on the complexity and the performance of SnF.

3) LESSONS LEARNT FROM PRIOR WORK
In short, most prior studies considered the full SnF schemes.
Although their proposed scheduling methods have proven
to be effective for small networks or static traffic, they
may become too complex to implement for large networks
and dynamic traffic. By contrast, some proposed scheduling
methods considered the partial SnF schemes by only using
either source or intermediate nodes for scheduling. However,
they aimed to minimize storage usage or deployment, with-
out considering any complexity issues. There exists a trade-
off between performance and complexity in the design of
an SnF scheduling method. An efficient SnF scheduling
method should carefully examine the number of storage
nodes involved in the decision making, but little research has
considered this.

FIGURE 2. A time-shifted multilayer graph (TS-MLG).

B. TIME-SHIFTED MULTILAYER GRAPH
TS-MLG is a routing framework proposed for bulk transfers
in OCS network with SnF [14]. Fig. 2 shows an example
of TS-MLG, which consists of a set of layers. Each layer
is a snapshot of the network state at a certain instant. The
layers are stacked downward in a time-increasing order to
capture the dynamics of resource usage. For example, the top-
most layer indicates that link 6-5 is unavailable at time t0.
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FIGURE 3. Routing models (i.e., TS-MLGs) of IR, AR and SnF.

The second topmost layer indicates that link 6-5 becomes
available at time t1. Besides, spatial links connect different
nodes within the same layer, and temporal links connect the
same nodes at different layers. When a request traverses a
spatial link, it suggests data transfer from one node to another.
When a request traverses a temporal link, it suggests data
storage on a node for a certain period. The capacity of a
spatial link or a temporal link refers to the bandwidth of
that link, or the storage capacity of that node. For simplicity,
the link capacity in Fig. 2 is assumed to be onewavelength per
link. In practice, the link capacity is usually larger than one.

Consider a request r from node 1 to node 5 arrives
at the network at t0. An E2E transmission is unavailable
at t0. However, by performing a routing algorithm, e.g.,
Dijkstra’s algorithm, on the TS-MLG shown in Fig. 2(a), an
E2E path over time and space is found, i.e., path 1-6-6’-5’.
In this case, SnF operation is performed on node 6. With
the TS-MLG, an SnF scheduling problem is formulated as
a routing problem.

The arrival and departure of requests change the network
states, thus update the TS-MLG dynamically. New layers are
added to or expired layers are removed from the TS-MLG
dynamically. Consider the aforementioned request r . Once
r is admitted, the link states of link 1-6 and link 6’-5’ in
the two topmost layers will be updated to unavailable. Then,
two new layers will be added to the TS-MLG, with each
layer corresponding to the moment when the transmission
of r completes for link 1-6 and link 6’-5’ (i.e., their link
states on the new layers are available), respectively. As time
progresses, the topmost layer will be removed from the
TS-MLG when the current moment corresponds to the next
layer, i.e., the second topmost layer.

The computational complexity of a routing algorithm
depends on the size of a network graph. The TS-MLG size
is equal to the number of layers times the number of nodes in
the network topology. Thus, the number of layers dominantly
determines the complexity. The bursty nature of the bulk data
flows may result in a temporary increase in the number of
layers. This suggests high computational complexity on the
route search for new requests. In other words, the compu-
tational complexity may vary request-by-request. To bound
the complexity, the number of layers used for routing needs

to be limited. As a result, requests are accepted or blocked
depending on whether viable paths are found within a given
number of layers.

III. COMPARISONS OF IR, AR AND SnF
Immediate Reservation (IR) and Advance Reservation
(AR) [27] are two typical E2E provisioning approaches in
OCS networks. IR and AR can be regarded as special cases of
SnF when no node or only source is SnF-enabled. To under-
stand their pros and cons, we first briefly review the rationales
of the three provisioning methods. Then, we present the
analytic models and compare SnF with IR and AR in terms
of performance and complexity.

In IR, a request is accepted or rejected, depending on
whether the bandwidth is available for an E2E transfer.
In other words, upon arrival, a decision is made immedi-
ately according to the current network state, i.e., bandwidth
availability information at the moment of arrival. In AR,
the transfer of a request can be deferred to a later timewhen an
E2E connection is available. Such a deferral can be performed
by only the source of each request. Thus, a decision is made
according to both the current and the future network states,
i.e., the bandwidth availability information over a certain
period. Here, the full SnF scheme is considered. Thus, in SnF,
each node can perform SnF. A decision is made according to
both the current and the future states of both bandwidth and
storage availability information.

A. ANALYTIC MODELS
We extend the prior analytic models [12] to provide a com-
parison between IR, AR and SnF. For simplicity, consider a
fixed route R = {s, i1, . . . , iN−2, d}, where s is the source, d
is the destination, N denotes the number of nodes on R and
N ≥ 2. Routing models (i.e., TS-MLGs) of IR, AR and SnF
are depicted in Fig. 3. Assume that the L topmost layers can
be used for scheduling.

The TS-MLG of IR only consists of a layer, as depicted
in Fig. 3(a). This is because only the current network state
is considered in IR. In Fig. 3(b), the TS-MLG of AR con-
sists of L layers, since both the current and the future net-
work states are considered in AR. Additionally, only the
sources at different layers are connected via temporal links.
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In Fig. 3(c), since each node can perform SnF, the TS-MLG
consists of multiple layers and temporal links. Let d (l) denote
the destination d at layer l in the TS-MLG, where l ∈
[1,L]. These destinations are not connected via temporal
links, because an alternate path should not traverse multiple
destinations.

In this paper we differentiate between ‘‘path’’ and ‘‘route.’’
We use the common term ‘‘route’’ to refer to a path in a con-
ventional network graph, which simply shows how to reach a
destination in the spatial dimension, without considering the
temporal dimension. In a TS-MLG, a path traverses multi-
ple spatial and temporal links, which suggests that the SnF
operations are performed on different nodes and at different
time. An alternate path is defined as a path from s to d (l) in
the TS-MLG, without considering the resource availability
of each link, where l ∈ [1,L]. A viable path is defined as
an alternate path with the required bandwidth and storage
resources on each link.

With the TS-MLG, the scheduling problem can be formu-
lated as the routing problem. A simple solution to the routing
problem is to list all alternate paths from s to d and search for
a viable path. Thus, the number of alternate paths is a native
measure of the computational complexity of the problem.
For instance, there is only one alternate path for the node
pair (s, d) in Fig. 3(a). When the layers are introduced in the
model, an alternate path can reach the destinations at different
layers. In Figs. 3(b) and (c), the number of alternate paths for
(s, d) increases with the number of layers. Here, P(s,d)(N ,L)
is defined as the total number of alternate paths from s to d (L),
where L = [1, . . . ,L]. Here, P(s,d)(N ,L) is used to quantify
the computational complexity.

In addition, the main idea of SnF is to trade storage for
bandwidth. Thus, the probability of resources being available
should be considered in the analytic models. Probability of
reservation failure F(s,d)(N ,L) is defined as the probability
that a request fails to find and reserve any viable path from a
set of alternate paths of size P(s,d)(N ,L). Let pb and ps denote
the probability that a request fails to reserve the required
bandwidth on a spatial link, and the required storage on a
temporal link, respectively. F(s,d)(N ,L) is used to quantify
the achievable performance of the problem. Table 1 lists
P(s,d)(N ,L) and F(s,d)(N ,L) in the cases of IR, AR and SnF.

TABLE 1. P(s,d )(N, L) and F(s,d )(N, L) in IR, AR and SnF.

In Fig. 3(a), there exists one layer in the TS-MLG of IR.
Thus, PIR(s,d) = 1. As N -1 spatial links are connected in series,
a request will be blocked if any one of the N -1 spatial links
cannot provide the required bandwidth. Thus, we have

F IR(s,d)(N ) = 1− (1− pb)N−1 (1)

In Fig. 3(b), there exist L layers in the TS-MLG of AR.
Thus, PAR(s,d)(L) = L. Since the L alternate paths share some
common temporal links, their reservation failure probabilities
should be dependent. For simplicity, we assume that temporal
links along each alternate path are independent. A request will
be blocked onlywhen all the L alternate paths are unavailable.
We have

FAR(s,d)(N ,L) =
L∏
l=1

[1− (1− ps)l−1(1− pb)N−1] (2)

The expressions of PSnF(s,d)(N ,L) and F
SnF
(s,d)(N ,L) have been

illustrated in [12]. Here, we present

PSnF(s,d)(N ,L) =


L∑
l=1

PSnF(i1,d)(N − 1, l) if N ≥ 3

L if N = 2

(3)

FSnF(s,d)(N ,L) =



L∏
l=1

[1− (1− ps)L−l(1− pb)

×(1− FSnF(i1,d)
(N − 1, l))] if N ≥ 3

L∏
l=1

[1− (1− ps)l−1(1− pb)] if N = 2

(4)

N and L determine the TS-MLG size. Increasing N sug-
gests selecting a longer-spatial-hop route for requests, while
increasing L suggests expanding the time horizon of temporal
scheduling, e.g., enabling a longer storing time.

B. EVALUATION OF PERFORMANCE AND COMPLEXITY
We evaluate the properties of P(s,d)(N ,L) and F(s,d)(N ,L) in
the cases of IR, AR and SnF. Numerical results are shown
in Fig. 4.

Figs. 4(a) and (b) compare P(s,d)(N ,L) in IR, AR and
SnF. PIR(s,d) remains 1 regardless of N and L. PAR(s,d) linearly
increases with L, but regardless of N . Thus, the results of
IR and AR in Fig. 4(a) and (b) are the same. By contrast,
PSnF(s,d)(N ,L) increases with L. The larger value ofN , the more
significant increase in PSnF(s,d)(N ,L). Compared to IR and
AR, SnF enables more alternate paths, which suggests that
requests are more likely to find viable paths in SnF. However,
a larger set of alternate paths also imposes more computa-
tional burden on searching.

We assume ps � pb in Fig. 4(c) because storage
is more sufficient than bandwidth in typical inter-DCNs.
However, in some metro scenarios, such as the Central Office
Re-architected as a Datacenter (CORD) and micro DCs for
edge computing, the storage resources may not be sufficient
to handle all bulk data flows. The values of pb and ps in such
scenarios are worth of further study.

Fig. 4(c) shows thatF(s,d)(N ,L) in the three cases increases
with N . It is difficult to find viable paths along a long-spatial-
hop route (larger value of N ). FSnF(s,d)(N ,L) is lower than the
others. But the gap between FAR(s,d)(N ,L) and FSnF(s,d)(N ,L)
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FIGURE 4. Number of alternate paths (a) and (b) and probability of
reservation failure (c) and (d) in IR, AR and SnF.

remains small when N=2∼6 and pb=0.1. The gap widens
with N . With pb increasing, it becomes difficult to reserve
the required bandwidth. This results in a great increase in
F(s,d)(N ,L) in the three cases.
In Fig. 4(d), FAR(s,d)(N ,L) and F

SnF
(s,d)(N ,L) decrease with L,

but F IR(s,d)(N ) remains constant, when pb/ps=0.3/0.01. The
gap between FAR(s,d)(N ,L) and FSnF(s,d)(N ,L) widens with L.
Requests can search more network resources further ahead in
time with L increasing. The aforementioned studies assume
ps � pb. Without loss of generality, we further assume
ps � pb. Herein, pb/ps=0.01/0.3. This means that the
bandwidth is sufficient but the storage is scarce. In this case,
increasing L becomes less effective in reducing FAR(s,d)(N ,L)
and FSnF(s,d)(N ,L).

C. LESSONS LEARNED FROM ANALYSIS
In a typical inter-DCN where storage is sufficient, our key
findings are as follows:

1) While IR and AR obtain low complexity, their per-
formance may be insufficient for large networks and
dynamic traffic. SnF provides performance advantages
over IR and AR, at the cost of higher complexity.

2) The performance gap between AR and SnF remains
small when N , L and pb is small. This suggests that
desirable performance can be attained with a stor-
age node rather than multiple storage nodes under
such circumstance. But this gap greatly widens with
L increasing. Thus, SnF has more significant perfor-
mance advantages over AR with a larger time horizon
of the temporal scheduling.

3) In essence, the high performance and the high com-
plexity associated with SnF are due to the fact that SnF
enables more storage nodes along routing paths when

compared to IR and AR. Thus, it is worthwhile to study
how the number of storage nodes affects SnF.

IV. IMPACT OF THE NUMBER OF STORAGE NODES
In this section, we first extend the analytic models to quantify
the impact of the number of storage nodes on SnF. Then,
we compare the partial SnF scheme with the full SnF scheme.

A. ANALYTIC MODELS
Consider a fixed route R = {s, i1, i2, . . . , iN−2, d}. Let
Ns denote the number of storage nodes on R, where
Ns ∈ [1,N − 1]. The destination should not be used for tem-
porary storage. Fig. 5 shows an example routing model of the
partial SnF scheme, i.e., the partial model, where the first Ns
nodes on R are storage nodes and Ls layers can be used for
scheduling. Note that L and Ls denote the number of layers
used for the full SnF scheme and the partial SnF scheme,
respectively. Ls is independent of L.

FIGURE 5. Routing model of the partial SnF scheme with Ns storage
nodes and Ls layers.

WhenNs = 1 and the source is the storage node, the partial
model is equivalent to the AR model shown in Fig. 3(b).
When Ns = N − 1, the partial model is equivalent to the
SnF model shown in Fig. 3(c), i.e., the full model. When
1 < Ns < N − 1, there exist multiple storage deployment
schemes.
PSnF(s,d)(N ,Ns,Ls) is defined as the total number of alter-

nate paths from s to d (Ls), where Ls = [1, 2, . . . ,Ls].
PSnF(s,d)(N ,Ns,Ls) is independent of the storage deployment
schemes. This is because only storage nodes are connected
via temporal links. Routing options for each storage node are
either its downstream neighbor (i.e., next spatial hop) or itself
in the future (i.e., next temporal hop); while routing option
for each non-storage node is confined to its downstream
neighbor. Non-storage nodes cannot diverge various alternate
paths. The partial model hence is equivalent to a smaller full
model. Specially, a partial model with N nodes on a route, Ns
storage nodes and Ls layers is equivalent to a full model with
Ns+1 nodes on a route and Ls layers. Thus, we have

PSnF(s,d)(N ,Ns,Ls) = PSnF(s,d)(Ns + 1,Ls) (5)

Given a destination d (l), all the alternate paths from s to
d (l) have the same spatial hop count (i.e., N−1) as well as
temporal hop count (i.e., l−1), regardless of particular storage
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deployment schemes. Since pb and ps are assumed to be inde-
pendent from each link, these alternate paths have the same
probability of reservation failure, regardless of the storage
deployment schemes as well. In other words, the probability
of reservation failure is determined by N , Ns and Ls, and
independent of the storage deployment schemes.

FSnF(s,d)(N ,Ns,Ls) is defined as the probability that a request
fails to find and reserve any viable path from a set of alternate
paths of size PSnF(s,d)(N ,Ns,Ls). For simplicity, the storage
deployment scheme shown in Fig. 5 is considered. Therefore,
we have (see detailed proof in Appendix A)

FSnF(s,d)(N ,Ns,Ls)

=


Ls∏
l=1

[1− (1− ps)Ls−l(1− pb)

(1− FSnF(i1,d)
(N − 1,Ns − 1, l))] if Ns > 1

FAR(s,d)(N ,Ls) if Ns = 1

(6)

B. EVALUATION OF PERFORMANCE AND COMPLEXITY
Here, we investigate the properties of PSnF(s,d)(N ,Ns,Ls) and
FSnF(s,d)(N ,Ns,Ls), and compare the partial SnF scheme with
the full SnF scheme. To gain a better understanding of
the impact of Ns, two metrics are introduced. Performance
ratio (PR) is defined as the ratio of FSnF(s,d)(N ,L) over
FSnF(s,d)(N ,Ns,Ls), i.e., Eq. (7). Complexity ratio (CR) is
defined as the ratio of PSnF(s,d)(N ,Ns,Ls) over PSnF(s,d)(N ,L),
i.e., Eq. (8).

PR =
FSnF(s,d)(N ,L)

FSnF(s,d)(N ,Ns,Ls)
(7)

CR =
PSnF(s,d)(N ,Ns,Ls)

PSnF(s,d)(N ,L)
(8)

Herein, we first investigate the case when Ls=L.
Figs. 6(a)-(c) show the numerical results given N=6 and
Ls=L=4. In Fig. 6(a), PSnF(s,d)(N ,Ns,Ls) increases with Ns.
The more storage nodes, the more alternate paths offered by
the partial scheme. In Fig. 6(b), FSnF(s,d)(N ,Ns,Ls) decreases
with Ns. Given pb=0.01, FSnF(s,d)(N ,Ns,Ls) lies very close to
FSnF(s,d)(N ,L) even when Ns=2. Fig. 6(c) shows that both PR
and CR increase with Ns. The increase in PR becomes more
evident when pb decreases. By contrast, the increase in CR
is independent of pb and ps. This suggests that the value
of Ns required to achieve desirable performance decreases
with pb decreasing. For example, when pb=0.3, at least four
storage nodes (Ns=4) are required to achieve aPR of over 0.9.
However, when pb decreases to 0.01, only two storage nodes
(Ns=2) can obtain aPR of over 0.9.Meanwhile,CR decreases
from 0.625 to 0.179 when Ns decreases from 4 to 2. In other
words, compared to the full scheme, over 0.9 of the original
performance can be obtained at the cost of only 0.179 of the
original complexity, when pb=0.01. This implies that when
the residual bandwidth is sufficient, desirable performance
can be attained by only considering a few storage nodes.

FIGURE 6. (a) Number of alternate paths. (b) Probability of reservation
failure. Performance ratio and complexity ratio (c) and (d).

This can greatly reduce the computational burden. Similar
results are obtained when N=10 and L=4 in Fig. 6(d).
Although both PR and CR increase with Ns, there exists

a gap between PR and CR. This gap varies with Ns. Thus,
the optimum number of storage nodes should lie in the region
where PR is maximized and CR is minimized. However, this
gap is bounded, since 1 ≤ Ns ≤ N − 1. This inspires us to
further widen this gap by increasing Ls instead of Ns.

TABLE 2. Complexity Ratio and Performance Ratio (N=10, L=4 and
ps=0.01).

In the previous studies, Ls is equal to L. Here, we inves-
tigate the case when Ls > L. Consider N=10, L=4 and
ps=0.01. We investigate how Ls affects PR and CR. Numer-
ical results are shown in Table 2. Given Ls=L=4, when Ns
increases from 2 to 4, CR increases from 0.045 to 0.159.
Meanwhile, PR increases from 0.112 to 0.818 when pb=0.1,
and PR increases from 0.25 to 0.522 when pb=0.3, as shown
in Row 3 of Table 2. Aswe can see, increasingNs can increase
PR up to 0.818 but at the cost of CR of 0.159 when pb=0.1.
By contrast, given L=4 and Ns remains 2, when Ls increases
from 4 to 7, CR increases from 0.045 to 0.127. Meanwhile,
PR increases from 0.112 to 29.12 when pb=0.1, and PR
increases from 0.25 to 0.488when pb=0.3, as shown in Row 6
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of Table 2. Compared to increasing Ns, increasing Ls can
increase PR while maintaining a lower CR.

C. LESSONS LEARNED FROM ANALYSIS
In short, our key findings are as follows:

1) Involving a portion of nodes rather than all nodes
along the routing path in scheduling can reduce the
computational burden, but at the cost of the degraded
performance. In this case, given the same traffic load,
the storage usage on each storage node may increase,
which, in turn, increases the value of ps.

2) When ps � pb, expanding the time horizon of the
temporal scheduling ismore useful than involvingmore
nodes in scheduling for the performance improvement.
However, with a larger time horizon, requests may
experience longer delay, which will be elaborated upon
in Sect. VI-A.

3) When Ns < N and Ls > L, the partial scheme has
the potential to outperform the full scheme while main-
taining lower complexity. In other words, high perfor-
mance as well as low complexity can be simultaneously
achieved by involving a portion of nodes rather than all
nodes along the routing path in scheduling.

4) The performance-complexity tradeoff in SnF should be
jointly optimized by both Ns and Ls. But it comes at the
cost of longer delay and higher storage usage.

FIGURE 7. SnF scheduling bulk data over an inter-DCN.

V. PARTIAL SnF SCHEDULING METHOD
A. NETWORK MODEL AND ASSUMPTIONS
A Wavelength-Division Multiplexing (WDM) network is
considered as the infrastructure layer for the inter-DC optical
network. The network operator can coordinate the optical
infrastructure and the DC resources to support the inter-DC
bulk transfers by using transport-aware optimization with
software-defined networking. Bandwidth resources on the
optical fibers are allocated based on wavelength channels.
The optical switch in each DC site is capable of OEO
and wavelength conversions. The links are bidirectional.
We assume that DC sites can store bulk data at their storage
clusters. The storage cluster is designed to offer high-speed
network paths for bulk transfers by bypassing enterprise fire-
walls [28], [29]. In Fig. 7, bulk data from DC site 1 are
transferred over WDM 1 and stored on the storage cluster of
DC site 2. Then, the bulk data are transferred to DC site 3 over

WDM 2 when WDM 2 is less congested. The propagation
delay between two sites is negligible when compared with
transmission delays. A request is blocked when, upon arrival,
no path exists between the source and the destination. Each
request occupies one wavelength for its transfer. The pro-
cessing overhead (e.g., the time required to perform network
reconfiguration) is assumed to be negligible when compared
with the transmission delay [4], [30]. Because bulk data
flows will be served with dedicated OCS resources [31], we
assume that a portion of the overall network resources are
dedicated to the optical circuits that carry bulk data flows.
The disk read/write speed is assumed to be equal to the
transmission capacity of one wavelength. The infrastructure
of DCN may face great challenges of link over-subscription,
loops, TCP incast and outcast problems, especially when
the disk read/write rates are high. Fortunately, novel trans-
mission technologies and traffic control methods summa-
rized in [32] may be used to overcome these challenges. For
example, a TCAM (Ternary Content Addressable Memory)
based routing technique was proposed to augment the routing
capabilities of large-scale DCNs [33]. To tackle the outcast
issue, a receiver-driven fair congestion control was proposed
in [34]. A dynamic fair-share buffer policy for DC storage
clusters was proposed to tackle the incast issue [35].

B. OVERVIEW
Inspired by the findings in Sect. IV, we incorporate the con-
cepts of the partial SnF scheme and the network abstraction
into routing with the TS-MLGs to realize a combination of
Ns < N and Ls > L, and hence propose a partial SnF (pSnF)
scheduling method.

The main ideas of the pSnF method are twofold. First,
upon the arrival of a request, the pSnF method involves a
portion of nodes along the routing path in the scheduling deci-
sion making. Second, the pSnF method provides an abstract
view of the network resources by merging spatial links con-
necting the involved nodes at each layer and condensing
the redundant layers in the TS-MLG. On the one hand,
the use of abstraction further reduces the size of the TS-MLG,
and hence reduces the computational burden on scheduling.
On the other hand, when considering a certain limit of the
number of layers used for routing, the pSnF method can
search the layers further ahead in time than the conventional
method without the abstraction. This suggests that given the
same limit of the computational complexity, requests with the
pSnF method can reserve bandwidth and storage resources
further ahead in time, i.e., essentially obtain a large time hori-
zon of the temporal scheduling, when compared to requests
with the conventional method. As a result, the pSnF method
obtains high performance while simultaneously maintaining
low complexity.

The pSnF method consists of five steps, as shown in
Algorithm 1. K shortest routes for each node pair (i, j) have
been pre-computed and stored in R. Consider a request r for
a source-destination pair (s, d). First, line 4 selects a pre-
computed route Rk for (s, d) from set R, where Rk∈ R and
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Algorithm 1 Partial SnF (pSnF) Scheduling Method
1: Input: r = {s, d},G,K ,R, α
2: Output: Path, Find
3: for k = 1; k ≤ K ; k ++ do
4: Select a route Rk from s to d , where Rk∈ R and
|Rk| = Nk

5: Select Ns nodes among Rk based on a stor-
age selection scheme, and get a segment set S =

[s, I1, . . . , Ii, . . . , INs−1, d], where Ns = d(Nk − 1)×αe,
Ii ∈ Rk and |S| = Ns + 1

6: Create a reduced subgraph G′ of G based on Rk
7: Execute Algorithm 2 to get an abstract view G′′ of G′

based on S
8: Execute BFS algorithm on G′′ to find a viable path
Path

9: if Path is valid then
10: return Path and Find = True
11: end if
12: end for
13: No viable path is found and return Find = False

|Rk| = Nk . Second, line 5 selects Ns nodes along Rk for SnF
scheduling based on a storage selection scheme. Let α denote
the percentage of the nodes on Rk used for scheduling, where
0 < α ≤ 1. We have Ns = d(Nk − 1) × αe. Set S denotes
the set of segments when Rk is divided by the storage nodes
into Ns segments. S = [s, I1, . . . , Ii, . . . , INs−1, d], where Ii
denotes a storage node, Ii ∈ Rk and |S| = Ns + 1. The first
involved node is s, because prior studies showed that majority
of SnF operations are performed on the sources [14], [22],
[23]. For simplicity, the other involved nodes are considered
to be equally spaced along Rk. Exploring a network-level
storage selection scheme is an interesting, yet complicated,
problem that is worthy of further study. Third, line 6 reduces
the original TS-MLG G to a smaller graph G′, based on Rk.
Specifically, G′ only contains nodes in Rk and links that
connect these nodes. Fourth, line 7 executes Algorithm 2
to get an abstract view G′′ of G′ based on S. G′′ denotes a
condensed subgraph ofG′. Fifth, line 8 executes the Breadth-
First Search (BFS) algorithm onG′′ to find a viable path (i.e.,
Path). If the BFS algorithm fails to find any viable path on
Rk, the pSnF method re-runs with the next route Rk+1. If no
path is found among theK pre-computed routes, r is blocked.
Various routing algorithms (e.g., Dijsktra’s algorithm) can be
applied on G′′ to search a viable path. In this paper, BFS is
used to find the first viable path reaching the destination d ,
because requests are assumed to prefer to be transferred as
soon as possible.

The main idea of Algorithm 2 is to provide an abstract
view of G′ based on S, which consists of three steps. First,
line 3 creates an auxiliary graph G′′ = (V ′′,E ′′), where
V ′′ = S and E ′′ = ∅. Second, lines 4-8 merges the
network states of spatial links within each segment in G′

into a logical link in G′′. LR denotes the number of layers

Algorithm 2 Storage-Based Network Abstraction Algorithm
1: Input: G′,LR,S
2: Output: G′′

3: Create an auxiliary graphG′′ = (V ′′,E ′′), where V ′′ = S
and E ′′ = ∅

4: for all the layers L = [l1, l2, . . . , lj, . . . , lLR ] in G
′ do

5: for each segment [Ii, Ii+1] at layer li do
6: Find the spatial link ei with minimum residual

bandwidth from node Ii to node Ii+1 at layer li in G′

7: Add ei to link <Ii, Ii+1> at layer li in G′′

8: Add the temporal links connecting node Ii and
node Ii+1 in G′ to G′′

9: end for
10: end for
11: for all the layers L = [l1, l2, . . . , lj, . . . , lLR ] in G

′′ do
12: if lj+1 == lj then
13: Remove layer lj+1 from G′′

14: end if
15: end for
16: return G′′

used for routing. L denotes the set of these layers, where
L = [l1, . . . , lj, . . . , lLR ]. For each segment [Ii, Ii+1] at layer
lj in G′, lines 5-8 find a spatial link ei with the minimum
residual bandwidth within [Ii, Ii+1], add ei to link <Ii, Ii+1>
at layer lj in G′′, and add the temporal links connecting node
Ii and node Ii+1 in G′ to G′′. Third, lines 10-11 condense the
redundant layers in G′. If adjacent layers represent the same
network state, they are condensed on a single layer.

The flow chart of the provisioning process with the pSnF
method is depicted in Fig. 8. Upon the arrival of request r ,
the expired layers in G will be removed. Then, the pSnF
method is executed to find a viable path on G. If a viable
path is found, the resources along Path will be reserved by
updating the existing layers and adding new layers to G.
Otherwise, request r will be rejected.

C. EXAMPLE
Here, we demonstrate how the pSnF method reduces the
size of the TS-MLG through an example depicted in
Figs. 9 and 10. The original TS-MLG G is shown in Fig. 2.
G consists of multiple layers, with each layer containing
six vertices. Consider a request r from node 1 to node 4.
A pre-computed shortest route, say, Rk={1, 2, 3, 4}, is
selected for r . First, G is reduced to G′ based on Rk. Fig. 9(a)
shows the resulting graph G′, which consists of four layers,
with each layer containing four vertices. In Fig. 9(a), the first
three nodes on Rk are connected via temporal links, when all
the storage nodes are considered. Assume α=0.4 and hence
get Ns=2. Based on the aforementioned selection scheme,
node 1 and node 3 are involved in scheduling, i.e., S =
[1, 3, 4]. To highlight this, the temporal links connecting node
2 are omitted, as shown in Fig. 9(b). This will not be actually
executed in Algorithm 1.
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FIGURE 8. The flow chart of the provisioning process.

FIGURE 9. The reduced TS-MLG G′ . (a) G′ with Ns=3 and (b) G′ with Ns=2.

FIGURE 10. (a) The merged TS-MLG G′′ with 4 layers and 3 vertices in
each layer. (b) The condensed TS-MLG G′′ with 3 layers and 3 vertices in
each layer.

Then, Algorithm 2 is executed to merge the spatial links
within the segment [1, 3]. Fig. 10(a) shows the resulting
TS-MLG G′′, which consists of four layers, with each layer
containing three vertices. The spatial link between node 1 and
node 3 at each layer in Fig. 10(a) represents the minimum

residual bandwidth from node 1 to node 3 at different instants.
For example, in Fig. 9(b), link 1-2 is busy at t=0, while
link 2-3 is free at t=0. Thus, in Fig. 10(a), link 1-3 is busy
at t=0, since the minimum residual bandwidth within [1, 3]
is zero at t=0.

Moreover, in Fig. 10(a), the layers at t=0 and t=15 in G′

represent the same network state. These redundant layers can-
not provide more useful information, but impose extra com-
putational burden on searching. Thus, Algorithm 2 removes
the redundant layer at t=15. The resulting graphG′′ is shown
in Figs. 10(b). The resulting G′′ consists of three layers, with
each layer containing three vertices. By performing the pSnF
method, the size of the TS-MLG is greatly reduced.

D. RESERVATION WINDOW
As mentioned in Sect. II-B, to bound the computational
complexity, a request can only search the path within a
given number of layers (i.e., LR). The value of LR implies
the horizon of temporal scheduling. Thus, when the links
and the layers are merged and condensed by Algorithm 2,
the horizon of temporal scheduling changes correspondingly.
To study this, the reservation window is defined as the
time interval between the topmost layer and the LR-th layer
(i.e., the last layer that can be used for routing). A larger win-
dow size increases the chances of finding available resources
for requests. The window size is related to both LR and the
time interval between the layers.

FIGURE 11. Reservation windows in the G′ with the full SnF scheme (a)
and the condensed G′′ when LR=3 (b).

We compare the G′ shown in Fig. 9(a) with the condensed
G′′ shown in Fig. 10(b) in terms of the reservation window.
Assume LR is equal to 3. Fig. 11 shows the comparison.
In Fig. 11(a), the reservation window inG′ is the time interval
between the topmost layer and the third layer, i.e., the layer
at t=0 and the layer at t=20. The window size in Fig. 11(a)
hence is 20. In Fig. 11(b), the reservation window in G′′ is
also the time interval between the topmost layer and the third
layer. However, because the layer at t=15 is removed, the
third layer is the layer at t=40 instead of that at t=20. The
window size in Fig. 11(b) hence is 40. Consider a request r
from node 1 to node 3 arrives at the network at t=0. No viable
path can be found within the window shown in Fig. 11(a).
Thus, r is blocked. By contrast, a path 1-1’-3’-3’’-4’’ is
available to deliver r within the window shown in Fig. 11(b).
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In short, given the same limit of the computational com-
plexity, compared to the conventional method, the pSnF
method provides a wider reservation window, which can
benefit the blocking probability.

E. COMPUTATIONAL COMPLEXITY
The complexity of routing with the TS-MLG is dominantly
determined by the TS-MLG size, which is O((V · LR)2) [14].
V denotes the total number of vertices in the network topol-
ogy. In the pSnF method, the BFS algorithm is executed
to find a viable path in the condensed TS-MLG G′′. The
complexity of the BFS algorithm is O(V ′′ + E ′′). V ′′ denotes
the total number of vertices in G′′ and E ′′ denotes the total
number of edges in G′′. In the worst case, V ′′ is equal to
LR · Ns and E ′′ is equal to the sum of both temporal links,
i.e., (LR − 1) · Ns, and spatial links, i.e., (Ns − 1) · LR. Thus,
the complexity of the pSnF method is O(K · LR · Ns).

VI. EVALUATIONS AND DISCUSSIONS
In this section, dynamic network environments are simu-
lated to compare the pSnF method with the conventional
SnF scheduling method using the full SnF scheme [12]
(i.e., the full method) under various network scenarios.

We apply the major assumptions described in Sect. V-A,
and use the NSFNET topology in our study. For simplic-
ity, we relax the storage capacity constraints. Thus, storage
capacity is not a concern in routing requests. Requests are
accepted or blocked, depending on whether viable paths are
found in the TS-MLG within a given number of layers,
i.e., LR. Request arrivals are assumed to be independent
and uniformly distributed among all source-destination pairs;
the arrival process is Poisson with rate λ. In other words,
λ requests arrive at the network per unit time. Request
durations are assumed to be exponentially distributed with
rate µ. In other words, µ requests depart the network per unit
time. Traffic load ρ = λ/µ. Spatial and temporal links are
assigned with the same cost, i.e., 1 unit. The routing problem
herein is therefore formulated as a shortest-hop-count prob-
lem. The link capacity, i.e., the number of wavelengths per
link, is denoted as w, and K denotes the number of shortest
alternate routes for each node pair. The percentage of nodes
along a route involved in scheduling is denoted as α. When
α=1, all nodes along a route are involved in scheduling.
In this case, the pSnF method is equivalent to the full method.
For simplicity, α is set to 0.4 and 0.6. We average the results
over 20 simulation runs, each with 500,000 requests.

A. TRAFFIC LOAD
We first investigate how the blocking probability varies with
ρ, which can be increased by either increasing λ or by
decreasing µ. The results obtained in both cases are similar.
Thus, in the following simulations, λ = 1, and we increase ρ
by varying µ.
Fig. 12 shows the simulation results. The blocking proba-

bility increases when ρ increases from 10 to 60. In Fig. 12(a),
given w=4, LR=4 and K=3, when ρ=10, the pSnF method

FIGURE 12. Blocking probability under various values of ρ in NSFNET
(LR=4, K=3).

with α=0.4 and 0.6 yields a blocking probability of 0.
By contrast, the full method yields a blocking probability
of 5.05×10−6. With ρ increasing, request blocking begins to
occur in the cases of the pSnF method with α = 0.4 and 0.6.
The larger value of α, the more evident increase in the block-
ing probability. The results in Fig. 12(b) follow similar trends,
but request blocking occurs at larger values of ρ, because w
is higher in Fig. 12(b) than in Fig. 12(a).

Intuitively, the fewer storage nodes involved, the higher
blocking probability. However, the results in Fig. 12 are oppo-
site. The fewer storage nodes involved, the lower blocking
probability the pSnF method can obtain. To understand this
finding, we focus on the result in Fig. 12(a), and investigate
how various performance metrics change with ρ. The results
are depicted in Fig. 13. Active request is defined as a request
which is accepted but not yet finished. Link utilization is
defined as the ratio of the used bandwidth over the total band-
width for all spatial links during the simulation span. Ratio of
stored requests is defined as the ratio between the number of
the stored requests and the total number of requests. Delay is
defined as the time interval between the request arrival instant
and the transfer completion instant. The average delay shown
in Fig. 13(e) is averaged over all successful requests.

In Fig. 13(a), both the pSnF method and the full method
obtain similar link utilization when ρ increases from 10 up
to 30. When ρ increases beyond 35, the pSnF method with
α=0.6 yields higher link utilization than the others; while
the full method yields lower link utilization than the others.
By contrast, the increase in the number of active flows is
greater in the pSnF method with α=0.4 when compared to
the others for ρ larger than 30, as seen in Fig. 13(b). This
suggests that when the traffic load is medium or higher,
the network can accommodate more requests while maintain-
ing low utilization in the pSnFmethod with α=0.4 than in the
others. The smaller value of α, the more requests are accom-
modated in the network. This happens because the pSnF
method with α=0.4 provides wider reservation windows than
the others, as shown in Fig. 13(c). The smaller value of α,
the fewer storage nodes involved, themore spatial linkswould
be merged. This increases the chance of finding redundant
layers in the TS-MLG. With more redundant layers being
condensed, the pSnF method can search the layers further
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FIGURE 13. Network performance metrics under various values of ρ
(w=4, LR=4 and K=3).

ahead in time, given a certain value of LR. Thus, the smaller
value of α, the wider reservation window. As a result, more
requests can be served through SnF, as shown in Fig. 13(d).
In short, benefiting from the abstraction, requests are more
likely to be served through SnF in the pSnF method than in
the full method. However, this comes at the cost of longer
delay, as shown in Fig. 13(e).
With the window size widening, more requests could be

routed over short routes through SnF rather than detour
over long routes. Fig. 13(f) shows that the average spa-
tial hop counts of the accepted requests. The pSnF method
with α=0.4 yields fewer spatial hops than that with α=0.6.
The full method yields fewer spatial hops than the pSnF
method when ρ=45∼60. This is because the full method
suffers from high blocking probability than the pSnF method.
Requests that need long-spatial-hop routes are more difficult
to be satisfied in the full method. With more long-spatial-
hop requests being blocked, the spatial hop count in the full
method remains lower than the pSnF method.

B. IMPACT OF THE NETWORK ABSTRACTION
Benefiting from the network abstraction (i.e., Algorithm 2),
spatial links and redundant layers are merged and condensed,

FIGURE 14. Comparison between the original pSnF method and the pSnF
method without the network abstraction (α=0.4).

which enables a wider reservation window for SnF schedul-
ing. To verify the impact of the network abstraction, we con-
duct a comparison between the original pSnF method and
the pSnF method without the network abstraction (i.e., the
modified pSnF method). In the modified pSnF method,
Algorithm 2 is disabled and hence the BFS algorithm is
executed to search viable paths on the reduced TS-MLG
G′ instead of the condensed TS-MLG G′′. Herein, w=4,
LR=4 and K=3. Simulation results are shown in Fig. 14.

Given α=0.4, the original pSnF method outperforms the
modified pSnF method in terms of blocking probability,
as seen in Fig. 14(a). This occurs because the reservation
window in the original pSnF method increases with ρ, while
that in the modified pSnF method almost remains constant,
as shown in Fig. 14(b). Then, we compare the modified pSnF
method with the full method. As we can see, the full method
outperforms the modified pSnF method in terms of the block-
ing probability, as shown in Fig. 14(a). This is because on
the one hand, without the network abstraction, the modified
pSnF method suffer a narrower reservation window than the
full method, as seen in Fig. 14(b). On the other hand, the full
method enables more storage nodes than the modified pSnF
method.

C. COMPUTING TIME
We investigate the impact of the number of nodes and layers
in the TS-MLG on the computing time of the pSnF method
with different values ofα.We use randomly generated topolo-
gies with density 0.6 for simulations. Here, the density is
defined as the probability of an edge between any two nodes.
V denotes the total number of nodes in the network topology.
Figs. 15(a) and (b) show the average computing time for

different methods to perform the route search on a given
TS-MLG. In Fig. 15(a), V is fixed to 10. The computing
time increases with LR. In Fig. 15(b), LR is fixed to 10. The
computing time increases with V . Fig. 15 shows that the
smaller value of α, the less evident increase in the computing
time. This happens because a smaller value of α enables a
smaller size of the TS-MLG needed to be searched.

D. OTHER FACTORS
We first investigate the impact of the number of alternate
routes, i.e., K , on the blocking probability. The simulation
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FIGURE 15. Computing time under various values of LR when V=10
(a) and under various values of V when LR=10 (b).

results are shown in Fig. 16(a). Herein, w=4 and LR=4.
Fig. 16(a) shows that given various K , the blocking probabil-
ity increases with ρ. The larger value ofK , the lower blocking
probability. In Fig. 16(b), we investigate the impact of the
link capacity (w). Herein, K=3, LR=4 and ρ=40. Fig. 16(b)
shows that the blocking probability decreases with w. The
smaller value of α, the more evident decrease.

FIGURE 16. Blocking probability given various values of K (a) and w (b).

FIGURE 17. Blocking probability in OPEN (a) and in USNET (b).

Then, we investigate how the blocking probability varies
with ρ in different network topologies. The 19-node 39-link
optical pan-european network (OPEN) and the 24-node
43-link US backbone network (USNET) are used. Herein,
w=4, LR=4 and K=3. Figs. 17(a) and (b) depict the blocking
probability under various ρ in OPEN and USNET, respec-
tively. The results in Fig. 12 and Fig. 17 follow similar trends.
Therefore, the pSnF method can outperform the full method
in different topologies. However, the blocking probability
in Fig. 17 is slightly higher than that in Fig. 12. This is because

OPEN and USNET are larger than NSFNET. The average
spatial hop count hence are larger in OPEN and USNET
than that in NSFNET. Given the same value of α, more
storage nodes are selected along each route in OPEN and
USNET than in NSFNET. Redundant layers are more likely
to be found and condensed when fewer storage nodes along
each route are selected. Thus, with the network abstraction,
requests can obtain a wider reservation window in NSFNET
than in OPEN and USNET. As a result, given the same
value of α, a large network topology may have a narrower
reservation window and hence expect more request blocking,
compared to a small network topology.

VII. CONCLUSION
In this paper, we compare SnF with IR and AR. Our studies
reveal that choosing the number of storage nodes involved
in scheduling is a tradeoff between performance and com-
plexity. The analytic models are presented to quantify the
impact of the number of storage nodes on this tradeoff. Our
key findings show that the partial SnF scheme with a larger
time horizon of the temporal scheduling has the potential
to outperform the full SnF scheme while maintaining lower
complexity.

Thus, we propose a pSnF scheduling method. The pSnF
method involves a portion of nodes along the routing path
in scheduling. Meanwhile, the pSnF method introduces a
storage-based network abstraction. Given the same limit
of the computational cost, the pSnF method can reserve
resources further ahead in time than the conventional full
method. Simulations demonstrate that the pSnF method has
lower computing time while achieving better blocking perfor-
mance when compared to the full method.

The analytic models in this work focus on the case of a
fixed route and hence are not sophisticated enough to gain
practical insights into the impact of network-level storage
selection schemes. Extending the analytic models to the case
of general networks would be an exciting research direction
to explore in the future.

APPENDIX
PROOF OF EQUATION 6
First, let us consider the case when Ns > 1. In this case,
the proof of Eq. (6) can be carried out with the following
detailed steps:

• The TS-MLG of FSnF(s,d)(N ,Ns,Ls) could be decomposed
into Ls different cases.

• FSnF(i1,d)
(N −1,Ns−1, l) denotes the TS-MLG of the l-th

case, where l ∈ [1,Ls].
• In the l-th case, all the alternate paths traverse Ls−l tem-
poral links and one spatial link before reaching node i1.

• Then, they diverge in the TS-MLG of FSnF(i1,d)
(N − 1,

Ns − 1, l), as shown in Fig. 18.
• Thus, we have the reservation failure probability of the
l-th case, i.e., 1−(1−ps)Ls−l(1−pb)×(1−FSnF(i1,d)

(N−1,
Ns − 1, l)).
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FIGURE 18. TS-MLG of F SnF
(i1,d )(N − 1,Ns − 1, Ls), i.e., the i -case when

decomposing F SnF
(s,d )(N,Ns, Ls) and Ns > 1.

• We assume that these Ls cases are independent. In other
words, a request will fail only when it cannot find any
viable path from all the Ls cases. Thus, we have a lower
bound of FSnF(s,d)(N ,Ns,Ls).

• We get FSnF(s,d)(N ,Ns,Ls) =
∏Ls

l=1[1 − (1 − ps)Ls−l

(1− pb)× (1− FSnF(i1,d)
(N − 1,Ns − 1, l))].

Then, let us consider the case when Ns = 1. In this case,
the proof of Eq. (6) can be carried out with the following
detailed steps:

• We assume that the first node is selected as the storage
node.

• Therefore, the TS-MLG of FSnF(s,d)(N ,Ns,Ls) is equiva-
lent to the TS-MLG of in Fig. 3(b).

• We get FSnF(s,d)(N ,Ns,Ls) = FAR(s,d)(N ,Ls), where the
expression of FAR(s,d)(N ,Ls) has been given in Eq. (2).
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