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ABSTRACT The main problem dealt with in this paper is to find a method to improve the performance
of the reliability analysis of power distribution networks. With the help of deep learning, which has the
characteristics of large-scale parallel processing and self-learning, a deep belief network (DBN) simulation
model for power distribution network reliability analysis is established. After training RBM layer by layer
and extracting feature information from complex data, DBN model parameters are adaptively adjusted
by particle swarm optimization (PSO) algorithm. The results of power distribution network reliability
analysis based on PSO-DBN model is compared with those of Monte Carlo model. In order to evaluate the
performance of the proposed model, the coefficient R2, the mean absolute error and the root mean square
error are used to evaluate the model. The results show that the reliability analysis model based on PSO-DBN
is more accurate, and the reliability analysis efficiency of the trained PSO-DBN model is higher, which to
some extent proves the superiority of applying deep neural network to the reliability analysis of distribution
network.

INDEX TERMS DBN, power distribution network, PSO-DBN, RBM.

I. INTRODUCTION
The power distribution network is an essential part of the
power system, and its wide range and complex structure
have a significant impact on reliability. Therefore, it is of
considerable significance to study fast and accurate power
distribution network reliability analysis methods [1]. Power
distribution networks reliability analysis methods usually
include three categories: analytic reliability algorithm, sim-
ulation methods, and artificial intelligence methods [2].

The classical analytical methods of reliability of
power distribution network include failure mode analysis
method [3], [4], minimum cut set method [5]–[7], net-
work equivalent method [8]–[10], state-space method [11],
Bayesian algorithm [12], [13] and feeder analysis algo-
rithm [14], [15]. Among them, failure mode impacted anal-
ysis methods are more common-ly used. However, with the
complexity of the network structure increases, the difficulty
of reliability analysis also increases, which leads to the
problem of large amount of calculation and slow speed [16].
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Monte Carlo simulation is a method with high accuracy
in the traditional method, which has been studied by many
scholars [17]. The Monte Carlo simulation method obtains
the reliability index value by simulating the failure process
of components and counting the number of network failures
of the simulation times [18]. For example, Goal L. recom-
mend a compromise parameter selection method, which not
only considered the speed and accuracy of the analysis but
also studied the impact on the compromise parameters on
the reliability analysis accuracy [19], [20]. To improve the
simula-tion efficiency of theMonte Carlomethod, DingMing
adopted an improved control variable method to reduce the
error [21].

In recent years, many scholars have introduced artificial
intelligence into the study of power systems [22]. Artificial
intelligence methods for distribution network reliability anal-
ysis includes deep learning algorithm, genetic algorithms,
particle swarm optimization algorithms and so on [23]. Deep
learning algorithm is the most commonly used method of
artificial intelligence [24]. The DBN model in deep learn-
ing has been widely used in power distribution network
fault diagnosis and other fields. The SVM algorithm in the
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artificial intelligence algorithm is a classification algorithm.
In the existing research, the support vector machine (SVM)
algorithm is often used to solve the classification prob-
lem [25]. PSO is a random search algorithm that finds the
best global solution by simulating the foraging behavior of
birds, which is very effective for finding the global optimal
solution [26].

Deep neural network models have the structural character-
istics of hidden layers stacked one by one, and each layer
extracts different data features as the input of the next
layer [27]. Through the non-linear relationship between
input and output, low-level features can combine with
high-level abstract representation. Currently, DBN has been
successful- ly applied to solve many problems, such as
dimension reduction [28], classification [29], and informa-
tion retrieval [30], [31].

Distribution system reliability analysis is a complex,
high-dimensional regression problem. DBN can extract
feature information from massive and complex data
through layer-by-layer learning [32]. The DBN algorithm
uses the advantages of layer-by-layer learning to seek a
certain correspondence, and ultimately achieves the purpose
of analysis [33]. The structural characteristics and training
characteristics of the DBN have obvious advantages for solv-
ing the complex regression problem of the power distribution
system [34], [35]. Therefore, this paper proposes a method of
applying PSO-DBN to the reliability analysis of distribution
networks.

The main scientific contributions of this article are: Firstly,
applying PSO-DBN to the reliability analysis of distribution
network can obtain more accurate distribution network relia-
bility analysis results. This result can guide trouble-shooting
of the distribution system, which can not only reduce the
failure rate of the distribution network, but also reduce the
time for troubleshooting, thereby increasing the reliability of
the distribution network.

Secondly, compared with the Monte Carlo method,
the trained PSO-DBN model takes less time to analyze the
reliability of the power distribution network.

Thirdly, the PSO-DBN reliability analysis method pro-
posed in this paper can analyze the reliability of different grid
structure of power distribution network.

The main structure in this article is: The part II mainly
introduces the application of optimized DBN in reliability
analysis of power distribution network; The part III intro-
duces the experimental simulation of applying PSO-DBN to
power distribution network reliability analysis; The part IV
describes the comparison process of the PSO-DBN method
proposed in this paper with Monte Carlo model.

II. PSO-DBN APPLICATION IN POWER DISTRIBUTION
NETWORK
This paper uses a deep belief network model formed by layer-
by-layer stacking of several restricted Boltzmann machines
(RBM) for reliability analysis of power distribution networks.
EachRBMconsists of a visible layer and a hidden layer. RBM

has the robust unsupervised learning ability and can automat-
ically extract the complicated rules of the sample [36], [37].

In this paper, an optimized DBN model is designed for
the reliability analysis of power distribution networks. The
overall process includes three parts: the DBN training pro-
cess, optimization ofDBNusing particle swarm optimization,
and the design of reliability analysis of power distribution
network using optimized DBN.

A. THE DBN TRAINING PROCESS
The DBN training process can be divided into two parts: pre-
training and reverse fine-tuning [38].

1) PRE-TRAINING
Let n and m be the number of nodes in the input layer v and
the hidden layer h, respectively. vi represents the ith node
state of the visible layer; hj represents the jth node state of the
hidden layer. Then, the energy function expression of a given
state (v, h) of RBM is:

E(v, h; θ ) = −
n∑
i=1

m∑
j=1

Wijvihj −
m∑
j=1

bjhj −
n∑
i=1

aivi (1)

where θ = {ω, a, b} is the parameter of RBM, and Wij is
the link weight between nodes vi and hj, ai, and bj are their
biases [39]. According to the above energy function formula,
the joint probability distribution P(v, h; θ ) of the hidden layer
and the visible layer can be defined as:

P(v, h; θ ) =
1

Z (θ )
exp(−E(v, h; θ )) (2)

In the formula (2), Z is the normalization factor, and its
expression is:

Z (θ ) =
∑
v,h

e−E(v,h;θ) (3)

The status of the visible layer and the hidden layer is updated
as follows:

P(hj = 1 |v ) =
1

1+ e(−
∑

iWijvi−aj)
(4)

P(vi = 1 |h ) =
1

1+ e(−
∑

jWijhj−bi)
(5)

During pre-training, the visible layer v1 and the hidden
layer h1 are used to form RBM1 to be trained. Then, h1 is
regarded as the visible layer v2, and the hidden layers h2 and
v2 form RBM2. The hidden layer of RBM2 is regarded as the
visible layer of RBM3, and so on until all RBM training ends.
During theDBNpre-training process, the contrastive diver-

gence (CD) algorithm is used for layer by layer training. The
process of the CD algorithm can be divided into four steps.
The first step is to use the training data as the state variables of
the visible neurons; The second step is to calculate the state
variables of hidden layer neurons according to formula (4);
The third step is to use formula (5) to get the binary prob-
ability of the visible layer neurons so that the reconstructed
result of the visible layer can be calculated; In the fourth step,
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the gradient descent algorithm is used to optimize the objec-
tive function to obtain the updated formulas of the parameters
wij, ai, and bj:

1ωij = ε(
〈
vihj

〉
P(h|v ) −

〈
vihj

〉
recon) (6)

1ai = ε(〈vi〉P(h|v ) − 〈vi〉recon) (7)

1bj = ε(
〈
hj
〉
P(h|v ) −

〈
hj
〉
recon) (8)

where ε is the learning rate, 〈·〉P(h|v ) is the expected value
of the partial derivative under the sample data distribution
P(h |v ), 〈·〉recon is the expectation of the partial derivative
under the reconstructed model distribution.

2) FINE-TUNE
The DBN training is a supervised process and the BP algo-
rithm is adopted to reverse fine-tune [40]. The magni-tude of
parameter adjustment must not only meet the requirements
of convergence speed in different iteration times but also
improve training and learning efficiency. This problem can
be transformed into a model for optimal solutions to mathe-
matics.

Set weight and biases as a parameter θ , and the parameter
update formula is as follows:

θ (ω, a, b)(T+1) = θ (T ) − λ
∂(θ (T ))
∂θ

(9)

where, T is the number of iterations, θ = {ω, a, b}, λ is the
learning rate, Parameter adjustment is performed along the
negative gradient direction [41].

The combination of supervised and unsupervised algori-
thms not only improves the accuracy of power distribution
network reliability analysis based on deep belief networks,
but also helps to improve the learning speed and efficiency of
deep models.

B. OPTIMIZATION OF THE DBN USING PSO
In the PSO optimization process, all particles search for
targets for multidimensional space, and all particles use the
fitness value to judge the current position. The error function
is taken as the fitness function of PSO. The optimization
process of PSO-DBN is shown in Fig.1. Each particle has
a memory function to remember the search for the best
location, and each particle also has the speed to determine
the distance and direction of flight [42], [43]. According
to formulas (10) and (11), the speed and position of the
particles are continuously updated until the best solution of
the particles that meet the conditions is found.

Vij(t + 1) = ωVij(t)+ C1 · R1 · (Pj(t)− Xij(t))

+C2 · R2 · (Gj(t)− Xij(t)) (10)

Xij(t + 1) = Xij(t)+ Vij(t + 1) (11)

where, j = 1, 2, . . . , d , t is the number of iterations; Xij(t) is
the current position of the tth generation of particles; Vij(t)
is the speed of the tth generation of particles; ω is the inertia
weight, which keeps the particles moving inertia. C1 and C2
are acceleration factors, which are respectively used to adjust

FIGURE 1. The flow chart of the optimization DBN using PSO.

the maximum flight step length of the global optimal parti-
cles and individual optimal particles, R1 and R2 are random
numbers in the interval [0, 1].

C. GENERAL PROCEDURE FOR RELIABILITY ANALYSIS OF
POWER DISTRIBUTION NETWORK USING THE PSO-DBN
The general steps for optimization DBN using PSO on power
distribution network reliability analysis is as follows:

Step 1: The reliability analysis index of the power distribu-
tion network is given.

Step 2: The training data is input into the DBN network,
and the network parameters of the DBN are initialized.

Step 3: After the DBN model is trained, PSO is used for
DBN optimization:

(1) Encode the weights and thresholds between neurons
into a real number vector to represent individual particles of
the population, and initialize the speed and initial position of
the particles.

(2) Calculate the fitness value of each particle, find the
historical best position of each particle, and start iteration.

(3) Update the position and velocity of the particles.
(4) Change the particle’s inertia weights according to the

fitness value of the particle, and search for the best particle
position.
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(5) If the maximum number of iterations are reached,
the iteration ends and the final weights and thresholds are
output, otherwise the search continues for the best particle
position.

(6) Use particle swarm optimization algorithm to
optimize DBN.

Step 4: Analysis of reliability samples using
optimized DBN.

Step 5: Calculate the reliability of the power distribution
network and analyze the results.

III. EXPERIMENTAL SIMULATION
Based on the reliability index of the power distribution net-
work SAIFI, CAIDI, SAIDI, andASAI, the accuracy and reli-
ability of the PSO optimized DBN method will be verified.

A. EVALUATION INDEX OF DISTRIBBUTION NETWORK
The System average interruption frequency index (SAIFI) is
the average number of power failures of each user power
supplied by the system in each unit time. It can be calculated
by the ratio of the number of user power outages in the year
to the total number of power users:

SAIFI =

∑
λiNi∑
Ni

(12)

where λi is the failure rate, and Ni is the number of users
at the load point i. Customer average interruption duration
index (CAIDI) is the average number of power outages per
unit of time experienced by each affected customer. It can be
calculated by the ratio of the duration of the user power outage
to the total number of power outage users during the year:

CAIDI =

∑
UiNi∑
λiNi

(13)

where Ui is the annual outage time. The System average
interruption duration index (SAIDI) is the average outage
duration experienced by each user powered by the system
during a year. It can be calculated according to the ratio of
power outage time of users to the total number of annual
electricity users:

SAIDI =

∑
UiNi∑
Ni

(14)

The average power supply availability index (ASAI) repre-
sents the ratio of the number of uninterrupted hours in a year
to the total hours of power supply required:

ASAI =
(
∑
Ni × 8760−

∑
UiNi)∑

Ni × 8760
(15)

B. THE EVALUATION INDEX OF THE MODEL
The Mean Absolute Percentage Error (MAPE), Root Mean
Square Error(RMSE), and the coefficient of determination R2

are selected as the evaluationmodels indicators. The R2 factor
is an important criterion when determining the fitness of a
regression line. It can be obtained from formula (16) that the
correlation coefficient is determined to be equal to the ratio of

the sum of regression squares to the total amount of squares.
R2 is the square of the correlation coefficient R, which is also
called the goodness of fit, and the closer R2 is to 1, the better
the goodness of fit is.

R2 =

(
n∑
i=1

∧
yi yi −

n∑
i=1

∧
yi

n∑
i=1

yi)2

(
n∑
i=1

∧
yi
2
−(

n∑
i=1

∧
yi)2)(

n∑
i=1

y2i−(
n∑
i=1

∧
yi)2)

(16)

where (i = 1, 2, . . . , n) is the predicted value of the ith
sample; yi (i = 1, 2, . . . , n) is the true value of the ith
sample; n is the number of test samples. The instructions are
as follows:

(1) The smaller the relative error, the better the function of
the model;

(2) 0 < R2 < 1, the closer the decision coefficient is to 1,
the better the model function. Conversely, the closer to zero,
the worse the function of the model.

MAPE represents the mean absolute percentage error,
which can better reflect the actual situation of the error of
the predicted value. RMSE represents the square root of the
square to sample ratio of the predicted to true deviation.
As shown in formulas (17) and (18):

MARE =
1
N

N∑
t=1

∣∣Wf −Wt
∣∣

Wt
∗ 100% (17)

RMSE =

√∑N
t=1 (Wf −Wt )2

N
(18)

where Wf is the predicted value of each sample point, and
Wt is the true value of each sample point. N is the total
number of data samples.

C. TRAINING PARAMETERS OF PSO-DBN MODEL
For the PSO-DBNmodel, the training parameters include the
number of hidden layers, the number of neurons (nodes) in
each hidden layer, and the number of training iterations. The
setting of parameters will affect the training time, complexity,
and convergence of the model and affect the accuracy of the
model. Extensive experiments by Yoshua Bengio’s research
team show that multiple hidden layers perform better than a
single hidden layer [44]. But in theory, there is no mature
method to determine the optimal number of DBN hidden
layers. In the simulation of this paper, a vertical comparison

method (fixing other parameters when testing the effect
of a parameter on the model) is used to achieve the optimal
selection of parameters.

Three different test set samples were used to compare the
accuracy of the DBN model with different hidden layers.
Each test set contains 200 data samples. Table 1 shows the
impact of different hidden layers on the DBN model. Dur-
ing the determination of the number of hidden layer layers,
the number of hidden layer neurons is uniformly fixed at 512.

According to the table, as the number of hidden layers
increases, the RMSE value of the test set decreases gradually,
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TABLE 1. The effect of the number of hidden layers on the model.

indicating that the accuracy of the DBN model is improved
continuously. However, the DBN model effect of five hidden
layers is worse than that of four hidden layers. Because
although increasing the number of hidden layers will increase
the fitting ability of the DBN model, too many layers will
complicate the training process of the model and cause over-
fitting. Therefore, the number of DBN hidden layers is finally
set to four.

The number of neurons in each hidden layer must be less
than N-1 (N is the number of training samples), otherwise
the network has no generalization ability and has no prac-
tical significance. From Table 2, as the number of nodes
in the hidden layer increases, the average RMSE value of
the test set gradually decreases. When the number of nodes
reaches 512, the RMSE is the smallest and the result reaches
the best. When the number of nodes is greater than 512,
the error value increases, and the training time of the model
increases. So first, the number of nodes in each hiddes layer
is set to 512; The loss function is used to determine the
number of RBM iterations. Then, PSO’s automatic optimiza-
tion function is used to adaptively adjust the DBN network
parameters and automatically output the model parameters.
The fitness curve of PSO is shown in Fig.2. When evolved to
23 generations, PSO starts to converge, and the best fitness
individual can be found. The best DBN hidden layer network
parameters are automatically output as [312, 524, 524, 524].
Therefore, the number of neurons in the hidden layer is finally
set to the type of rising firstly and then horizontal values,
which is used for reliability analysis of power distribution
network.

TABLE 2. Influence of the number of nodes in the hidden layer on the
model.

FIGURE 2. Fitness curve.

The data samples used in this research were collected using
the Canadian power system’s CYME software [38].The sam-
ple has 209 input features in total, so the number of neurons
in the input layer is 209. The four indexes of the reliability
analysis of the power distribution network are used as the
output indexes of the network, so the number of neurons in the
output layer is set to 4. During the training process, each layer
of RBM is iterated 100 times. The momentum is 0.50. The
RBM learning rate is 0.01, and the entire DBN learning rate
is 0.01 given by PSO. The parameters are shown in Table 3.

TABLE 3. Optimization parameters used in the simulations.
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D. EXPERIMENTAL SIMULATION OF PSO-DBN
The test set data samples are used to test DBN model and
PSO-DBN model respectively. The calculation results are
compared with the actual results. The RMSE curves based
on DBN and PSO-DBN are shown in Fig.3.

FIGURE 3. RMSE curve based on DBN and PSO-DBN.

It can be seen from the Fig.5 that the root-mean-square
error of PSO-DBNgradually stabilizes below 0.1 and remains
stable. It shows that the PSO-DBN model has a good result
in the field of power distribution network reliability analy-
sis. The output indexes SAIFI, SAIDI, CAIDI, and ASAI
based on the DBN and PSO-DBN are shown in Fig.4. The
abscissa is 100 tests set sample points. It can be seen from
the figure that the PSO-DBN result (purple curve) is close
to the actual value (blue curve), which is better than the DBN
model. The overall error between the simulation result (green
curve) of the DBN models and the actual value (blue curve)
is slightly larger, but there is no particularly large error value.
The results prove that the PSO-DBN model is more suitable
for power distribution network reliability analysis.

E. THE SIMULATION COMPARISON BETWEEN PSO-DBN
MODEL AND MONTE CARLO MODEL
1) MONTE CARLO MODEL
The Monte Carlo method can simulate various random load
characteristics flexibly and is recognized as a more accurate
algorithm in traditional methods. Based on this, for the same
sample, the reliability analysis of power distribution network
based on PSO-DBN model and Monte Carlo model is estab-
lished. According to the R2 relationship graph, the mean
absolute percentage error (MAPE) and root mean square error
(RMSE), the simulation results are compared and analyzed.

Monte Carlo method is a typical simulation of the tra-
ditional method, also known as the statistical test method.
The Monte Carlo method requires sampling the state of each
component in the system. Monte Carlo simulation is often
regarded as a state samplingmethod and has beenwidely used
in reliability analysis projects. Each element in the system is
simulated with a uniformly distributed random number in the
interval [0, 1]. Each component has three states of operation, FIGURE 4. PSO-DBN test set results.
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FIGURE 5. Monte Carlo, PSO-BP, and PSO-DBN test sample results.

maintenance, and failure, and the impact on component fail-
ure is independent of each other.

The main steps of Monte Carlo based electrical distribu-
tion network reliability analysis is as follows:

(1) Initialize the number of simulation years k to zero that
is k = 0;
(2) k = k + 1; for the kth year, a random array
{r1, r2, r3 . . . rn} is generated to simulate the running status
of each node in the network;

(3) Find out the faulty components in the entire power
distribution network;

(4) Count the number of power outages and power outage
times at load points in the year and add up each year;

(5) If the simulation convergence condition is reached, the
sampling simulation calculation is stopped; otherwise, it is
transferred to (2).

(6) Calculate the average failure rate, average power outage
time, and annual average power outage time at each load point
in the total simulated years and calculate the reliability index
of the system.

The above Monte Carlo simulation method is used to sim-
ulate the system running for 10,000 years.

2) THE SIMULATION COMPARISION
The main influencing factors of the power distribution net-
work are: the length of each line, the type of the line, the fail-
ure rate of the transformer, the average repair time of the
transformer, the failure rate of the breaker, the average failure
repair time of the breaker, the bus failure rate, the average bus
repair time, segmented switch failure rate, segmented switch
failure repair time, total number of load points users, and
the topology of the power distribution network. The research
object of this paper is a fourteen-node distribution network.
The grid structure of the distribution network includes various
types such as hand in hand, ring network, multi-segment
single contact, 4 by 6 wiring, radial and so on. Tens of thou-
sands of distribution grid samples are divided into training
data set and test data set. The entire data sample is complete
without missing values. During the model building process,
the training data set is divided into two parts, one is the data
set used for model training, and the other is the data set used
for model testing. This can make the model have a good
prediction effect and prevent over-fitting.

The four main reliability indexes of the power distribution
network (SAIFI, SAIDI, CAIDI, and ASAI) are used as the
output feature vectors of the analysis model. Fig.5 shows
the test results of Monte Carlo and PSO-DBN test samples
applied in the field of power distribution network reliability
analysis. The PSO-DBN model is closest to the actual value
(blue). The DBNmodel optimized by PSO can obtain perfect
weights and thresholds, so that the DBN can be more accu-
rately used in reliability analysis of distribution networks.
In contrast, the Monte Carlo method is less efficient and has

224890 VOLUME 8, 2020



H. Shan et al.: Reliability Analysis of Power Distribution Network Based on PSO-DBN

FIGURE 6. R2 diagram of Monte Carlo model.

a large amount of calculation and a long calculation time,
which is difficult to meet the needs of online analysis.

The determination coefficient R2 is an important index for
evaluating the quality of the model. For the Monte Carlo
simulation method and PSO-DBN neural network method,
the determination coefficients R2 of the four indexes of
SAIFI, SAIDI, CAIDI and ASAI are calculated, as shown
in Figs. 6 and 7.

The R2 is a measure of the fitting degree of the model
through changes in the data. The closer R2 is to 1, the strong-
er the explanatory power of the variables of the formula (16)
to y, and the better of the model fitting degree.

Fig.6 shows the R2 diagram of the Monte Carlo model.
Fig.(a), (b), (c), and (d) represent the R2 relationships of
the distribution network system indicators SAIFI, CAIDI,
SAIDI, and ASAI, respectively. It can be seen from Fig.6 that
points (predicted values) around the dotted line (true value)
are relatively scattered, which shows that the Monte Carlo
model has a poor fitting.

Fig.7 shows the R2 diagram of the PSO-DBNmodel. It can
be seen in Fig.7 that the red point sets (predicted values)
are all concentrated on the dotted line (true value) or both
sides, and there is no significant deviation. It indicates that
the predicted value of the PSO-DBNmodel has a high degree
of correlation between the true value, and the fitting degree
of the model is also the best.

For the model analysis index MAPE in this experiment,
based on the test set samples, the absolute error graphs of
four indexes SAIFI, SAIDI, CAIDI, and ASAI based on two
models are simulated. As shown in Fig. 8, the effects of
the two models on the evaluation of the test set samples are
shown. It is easy to see that the absolute error of the Monte
Carlo simulation method is the largest, and the absolute error
based on the PSO-DBN neural network model is the smallest.
In other words, the PSO-DBN neural network models has the
better result on the reliability analysis of power distribution
networks.

Throughout the simulation experiment, the simulation cal-
culation time of the Monte Carlo method is closely related
to the number of samples. To obtain sufficiently accurate
power distribution network reliability, it is usually necessary
to increase the number of samples, which leads to a large
amount of calculation and a long calculation time for the
Monte Carlo model. In the case of ensuring the maximum
accuracy, the calculation time of the Monte Carlo model is
about 201s. Neural network training takes much longer than
test time. The training process is more complicated than the
test process because it requires iteration of the training data
and inverse update of the parameters, and it also requires
optimization of weights and

thresholds by PSO. The training time of the PSO-DBN
is about 108min, and the testing time is about 11.441s.
The training strategy and model structure in the experiments

VOLUME 8, 2020 224891



H. Shan et al.: Reliability Analysis of Power Distribution Network Based on PSO-DBN

FIGURE 7. R2 diagram of PSO-DBN model.
FIGURE 8. Error graphs of the evaluation indicators (a) SAIFI, (b) CAIDI,
(c) SAIDI, (d) ASAI.
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are the same, and the selected training set and test set are
also the same sizes, so the calculation amount of several
experiments is also roughly the same.

Table 4 shows the calculated MAPE, RMSE, and correla-
tion coefficient R based on the Monte Carlo and PSO-DBN
models. By comparing the values of the evaluation index,
it can be found that the average MAPE of distribution net-
work reliability index based on the PSO-DBN model is the
smallest. The closer the correlation coefficient R is to the
value 1, the better the model is. The correlation coefficient of
the PSO-DBNmodel is closest to 1. Therefore, the PSO-DBN
model has better performance when applied to the reliability
analysis of the power distribution network. On the whole,
the PSO-DBNmodel has a better adaptability and best results
in the twomodels when applied to power distribution network
reliability analysis.

TABLE 4. MAPE, RMSE and correlation coefficient R values.

IV. CONCLUSIONS
This paper proposes a new method of using PSO-DBN for
reliability analysis of distribution network. The powerful
automatic features extraction function of the optimized deep
belief network model is efficiently used, and the inherent
features can be directly extracted from the original data, and
good results have been achieved.

This research has the following four conclusions: Firstly,
the optimized DBN model is used to analyze the reliabil-
ity of the power distribution network, which improves the
accuracy of the reliability analysis results of the power distri-
bution network; Secondly, after PSO optimization, network
parame-ters of DBN were found; Thirdly, power distribu-
tion network reliability analysis based on optimized DBN
model can be applied to different distribution network grid

structures; Fourthly, the trained PSO-DBNmodel can quickly
analyze the reliability of the power distribution network.

It is worth emphasizing that this research makes the results
of power distribution network reliability analysis more accu-
rate, and provides a new research idea for AI algorithm in the
field of power distribution network reliability analysis.
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