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ABSTRACT In order to effectively combine RGB image features with depth image features for human
detection, this paper proposes a two-stream RGB-D human detection algorithm based on RFB network.
The proposed algorithm mainly contains three parts: RGB-stream, Depth-stream and Channel Weight
Fusion (CWF) strategy. (1) The RGB-stream extracts RGB image features using RFB-Net as the backbone
network. (2) By analyzing the results of depth features visualization, we build the Depth-stream, which can
effectively extract the depth image features. (3) The improved CWF strategy can enhance the effectiveness
of important channels in RGB-D fusion features and improve the capability of the network expression. The
experimental results show that the proposed algorithm has a significant improvement compared with other
algorithms on two common datasets.

INDEX TERMS RGB-D, human detection, fusion features, two-stream.

I. INTRODUCTION
Recently, the fields of smart building and intelligent security
are developing rapidly, and the human detection has become
a hot research topic in these fields.

In recent years, many researchers have conducted consider-
able work in using RGB images to detect human [2]–[8] and
achieved good detection results. However, RGB images are
easily affected by factors such as human occlusion, human
attitude changes, illumination changes and complex back-
ground. In the complex and varied real scene, the detection
accuracy based on the RGB imagesmethodmay drop sharply.

With the popularity of depth cameras, depth images have
attracted extensive attention in many fields [9]–[23]. Com-
pared with RGB images, depth images are not affected
by illumination changes, and easier to obtain object con-
tours with low-noise. Li et al. [21] proposed an atten-
tion steered interweave fusion network (ASIF-Net) to detect
salient objects. Han et al. [23] proposed a multiview CNN
fusionmodel through a combination layer connecting the rep-
resentation layers of multiple views to detect salient objects.

Some scholars have jointly used RGB images and depth
images for human detection [9]–[19] to solve problems such
as illumination changes and complex background. Among
them, Zhou et al. [13] used two identical networks to process
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RGB images and depth images respectively, then compared
the confidence scores of two network predictions and took
the larger score as the final result. Eitel et al. [14] pro-
posed a multi-modal RGB-D algorithm consisting of two
separate CNN (Convolutional Neural Network) streams, both
streams converge in the fully connected layer at the end of
the network and directly utilizes fusion features for detec-
tion. Zhang et al. [15] proposed a multi-stream network for
jointing human detection and head pose estimation method in
RGB-D videos, using three identical network streams to pro-
cess RGB data, depth data and optical flow data respectively,
then three features are fused together for human detection
and head pose orientation estimation. Many methods apply-
ing convolutional neural networks to RGB-D data simply
combine RGB data and depth data into four-channel data or
extract target features separately, and then fuse at the final
fully connected layer.

Although the above human detection algorithms use RGB
images and depth images for detection, there are two common
problems: 1) Extracting RGB image features and depth image
features by using two identical network structures. Because
depth image lacks features such as texture and color of RGB
image, when the depth image is processed complicated net-
work, the target information depth feature maps will be lost.
2) Simple fusion of RGB features and depth features for
human prediction. Because the response regions and values
of each feature channel are different, when the simple RGB-D
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fusion feature is used for human prediction directly, the detec-
tion result will be affected by the channels which response
to non-target area. An excellent feature fusion strategy is
essential for network tasks [21], [22], [24].

Therefore, how to effectively extract depth image features
and utilize RGB-D fusion features are the keys to human
detection by combining RGB images with depth images. Our
goal is to deploy approached algorithm on lightweight edge
devices. Consequently, we propose a two-stream RGB-D
human detection algorithm based on RFB network [1]. The
RFB network model uses SSD [25] as the backbone network,
by embedding the RFB receptive field enhancement module,
improving the detection accuracy on the basis of maintaining
the reasoning speed. SSD is more streamlined and easier to
modify than YOLO [26] and Faster RCNN [27]. It is more
suitable for deployment to edge devices. Many lightweight
detection algorithms [28], [29]are inspired by SSD.

Most current researches usually use two identical branch
networks to construct the two-stream network. It is generally
believed that deeper network has stronger learning capabil-
ities and could extract higher-level semantic information.
However, because of the depth image has more object con-
tours and more low-level information, the deeper learning
will course the loss of important feature information in the
depth image features, finally will affect the detection perfor-
mance of the whole learning network.

Therefore, in this paper, an asymmetric two-stream net-
work structure based onRGB-D fusion is proposed, which the
RGB branch network has a deeper number of layers to learn
more semantic features, and the depth branch network has a
shallower number of layers to learnmore lower-level features.
Furthermore, because of the difference of the response area
and the response value of each feature channel, the simple
overlay fusion can not give full play to the advantages of
RGB feature and depth feature. Therefore, we also propose
a channel weight fusion strategy called as CWF, which is
to increase the weight of the useful channel in the feature,
suppress the weight of the useless channel, and improve the
feature expression ability.

II. RELATED WORK
According to the type of image, we divided the methods of
human detection into two categories for introduction: RGB
human detection and RGB-D human detection.

A. RGB HUMAN DETECTION
Mu et al. [8] proposed local binary pattern (LBP) as regional
features, and using two variants of LBP: Semantic-LBP and
Fourier-LBP for human detection. Wang et al. [7] combined
Histogram of Oriented Gradient (HOG) with LBP as fea-
tures to effectively deal with partial occlusion in human
detection systems. In recent years, with the development of
deep learning, the algorithms in the field of object detec-
tion, such as SSD, YOLO, etc., have achieved state-of-the-
art effects. Many scholars use the methods based on deep
learning [2]–[7] for human detection, and the detection effect

is significantly better than the traditional method. Ouyang
and Wang [2] proposed a new deep learning network archi-
tecture by combining the HOG features extraction module.
Wang et al. [3] proposed a new bounding box regression loss
function, which improves the detection accuracy in crowded
and occluded situations.

B. RGB-D HUMAN DETECTION
Spinello and Arras [9] designed Histogram of Oriented Depth
(HOD), and combined with HOG and HOD in probability for
human detection. Hu et al. [11] proposed a RGB-D + ViBe
foreground extraction method, using three-dimensional mov-
ing and depth constraint methods to deal with human local
occlusion problems. Liu et al. [12] determined the head ver-
tices through depth images, then used the upper body locator
and the Joint Histogram of Color and Height (JHCH) filter to
encode the thick borders. Tian et al. [16] proposedHistogram
ofMulti-order Depth Template (HMDT) and Joint Histogram
of Color and Distance (JHCD) methods. [13]–[15], [18] used
deep learning methods for human detection. Among them,
Zhou et al. [13] used two identical network structures to
extract RGB features and depth features respectively, and
chose the higher score as the final prediction result. The
architecture proposed by Eitel et al. [14] consists of two
independent CNN network streams, which processes RGB
images and depth images respectively, then performs RGB-D
features fusion at the fully connected layer and outputs the
detection results. Zhang et al. [15] used three networks
to extract RGB images, depth images and optical streams.
Tian et al. [18] proposed a DMH (Depth map, Multiorder
depth template, and Height difference map) representation
method which can effectively capture the geometric structure
information in the depth images. Fan et al. [19] proposed a
simple baseline architecture, called Deep Depth-Depurator
Network (D3Net), which consists of a depth depurator unit
and a feature learning module, performing initial low-quality
depth map filtering and cross-modal feature learning respec-
tively. The human detection algorithms effect based on deep
learning are superior to other methods.

III. METHOD
The overview of the network structure is shown in Section A.
Section B describes the network structure construction based
on visual analysis. Subsequently, the improved Channel
Weight Fusion strategy is depicted in Section C.

A. OVERVIEW OF NETWORKS STRUCTURE
The proposed algorithm network structure is shown in Fig.1,
which consists of three parts: 1) The Depth-stream is used
to extract depth image features. 2) The RGB-stream is used to
extract RGB image features. 3) The CWF strategy is used to
improve weights of the important channels in RGB-D fusion
features.

1) DEPTH-STREAM
Based on the characteristics of the depth image, we construct
a network named Depth-stream, which can effectively extract
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FIGURE 1. Algorithm network structure.

the depth image features. The Depth-stream consists of the
first four convolutional blocks of VGG-16 network [30],
Conv1-Conv4, with the 300*300 depth image as input, and
output the feature map of 512 * 38 * 38. The feature map
is more responsive to the human area and can separate the
human information from the background image to reduce
interference from background redundant information.

2) RGB-STREAM
The RGB-stream uses RFB-Net [1] as the backbone network,
which is a multi-scale predictive one-stage network structure.
RFB-Net uses SSD [25] network structure as the backbone
network, and enhances the recognition ability and robustness
of the features by embedding the receptive field module RFB,
which makes the detector performance better.

3) CWF STRATEGY
The great channel weight fusion strategy can establish the
connection between channels in RGB-D fusion features,
assign different weights to each channel and enhance the
peculiarity of RGB features and depth features. Therefore,
this paper proposes the CWF strategy suitable for RGB-D
fusion features, which can effectively improve the weights of
important channels, realizing cross-channel interaction and
information integration.

4) ALGORITHM FLOW
As shown in Fig.1, our network starts with two inputs (RGB
image and depth image), and ends to six different scale fea-
ture maps to detect human of different sizes in the image. The
last two parts of the network includes ‘‘The initial detection
boxes’’ part and ‘‘Non-Maximum Suppression (NMS)’’ part.
‘‘The initial detection boxes’’ collects the detection boxes
with confidence scores from the six feature maps which are
from CWF, Conv7, Conv8. Conv9, Conv10 and Conv11.
‘‘Non-Maximum Suppression (NMS)’’ part sorts all detec-
tion boxes based on their scores. The detection box named
M with the maximum score is selected and all other detec-
tion boxes with a significant overlap (using a pre-defined
threshold) with M are suppressed. This process is recursively

applied on the remaining boxes [31]. Finally, the final detec-
tion boxes will be output for further use.

The CWF block enables the network to learn the impor-
tance of each channel in RGB-D fusion features and improve
the expression ability of fusion features. However, if the
fusion features are directly input into the deep network to
continue learning, the differences between RGB and depth
images may lead to confusion, and the deep network cannot
extract advanced semantic information. Therefore, only fea-
tures after Conv4 in RGB-Stream are used to feed into Conv7
instead of features integrated after the CWF block.

The receptive field of the feature map generated by the
shallow convolution layer is smaller, and the detection effect
on the small-sized human in the image is better. At the same
time, the RFB network detects the larger size target signifi-
cantly better than the small size target, so we only perform
RGB-D feature fusion on the feature map generated by the
VGG-16 block4 convolution block. This approach can mini-
mize the amount of computation and ensure the simplicity of
the network structure and the speed of reasoning.

B. DEPTH-STREAM CONSTRUCTION BASED ON VISUAL
ANALYSIS
Depth images highlight the edges, contours and shapes of
the target without color or texture characteristics, thereby
using the complex network to process depth images is likely
to cause losing the target feature information. Therefore,
excessively increasing the convolutional network hierarchy
does not help extract effective depth image features.

The visualization method proposed by [32], [33] can
observe the features in different convolutional layers. Among
them, the guided backpropagation [33] method has the
advantages of high resolution and outstanding details. Con-
sequently, we use the visual method [33], utilizing the
pre-trained VGG-16 as the backbone network, and visualiz-
ing the feature maps of Conv1, Conv2, Conv3, Conv4 and
Conv5 respectively, as shown in Figure 2.

Fig.2(a) is the input depth image. Fig.2(b) and Fig.2(c) are
respectively represent the feature maps of Conv1 and Conv2.
There are more redundant background information in both
images, which proves that the shallow network is difficult to
learn target features. The background information in Fig.2(d)
is effectively reduced, but the separation of foreground and
background pixels is poor. Fig.2(e) shows the feature map
of the Conv4, the response position pays more attention to
the human area, effectively separates the human information
from the background, and greatly reduces the interference of
redundant information. The human characteristics in Fig.2(f)
are significantly reduced and cannot provide effective assis-
tance for human detection. The results of visual analysis
prove that the feature map generated by Conv4 pays more
attention to the human area, and can separate the human
information from the background information to extract
more discriminative semantic features. Therefore, we use
the first four convolution blocks of VGG-16 to construct
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FIGURE 2. Feature maps visualization. (a) is the input depth image.
(b), (c), (d), (e) and (f) are feature maps of Conv1, Conv2, Conv3, Conv4
and Conv5 respectively.

the Depth-stream structure for extracting depth image
features.

C. CHANNEL WEIGHTS FUSION (CWF)
The RGB image and the depth image sources are dif-
ferent. Because of this, there are differences between
RGB image features and depth image features. In Fig.1,
512-channel RGB features and 512-channel depth features
are channel-connected to obtain the 1024-channel RGB-D
features. Simple RGB-D fusion makes features more diverse,
but there are three problems: 1) RGB features and depth
image features are complementary and different. The two
features are different in the contribution of the detection
results. 2) Simple RGB-D fusion method cannot realize the
information interaction between RGB features and depth
feature channels. Consequently, the obtained RGB-D fusion
features may be distributed disorderly and makes it impossi-
ble to complement each other and affect the performance of
RGB-D human detection. 3) The number of feature channels
is expanded from 512 to 1024, resulting in an increase in the
calculation of network parameters, which increases the com-
putational cost and affects the speed of algorithmic reasoning.

Hu et al. [34] proposed that SE establishes the relation-
ship between feature channels, acquiring the importance of
each channel through adaptive learning and enhancing the
effectiveness of important channels. SE works well for RGB
feature channels, but it does not apply to RGB-D fusion
features. It is impossible to realize information interaction
between RGB image feature channels and depth image fea-
ture channels and complement each other.

Therefore, this paper proposes the Channel Weight Fusion
strategy suitable for RGB-D fusion features. It adds chan-
nel interaction operation based on SE, which can realize
cross-channel interaction, reducing the dimension of fusion
features, increasing nonlinear characteristics and improving

FIGURE 3. Channel Weight Fusion strategy.

the expressive ability of the network. The specific steps are
shown in Fig.3.

Firstly, fusing 512-channel RGB features and 512-channel
depth features into 1024-channel RGB-D feature by using
channel-connection method. Then the Global pooling layer
turns each two-dimensional channel of the RGB-D feature
into the real number, and the output dimension matches
the number of input feature channels. Each real number
characterizes the global distribution of the feature channels,
as shown in Equation (1), where zc denotes the response of
channel c in RGB-D feature U, uc represents the channel c
in RGB-D feature U, and H and W are the size of RGB-D
feature U.

zc =
1

H ×W

H∑
i=1

W∑
j=1

uc(i, j) (1)

Correlation between channels is established by two 1 × 1
convolutional layers, and the Sigmoid activation layer is able
to obtain 1024 normalized weights between 0-1. Equation (2)
describes Sigmoid gating function FS , where σ denotes Sig-
moid function, δ denotes the ReLU function, W1 represents
the parameters of the first convolutional layer,W2 represents
the parameters of the second convolutional layer and S is the
normalized weights. After that, the Scale operation weights
the normalized weights S onto each channel of the RGB-D
feature U to obtain a 1024*38*38 channel weighted RGB-D
feature X, Scale operation as shown in Equation (3).

S = FS (Z ,W1,W2) = σ (W2 · δ(W1Z )) (2)

xc = Fscale(uc, sc) = scuc (3)

Finally, we add a channel interaction operation after Scale,
aiming to enhance the weighted RGB-D features. As shown
in the dotted line in Fig.3, it consists of a 1*1 convolutional
layer and a 3*3 convolutional layer, and both convolutional
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TABLE 1. Results of ablation experiment. Inference on single GPU GTX 1080TI.

layers are activated by ReLU. The 1 * 1 convolution can
perform linear combination operation on different channels to
achieve cross-channel interaction. The 3 * 3 Convolution and
ReLU activation can increase the nonlinear characteristics of
the network. Formally,

Y = FR(X ,W1∗1,W3∗3) = σ (W3∗3 · δ(W1∗1X )) (4)

where W1∗1 represents the parameters of the 1*1 convolu-
tional layer,W3∗3 represents the parameters of the 3*3 convo-
lutional layer and δ denotes the ReLU function. Through the
above operations, CWF enhances the effectiveness of impor-
tant channels in the RGB-D fusion feature and improves the
expressive ability of the network.

IV. EXPERIMENT
In this chapter, we will introduce the datasets, the experi-
mental environment, and comparison with other algorithmic
experimental results.

A. DATASETS AND EXPERIMENTAL ENVIRONMENT
We conduct experiments in two public datasets: the Office
Dataset and the Mobile Platform Dataset [35]. The Office
dataset contains 17 videos, and the people perform different
postures such as standing, walking, and sitting. The Mobile
Platform dataset consists of 18 videos, with an approximately
horizontal view. We select 691 pairs of RGB-D images from
the Office Dataset, 2209 pairs of RGB-D images from the
Mobile Platform dataset for experiments. Two datasets are
captured with the Kinect depth camera. Each image has a
resolution of 640*480.

Data preprocessing: Since the Kinect camera is affected
by the mirror object and the shooting distance is limited, the
acquired depth image will generate a void area. Therefore,
in our experiments, we use the hole repair method [36] to
repair 2900 depth images, and label the head and shoulders
of the person in each image.

Training data and parameters: We divide 2900 pairs of
images according to the ratio of 6:4, 1740 pairs of images to
train, and 1160 pairs of images to test. Our training strategy
follows RFB training methods, including data expansion,
hard negative sample mining, using the smooth L1 loss func-
tion for position regression and the Softmax loss function
for human classification. The optimization method is SGD
with 0.9 momentum, 0.0005 weight decay and 0.001 initial
learning rate. The training time is about 12 hours with one
NVIDIA GTX1080TI.

B. DISCUSSION
We use the Miss Rate-FPPI indicator to evaluate the effect
of the model, where Miss Rate represents the rate of missed
detection targets to the ground truth, and FPPI represents
false positive per image. If the detected IOU (Intersection
over Union) overlap rate of the bounding box and the labeled
bounding box is greater than 0.5, the detected bounding box
is considered correct.

1) ABLATION EXPERIMENTS
We use five methods to perform experiments on the dataset
of the Clothing Store dataset and the Office dataset, as shown
in Table.1. RFB: utilizing RFB-Net for human detection
based on RGB images. RFB + VGG-16: the RFB-Net is
used as RGB-stream to extract RGB images features, and
the total VGG-16 network is used as Depth-stream to extract
depth images features. RFB + VGG-Conv4: the difference
with RFB + VGG-16 is that Depth-stream is constructed
by the first four convolution blocks of the VGG-16. RFB +
VGG-Conv4 + SE: utilizing SE to weight channels of
RGB-D features. RFB + VGG-Conv4 + CWF: the pro-
posed algorithm. The results have shown that our proposed
algorithm achieves the best experimental performance on the
basis of guaranteeing the 48 FPS real-time reasoning speed.

Firstly, it is obvious that all of the VGG-Conv4 net-
works combining the RGB and Depth streams, are more
effective and lighter than the RFB+VGG-16 network,
which proves the complicated network is not help for
extracting depth image features. Especially, the proposed
RFB+VGG-Conv4+CWF algorithm not only has fewer
parameters and faster inference speed, but also the F1-score
is improved by 9.2% than the RFB+VGG-16 network.
Secondly, compared with the RFB+VGG-Conv4 and
RFB+VGG-Conv4+SE network, the proposed algorithm
can achieve better detection performance with almost the
same of parameters and inference speed. At the same time,
it demonstrates that the CWF strategy is more suitable
for RGB-D fusion features. Finally, since the proposed
algorithm contains RGB-stream and Depth-stream, com-
pared with the RFB network which only has RGB-stream,
its network parameters and inference time have a little
increased. However, the proposed algorithm still significantly
improves the detection performance: the precision increased
by 1.6%, the recall rate increased by 7%, F1-score increased
by 3.9%, while maintaining effective real-time reasoning
speed 48 FPS.
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FIGURE 4. Human detection results on (a) Office Datasets and (b) Mobile
Platform Datasets. The abscissa FPPI indicates false positive per image,
and the ordinate Miss Rate indicates the rate of missed detection targets
to the ground truth.

FIGURE 5. Human detection results display. (a) Office Datasets and
(b) Mobile Platform Datasets.

2) COMPARISON WITH OTHER ALGORITHMS
We compare the proposed method with Eitel et al. [14],
Zhang et al. [15], Tian et al. [18], Zhang et al. [37] and
Zhao et al. [38]. Among them, Zhang et al. [37] uses the
depth value and the real head size to obtain the head region,
but the coarse extraction method has a large positioning error,
and it is difficult to accurately locate the person coordinates.
They [14], [18], [38] search for the location of the extreme
points of the head contour and relies heavily on the accuracy
of the original depth data. Its [15] multi-stream network is
highly complex, and simple features fusion is performed only
at the end of the network, which increases the risk of features
redundancy. The experimental results are shown in Fig.4.
In the experimental results of two datasets, the detection accu-
racy of the proposed algorithm is better than other algorithms.
The results show that the proposed algorithm can extract
effective depth image features and enhance the effectiveness
of important channels in RGB-D fusion features. Fig.5 shows
several visualized detection results of proposed algorithm on
the two datasets.

V. CONCLUSION
This paper proposes a two-stream RGB-D human detection
algorithm based on RFB network. By analyzing the feature
map of each layer, the Depth-stream is constructed by shallow
convolution layers, which can extract themore effective depth
image features than complicated network. The improved
CWF strategy is suitable for RGB-D features, which enables
cross-channel interaction and improve the expressive ability

of the network. After experimental analysis, the proposed
algorithm can enhance the effectiveness of important chan-
nels in RGB-D fusion features and improve human detection
accuracy. In the future, we will design a lighter network and a
more efficient RGB-D fusion strategy to further improve the
speed and accuracy of the algorithm.
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