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ABSTRACT Warning students with poor performance in advance based on historical academic data,
namely, the academic abnormality prediction is important task in education. The majority of existing
methods focus on digging out abnormal complex clues from historical data, while ignoring two basic
considerations:(1)these works fail to handle unrecorded/missing data when this part is sparse; (2)these works
ignore the complex relationship between courses. The different courses are used as the attention weight
vector for abnormality prediction, but they do not notice the mutual influence between courses. To this end,
we contribute a Hybrid Neural Network Model based on High-Order Attention Mechanism, called HHA,
to address the academic abnormality prediction problem. Specifically, we first exploit Generative Adversarial
Network(GAN) to mine hidden factors in the unrecorded/missing data reasonably by simulating student
behavior. Thereafter, a high-order attention mechanism is proposed to measure the importance of course and
course combination. Lastly, a multi-layer projection abstracts feature and classifies whether the student is
abnormal. By experimenting on real-world dataset, we demonstrate the effectiveness and rationality of our
proposed model.

INDEX TERMS Academic abnormality prediction, high-order attention mechanism, hybrid neural network,

generative adversarial network.

I. INTRODUCTION
How to understand the various phenomena, problems or
behaviors of students, and taking measures to improve their
ability is not only important for students but also a widely
studied topic in the whole education field. In the center of the
spotlight, the early abnormal academic performance warning
has attracted great attention from educators and the public for
its forward-looking and improving education quality [1]. For
this tasks, it is generally treated as a prediction issue, that is,
to learn a mapping function from historical academic data to
whether students are abnormal. Therefore, the main challenge
of this task is how to mine useful information from a large
number of teaching systems’ data for anomaly prediction.

In fact, great progress has been made on the academic
abnormality prediction in the research community [2], [3],
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such as cognitive diagnosis [4], matrix factorization [5], deep
learning [6]. Generally, most methods devote efforts to mod-
eling student grades for prediction and regard the students
with poor grades as abnormal: cognitive modeling to predict
students’ test grades based on student achievement [7] to
identify students with poor grades; cluster analysis to identify
students’ hidden patterns in feedback learning [8]. Mean-
while, there are some work extension data to courses and
homework [9]. Reference [11] propose building a bayesian
network model [10] based on homework to classify whether
students are abnormal. Yu and Liu [12] used the LSTM neural
network to learn the abnormal feature representation of after-
class assignments.

Unfortunately, they focus on digging out abnormal com-
plex clues from historical data, while ignoring two basic con-
siderations. Despite its value and significance, the academic
abnormality prediction has not been well addressed due to the
following challenges:
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FIGURE 1. Grade distribution. The x-axis as the specific course grades and the y-axis as the number of records of

the corresponding grade.
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FIGURE 2. Course distribution. The x-axis represent different courses, and the y-axis shows the number of records
that appear in the corresponding course. (Source: a real university’s 2011-2017 student performance data).

1)Existing models fail to handle unrecorded/missing data
when this part is sparse. In particular, the discarded dam-
age is more serious in the massive data. According to
statistics, actually, 63% of the grade data have less than
1,000 records in Figure 1, and only 8.3% of courses have
records due to the existence of elective courses and incom-
plete records in Figure 2. For such massive and highly
sparse situation, previous researchers [8]-[12] often dis-
card, fill it through zero/grade averages, or other prepro-
cessing methods. But this is obviously lack of exploration,
because the course that the student does not have grades
may be what he is good at, and the unrecorded/missing data
does not indicate abnormality, which may imply unexplored
knowledge.

2)Course relationships are not independent. Grades exist
only in the presence of courses, but previous researchers
[8], [9] often regarded the courses as equal and indepen-
dent, which are unreasonable. The course design often have
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similar, complementary, advanced and other complex rela-
tionships, and they often appear in the form of combination,
which proves that the courses are not independent, and there
is a complicated relationship. Some basic courses have a
greater impact on students than elective courses, furthermore,
the course combination is a great complement to course
information.

In recent years, deep learning methods have made break-
throughs in many fields such as image and speech [15],
[16], which has become a boom in machine learning and
has produced many meaningful applications [17]-[20]. Espe-
cially, Generative Adversarial Network(GAN) finds the hid-
den pattern of data through adversarial training to generate
samples, which can generate realistic data. This adversarial
paradigm has been proven to be effective in filling missing
data and expanding richness [39]. And attention serves as a
tool to bias the allocation of available resources towards the
most informative parts in input, and has been successfully
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applied [21]-[23]. This also provides new ideas for academic
abnormality prediction.

To address the aforementioned problems, we develop a
hybrid neural network based on high-order attention mech-
anism(HHA) application in the academic abnormality pre-
diction of college students. The general framework of HHA
is illustrated in Figure 4. First of all, we employ GAN to
fill in the unrecorded/missing data reasonably by simulating
student behavior and mine the hidden factors. Thereafter,
a high-order attention mechanism is proposed to measure the
importance of course and course combination. Ultimately,
a multi-layer projection is used to abstract feature and clas-
sifies whether the student is abnormal. Along this manner,
the student behavior and course combination in the student’s
academic achievement data can be further discovered. By
conducting experiments on real-world dataset, we validate
that our proposed HHA is superior to other competitors on
both overall performance comparison and specific case test.

Corresponding to the above questions, the main contribu-
tions of this work are three-fold:

1 Introduce GAN to simulate student behavior. To the best
of our knowledge, this is the first work that attempts
to solve filling data in academic abnormality prediction
problem by adversarial learning paradigm. Specifically,
a generator simulation is used to fill in the student’s
grade and a discriminator to distinguish whether it is
true or not. This adversarial training method can find
hidden factors of unrecorded/missing data.

2 Develop attention mechanism to measure the impor-
tance of the course, and further refined under a high-
order method, which helped to find the correlation
between students with academic abnormalities and the
course. In particular, high-order attention can also find
the importance of course combination. Meanwhile,
we employ multi-layer projection to further abstract fea-
tures and predict students’ abnormal state.

3 In four datasets for different years, a large number of
experiments have proved that our proposed method can
be more discriminatory for students with abnormal aca-
demic performance.

The rest of this paper is organized as follows: Section 2 will
introduce the related work. The HHA model will be described
in detail in Section 3. Section 4 is data cleaning and inte-
gration processing. Experimental settings and results are
reported in Section 5, followed by the conclusion and future
work in Section 6.

Il. RELATED WORK
We briefly review academic abnormality prediction, high-
order attention mechanism and GAN in this section.

A. ACADEMIC ABNORMALITY PREDICTION

The development of machine learning and big data technol-
ogy has opened the way for academic abnormality prediction
and has yielded many methods [24]. At present, the methods
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adopted by mainstream research work can be mainly divided
into the following two categories: traditional data mining
methods for data analysis, and the other to combine deep
learning.

Researchers mainly look for the correlation between
courses and anomalies by combining various attributes. Such
as analyzing students’ behavior performance [25], associa-
tion rules between courses [26], multi-factor combination of
courses [28], and then making predictions through decision
trees [9] and Bayesian methods [27]. Deep learning is a fam-
ily of state-of-the-art techniques, which has achieved great
success in many applications, such as speech recognition
[29], image classification [30], and natural language process-
ing [31]. Academic abnormality prediction in deep learning,
which is mainly handled as a prediction problem [32], [33].
Similar to other prediction tasks, its purpose is to learn a
mapping function from historical academic data to whether
students are abnormal: [34] uses enhanced feedforward BP
network, and [35], [36] uses RNN to analyze the courses and
scores to predict whether the students are abnormal.

B. HYBRID NEURAL NETWORK

Hybrid neural network refers to a structure composed of
multiple network models, which complement each other and
enhance each other. There are many successful applications,
such as wind power [18], cloud data centers [20], etc., which
combines the autoencoder and wavelet decomposition to
enhance the prediction task. Since [37] proposed a generative
adversarial network, GAN has become very popular in the
deep learning community. It employs two neural networks,
pitting one against the other (thus the adversarial), to generate
newly synthesized instances of data. By utilizing the merit
of adversarial learning, GAN has been widely applied to
multiple applications, [38] use it to process sparse data with
excellent results, and [39], [46] use an adversarial training
to learn optimal negative feedback representations. These all
reflect its ability to mine hidden factors of data, which is very
suitable to fill in some missing records.

C. ATTENTION MECHANISM

Attention serves as a tool to bias the allocation of available
resources towards the most informative parts of an input [40].
However, in some complex or specific scenarios, the abstrac-
tion ability of vanilla attention is insufficient, so the research
on the extension of multiple attention mechanisms is also
endless. For example, the dual-flow attention mechanism
[21] is used to perform feature refinement modeling on both
dynamic and static aspects. The Transformer can even replace
the RNN for feature capture [41]. High-order attention is the
new attention-grabbing mechanism proposed by Chen et al.
[42], which is also a new method for high-order expression in
fine-grained image features.

All the above approaches fail to solve data sparseness
and only consider the attention weight of dependent courses.
Different from the above researchers’ work, we proposes a
hybrid neural network model based on high-order attention
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mechanism with GAN. On the one hand, GAN can find
hidden factors in sparse data by simulating student behavior,
on the other hand the high-order attention mechanism to mine
detailed importance of the course and course combination.

IIl. PROPOSED HHA FRAMEWORK

In this section, we first formally introduce student abnor-
mality prediction problems and give a solution overview in
section 3.1. Then we describe the details of HHA model in
section 3.2.

Course grade Course grade
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FIGURE 3. The HHA model predicts whether students’ academic
performance is normal based on historical academic performance.

A. FORMALIZATION

Overview as shown in Figure 3, the academic abnormality
prediction task described in this paper refers to train a model
that predicts whether a student is abnormal or not given the
historical academic performance.

Definition 1 [Historical Course Grades]: According to the
general processing method of academic abnormal prediction
[7]-[12], suppose we have a sample of N college students’
historical grades. Each college student’s grades are com-
posed of n courses. And G; = {Ki, K>, K3, ...,K,—1, K}
is used to indicate the course grade of a student t, where
K; ~ K, are the grades of different courses, including
compulsory courses and elective courses. For those without
corresponding courses, the grade is marked with NaN. The
dataset of college students’ historical academic performance
can be expressed as G and its format is described in detail in
Section 4.1.

G=I[G1.....,Gn-1.GyI" M

Definition 2 [Abnormal status]: A student with poor per-
formance and uneven performance may be considered abnor-
mal, so we choose whether the student can graduate normally
as one of the evaluation criteria. Then the advice is provided
by human experts to determine if the student is abnormal,
which is represented by goal = {SAFE, OUT}. OUT indi-
cates that the student is in an abnormal state and is likely
to fail to graduate normally [43]. The goal of our task is to
distinguish OUT students as much as possible.

It is worth noting that all used notations in this paper are
shown in Table 1.
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TABLE 1. Notations.

Notation Description
G Historical Academic Performance
K Different Courses
N Total Number of Students
n Total Number of Courses
k Embedding size
goal Abnormal State
SAFE Normal State
ouT Abnormal State
T Generator of GAN
G Discriminator of GAN
z Adversarial Noise
€, 1L Parameters of T and D
Pg, P, Probability Distribution of G and z
a,b,c First, Second, and Third Order Attention Weights
bb,ccc Attention Weight Under the Corresponding Order
i Number of calculations required for each order
we wb we Weight Matrix
bei, bbi bei Weight Bias
m Feature after Attention Weighting
o) Activation Function
Yioss Loss Function
Lo Regularizer
S] Network Parameters
o Learning Rate

B. HHA MODEL

HHA aims to find a function for academic status from stu-
dents’ academic data. The framework of HHA is presented
in Figure 4. In general, it consists of three components:
behavior simulation layer, high-order convolution attention
layer, and multi-layer projection layer.

1) BEHAVIOR SIMULATION LAYER

How to mine hidden factors from sparse data and understand
student behavior is very important for predicting academic
abnormalities. Furthermore, we observe that although some
grades are missing, it is possible to infer the data from other
observable. The intuitive idea of infering the data is utilizing
random, zero filling. However, these methods have a very
shallow understanding of student behavior, and also hurt the
prediction results. To this end, we borrow the idea of the
recent advance of GAN. By utilizing the merit of adver-
sarial learning, GAN has been widely applied to multiple
applications [46]. Especially, the adversarial paradigm has
been proven to be effective in filling missing/noisy data and
expanding richness [38].

Inspired by these pioneering efforts, the GAN layer is used
to simulate student under adversarial paradigm. It includes
following two components:

Generator T : T(G'|G, z), parameterized by e, it tries
to generate student course grades G’ by imitating student
behavior. We add adversarial noise z [46] to the real-behavior
data G to help the generator learn a better hidden factor, where
the probability distribution of z is P;.

Discriminator D : D, (G, G'), parameterized by p, it tries
to discriminate real-behavior grade and generated sample pair
< G,G >. The ability of the discriminator can help the
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FIGURE 4. The graphical representation of our proposed model HHA. It is built upon three
components: behavior simulation layer, high-order convolution attention layer, and multi-layer
projection layer. The behavior simulation layer is exploited to fill in missing data, the high-order
convolution attention layer measures the importance of courses and course combinations, and the
multi-layer projection layer obtains anomaly prediction results.

generator to generate samples that are more like the distri-
bution of student behavior Pg.

Specifically, the GAN generator and discriminator run the
minimax game during the training process:

minmax V(D, T)
€ u

E [logD(G)]+ E [log(1 —D(T(G,2))] ()
G~Pg ~P,

The purpose of the generator is to generate data that
approximates the distribution to confuse the discrimina-
tor, and the discriminator strives to distinguish these sam-
ples. In the same way as the optimization method used by
[39], we optimize D with stochastic gradient descent and
G with policy gradient based reinforcement learning algo-
rithm. Because the performance of the generator and the
discriminator depend on each other, this filling method based
on adversarial learning can force the model to learn other
complete data to be close to the real distribution. Therefore
when the game converges, the generator can mine hidden
factors and generate data that simulates student behavior.
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In this way, all the unrecorded/missing data are filled by
GAN simulation. And we discuss the advantages of this
adversarial method in detail in section 4.4. It is worth noting
that GAN will be trained in advance as a pretrained module,
which makes the model more efficient, then those new data
become input to the next layer.

2) HIGH-ORDER CONVOLUTION ATTENTION LAYER
High-order convolution attention layer is used to distinguish
the importance of different courses. The vanilla attention
mimics the visual focus of the human brain, increasing the
fine-grain by increasing the “attention” of the partial area.
Based on the attention mechanism, we can compare the dif-
ferences between courses feature.

However, vanilla attention can only compare the relation-
ship between the two courses, and cannot explore the impact
of course combination on academic abnormalities. For exam-
ple, the attention mechanism can find that K; may be more
important than K5, but it cannot be deduced that (K1, K3, K3)
is more important than (K4, K5, K¢). However, in practice,
courses often appear as a combination of choices.

124759



IEEE Access

Y. Zeng et al.: HHA: An Attentive Prediction Model for Academic Abnormality

Based on these observations, we try to transform attention
into higher order, which can simultaneously capture the com-
plex relationship between courses and course combinations.
First of all, we design three convolutional modes convi 23
with N x 1, N x 2, N x 3 kernel to find course combinations.
This multi-scale convolution kernel can provide more infor-
mation of receptive field on the course combination. Then
we calculate the attention weight of the course combination
under the same convolution kernel, and turn it into a high-
dimensional representation. In particular, the attention mech-
anism is highly dimensioned by high-order polynomials to
further enhance the discrimination [42] and richness of course
combination in an explicit manner. For brevity, we call these
three convolution modes first-order, second-order, and third-
order, where the order refers to the polynomial level.

k
ai=) pW" x K, +b%) 3)

r=1

It is worth noting that the combined weight obtained by
each course will be obtained by the average of the weights of
the multiple groups it belongs to. For example, the second-
order attention weight bb;, under the N x 2 convolution kernel,
belongs to the combination of two courses, so its combination
weight is the average of the two groups. Therefore, second-
order and third-order attention are shown in Eq.(4), Eq.(5).
b = bb;_1 + bb;

2
kel @)
bbi = ¢(W" x [K, K411+ b
r=1
ccci—y + ceci—1 + cec

P =

k=2 3 5)
Ci Ci
ceei = ) ¢W x [Kr, Krit. Kol + 59
r=1

where k is embedding factor and ¢ is softmax fuction to
assign weights a;, b;, ¢;. K, is the course feature, W%, Wb, w¢
is the weight matrix that converts the embedded vector into
the attention network, and a;, b;, ¢; is the intermediate result
of the first, second, and third order attention weights, respec-
tively. “i” is the number of calculations required for each
order. bb; calculates the attention weight for the combined
features of the two courses, and finally the two courses share
the weight equally in Eq.(5). And ccc assigns weights to the
combined convolution features of the three courses.

Finally, we integrate the attention in the three convolutional
modes into high-order polynomials. For example, the third
order needs to be calculated 3 times, that is, c1, ¢2, ¢3 and dot
product. Then, the high-order weights are obtained through
the combination of polynomials, and then multiplied by the
original features to complete the redistribution of the weights.
The model uses ReLLU as the activation function of the hidden
layer to project the features of the high-order combination
into m. Computation of attention from different convolutional
perspectives can complement the combination of courses to
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enhance the prediction of abnormal academics, we can infer
some useful knowledge of course combination, which will be
discussed high-order in detail in experiments.

mf=3 = KTReLU(a; + by - by +¢1 - 2 - ¢3) (6)

Algorithm 1 Learning of HHA Model
Require:
1: Dataset G that has been processed;
2: Embedding k;
3: Learning rate «;
4: Maximum epoch;
5: Abnormal label goal.
Ensure: Trained network parameters ©.
6: Initialize the parameters ® randomly;
7: Pretraining GAN in Eq.(2);

8: repeat
9: for each student do
10: Calulate the layers of HHA in turn;
11: Get the loss in Eq.(3)-(8);
12: Update ® in Eq.(9).
13: end for

14: until converges

3) MULTI-LAYER PROJECTION LAYER

The multi-layer projection layer abstract features and projec-
tion the prediction results goal through multi-layer full con-
nection(FC) with skip-connection, which keep the invariance
of features. Lastly, the model calculates the score in each
category separately, and then obtains the highest category as
the prediction result goal’ by softmax.

goal’ = ¢(FC3([FC2(FC1(m)), m])) @)

For network training, the network’s loss function such as
Eq. (9), which L; is the regularizer for limiting parame-
ters. The optimization algorithm used is stochastic gradient
descent (SGD), and the detail of learning steps are as Algo-
rithm 1. Note that, since GAN will be used as a pre-training
module with a complexity of O(N?), the computational con-
sumption is mainly in the convolution layer and the projection
layer. The time complexity is O(k’N + N?) and the space
complexity is O(N?), where k is the embedding dimension
and N is the number of samples.

1 / /
Yioss = N Z (goalilngoal; + (1 — goal;)In(1 — goal;))
G,‘EG
+ 1 (8)

aYOSS ]
0 =0, - a2 ©
J

IV. EXPERIMENTS

In this section, we conduct extensive experiments to demon-

strate the effectiveness of HHA model from various aspects.
RQ(1) How does our proposed HHA perform as compared

to other competitors?
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RQ(2) How do different components contribute to the per-

formance of HHA? Especially attention and behavior filling.
RQ(3) How do different hyperparameter affect our model?
RQ(4) Can HHA be effective in real scenes?

A. EXPERIMENTAL SETTINGS

1) DATESETS

We have collected the real-world experimental datasets that
nearly 28,429 students’ records from 22 departments over
spanning almost six years. These academic records include
elective courses and compulsory courses. The attributes
of the academic achievement data are (TASK-NO, CUR-
NAME, CURTYPE, CURDEP, CURCREDITH, STUID,
STUNAME, STUSEX, STUCLASS, STUDEP, GRADE)
represent (course number, course name, course type, course
affiliated college, credits, student number, student name, gen-
der, class, student’s college, grade) respectively. The entry of
grades is based on the course and the attributes distribution is
shown in Table 1.

TABLE 2. Attributes of the academic achievement data.

TASK-NO CURTYPE CREDITH STUID STUDEP GRADE

Type  String String String String  String Int
2014 18505 88 30 20781 25 102
2015 19834 91 30 20818 27 102
2016 23221 119 29 20870 14 102
2017 17809 93 28 21845 19 103

At the same time, we have collected the abnormal stu-
dents for four years(2014-2017) with different distribution
to guide this task. Advice is provided by human experts to
determine if the student is abnormal, which is represented by
goal = {SAFE, OUT}. OUT indicates that the student is in
an abnormal state and is likely to fail to graduate normally.
The number of expert marks for abnormal students per year
is shown in Table 2. One-hot processing is used for all course
scores including each student. The “NaN”’ is missing mark,
and the “goal” is an abnormal mark.

TABLE 3. Abnormal students per year.

SAFE  OUT
2014 5182 318
2015 4621 293
2016 4631 298
2017 4832 217

The dataset composition as input G is shown in Table 3.
And 70% of the academic achievement dataset G was ran-
domly selected as the training set Gyyin (including 20% as
the validation set of the training process), and another 10%
of the data G5, was used to evaluate the results.

2) EVALUATION PROTOCOLS

To make a quantitative evaluation of model’s validity,
the evaluation indicators use popular precision and recall. The
precision indicates the proportion of students who correctly

VOLUME 8, 2020

TABLE 4. Matrix G as HHA input.

Ky Ko K3 . Kn,_o Kjp_1 Ky goal
Gy 92 71 86 75 NaN NaN  SAFE
Ga 75 85 79 NaN 80 NaN SAFE
G3 65 80 74 NaN NaN 65 ouT

Gy 75 67 NaN 85 NaN 87 SAFE

predicted the model in the test set. The recall indicates the
prediction accuracy of different goal categories.

Zgoallf:goal,- Gi

Precision = (10)
Grest
i G
ll=
Recall(x) = =824=> " (11)
Zgoalj:x Gj

3) BASELINES

To demonstrate the effectiveness of HHA, this group of exper-
iments compared the following four advanced methods of
academic abnormality prediction.

1 AKN [44], AkN finds k nearest neighbors for each query
object, which can be used to deal with the problem
of abnormal points. The similarities and differences
between students are judged. Students who are off-
center are considered abnormal. We set the optimal k
to 4.

2 GBDT [45], GBDT is a method of Ensemble learning,
which constructs multiple regression trees as various
features to find the best decision point. Using the train-
ing data to build the best GBDT, the combined results
of multiple trees is to get a student’s two classifications
between SAFE and OUT.

3 EBP [34], which is still essentially a neural network.
The network results are continuously adjusted to obtain
a network model suitable for a specific category, and the
output probability of neural network as the prediction
result. We set the optimal number of layers is 8.

4 AFM [33] is a strong baseline which adds an attention
mechanism to the factor decomposition machine and can
find hidden factors well. The model settings are the same
as the author, and we use it for training and prediction.

5 APR[46], this method improves the quality of generated
samples by adding adversarial noises and uses BPR for
ranking. We realized this adversarial learning scheme
demonstrate its positive effect on academic abnormality.
The adversarial coefficient is set to 0.2.

6 DNN-MRT [18], which exploits the learning ability
of deep neural network based ensemble technique and
the concept of transfer learning. We use this paper’s
excellent deep auto-encoders and deep belief network
ideas to handle this prediction tasks.

To further evaluate the effectiveness of our designed
high-order attention, we have designed various variants
of our method.
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7 HHA-, to further evaluate the effectiveness of our
designed attention, the HHA- without the attention
mechanism is compared.

8 HHA*{1,2, 3,4}, the model with the attention order*{ 1,
2, 3, 4}-HHA*{1, 2, 3, 4} is used under the same con-
ditions, where HHA*1 is the basic attention model, then
continue to increase the order for component testing.

4) IMPLEMENTATION DETAILS

We implemented HHA and all baselines based on the PyTorch
framework on a server equipped with a NVIDIA 2080TI-11G
GPU. To initialize the embedding layer and hidden layers
of neural networks, we randomly set their parameters with
a Gaussian distribution (a mean of 0 and a standard deviation
of 0.1), SGD optimizer is employed for all gradient-based
methods where the mini-batch size and learning rate were set
as 128 and 0.01, respectively. The dimensions of the multi-
layer projection are 128-64-32, shown in Table 5. For specific
hyper-parameters in our framework, the number of order is set
as 3, the embedding size is set as 30, which are discussed in
detail in experiments 4.3 and 4.5 respectively.

C—JRecall(OUT)
[ Recall(SAFE)
== Precision

80 80

AKN  GBDT EBP  AFM  HHA  APR DNN.MRT AKN  GBDT EBP  AFM  HHA  APR DNN-MRT
100 2014 100 2015

80 | 80 ’7

AKN  GEDT EBP AFM  HHA  APR DNN-MRT AN GBDT EBP  AFM  HHA  APR DNN-MRT
2016 2017

FIGURE 5. Performance comparison of various baselines.

TABLE 5. General parameter setting for all the dataset.

Number of Epochs 800
Batch Size 128
Learning Rate 0.01
Number of Order 3
Embedding Size 30
Multi-layer Projection ~ 128-64-32

B. OVERALL PERFORMANCE COMPARISON (RQ1)

To demonstrate the effectiveness of HHA, we compared
it with several approaches: AkN, GBDT, EBP, and AFM.
Experimental results are shown in Figure 5. We have the
following observations:

124762

—8— Recall(OUT)
@ Recall(SAFE)
Precision

HHA- HHA" HHA'2 HHA'3 HHAY HHA- HHA'T HHA2 HHA®S HHA
2014 2015

T T T T T T T T T T
HHA- HHA"T HHA™2 HHA'3 HHAG HHA- HHA"T HHA2 HHA"S HHAG
2016 2017

FIGURE 6. Performance comparison of various attention variants.

o« AkKN: AKN has a general effect on precision and
recall(SAFE), and its simple operation makes it widely
used in practice. However, the clustering method obvi-
ously cannot respond to students with abnormal trends
in the aggregated data, and only recognizes the obvious
abnormal points deviating from the cluster, which also
causes Recall(OUT) to be the worst in all models.

« GBDT: GBDT makes better use of course features than
AKN, and has improved in various indicators. However,
in the process of building the decision tree, the difference
between the characteristics of students is not obvious,
which leads to the unclear branching rules of the tree.

« EBP: Although the use of neural networks has improved
abstraction capabilities of the model and gained a better
representation of the curriculum characteristics, both
Precision and Recall(SAFE) have increased. However,
EBP did not have a deep understanding of the data,
and the effective improvement was not obvious enough.
Also, the ability to capture students’ abnormal tenden-
cies is insufficient, and Recall(OUT) is not as good as
GBDT, only slightly better than AkN.

o AFM: AFM has achieved good performance, which is
related to its mining of hidden factors and the use of
attention mechanisms. And it is very stable on four
datasets, which also shows its excellent ability, but it is
still limited by the incompleteness of the data, which is
why we should introduce adversarial training.

« APR: APR improves the performance by adding the
adversarial learning strategy. It well demonstrates the
effectiveness of adversarial learning in solving the aca-
demic abnormality problem.

o DNN-MRT: The performance of DNN-MRT is the best
among all baselines. We think this is because its deep
auto-encoders handles the simulation and filling as
GAN, and the deep belief network also captures good
features.
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« HHA: HHA ranks first in all indicators. This may be
because HHA uses the high-order attention mechanism
to balance the importance of the course performed well,
so it can better understand historical data. Among them,
the performance of attention on the third order(HHA*3)
is the best, which detailed discussion is in section 4.3.

In addition, in the model training time, AKN and GBDT
training speed is faster, and other networks based on neural
networks are slower, this is because the neural network needs
to train a large number of parameters. Training our model can
be completed in about 1.5 hours.

But in the testing phase, AKN needs to calculate a large
amount of similarity, which is very slow, and the parameters
of other models are saved after training, so the results can be
obtained very quickly. Among them, GBDT has the fastest
speed because the time complexity is O(NlogN * k = [) (N
is the number of samples, k is the number of features, and
1 is the depth of the tree). Other methods are all related
to deep learning, the complexity is at least O(N?), but the
speed difference between each other is small. To predict the
abnormal state of a single student, the results can be obtained
within Is.

I Recall(OUT)
I Recall(SAFE)

I Precision
100

%

k-means
Model

FIGURE 7. Comparison of each filling method.

C. VARIOUS ATTENTION VARIANTS COMPARISON (RQ2)
To further evaluate the effectiveness of our designed atten-
tion mechanism that measure the courses and course com-
binations’ importance for academic abnormality prediction,
we have designed various variants of our method: HHA-,
HHA*{1, 2, 3, 4}. HHA- is a variant with no attention, and
HHA*{1, 2, 3, 4} is a variant with increasing attention order
from first-order to fourth-order to get a suitable higher order.
From Figure 6, we have the following observations:

HHA-: Compared with HHA*1, HHA*2 and HHA*3,
HHA- has a different degree of decline in all aspects of perfor-
mance, which proves that the addition of attention mechanism
is effective. It can capture the complex relationships between
courses, such as similarity, complementarity, advancement,
etc., to better distribute weights.
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HHA*{1, 2, 3, 4}: In the four datasets, the results all rise
first, reach the highest when the order is 3, and then fall. Such
a curve proves that when the order is 3, HHA works best.
We believe that the high-order attention of the appropriate
order can enhance the attention mechanism’s ability to mine
the nuances between the features and supplement combina-
tion information, and third-order attention in academic data
has already met the task needs.

D. PRE-TRAINING METHOD COMPARISON (RQ2)

To investigate the effectiveness of our GAN pre-training
scheme, we performed the study on various classic filling ini-
tialization methods, such as random filling method(random)
based on user’s random setting, zero filling method(zero) set
directly to 0, and K-means filling method(K-means) based on
K-means for initial setting.

Figure 7 show that the effect of zero filling is better than
random and k-means, which shows that the prediction of
normal students does not need to rely on missing data to
have good results. This proves that setting to zero is more
reasonable than taking other methods, which may be due to
the sparseness of the data. The filling method will greatly
disturb the data distribution, thus making the prediction result
inaccurate.

And GAN is superior to other initialization methods. Com-
pared with other simple filling methods, the main reason for
this result is that GAN can find some hidden relationships
in the data through adversarial training, which is much bet-
ter than using ordinary filling. This proves that HHA using
adversarial training can find the hidden factors of students
and fill in the unrecorded/missing data more appropriately.

E. MODEL PERFORMANCE AND PARAMETER TUNING
(RQ3)

The experiment evaluates the training performance of model
under different epoch and the influence of embedding param-
eters. Since the change of hidden factor dimension k of
embedding will have no small impact on the robustness of
the proposed model, in general, the larger the dimension,

124763



IEEE Access

Y. Zeng et al.: HHA: An Attentive Prediction Model for Academic Abnormality

the more time and memory the algorithm will run, and it
will affect the iterative process. Therefore, it is necessary to
explore the influence of dimensions on the performance of
this model.

The experimental results are shown in Figure 8, in which
the lines of different shapes represent the model training
cases with different embedding numbers k, and the number
of embeddings is set from the range of 10-50. As can be
seen from the trend in figure, the setting of dimension has an
effect on the model, and the more the number of embedding,
the more parameters will be caused, the convergence will
be slower, but precision will rise first and then fall. The
reasons for this result are that we believe that there are not
so many courses that deserve special attention due to the
complex relationships such as similarity, complementarity,
and upgrades that may exist between courses and the sparse
form of elective courses. HHA can sensitively find suitable
feature dimensions and achieve effective results.

F. PRACTICAL APPLICATION PERFORMANCE ANALYSIS
(RQ4)

To verify the performance of HHA in practical applications,
we first compare the model’s performance on dataset of
different sizes, and then conduct case tests on real students
to prove practicability.

1) APPLICABILITY ON DIFFERENT SCALE DATASETS

To study the impact of HHA as the scale of data increases,
we add two additional datasets on the basis of the 2014-
2017 datasets. ALL consists of all students available for
training, and its data size is four times that of a single year.
In addition, we reduce the data sparsity on the basis of ALL,
and delete all records with less than 50% integrity to get
ALL50+4. The results are shown in Table 6.

TABLE 6. Applicability of HHA on different scale datasets.

dadaset Number of records | Precision Recall(SAFE) Recall(OUT)
2014 352658 95.05% 97.26% 91.94%
2015 365983 95.30% 96.03% 92.42%
2016 381236 95.08% 96.51% 93.05%
2017 351241 95.97% 97.83% 93.66%
ALL 1416875 95.11% 96.32% 91.77%
ALL50+ 1013569 94.83% 96.57% 91.59%

From the table, we can find that for larger data sizes,
the performance of HHA decreased slightly, but it is still
relatively stable. The performance of ALL with a larger
amount of data is even better than ALL504-, which proves
the effectiveness of our model.

2) PRACTICABILITY ON SPECIFIC STUDENTS

To demonstrate the effectiveness of our model in real-world
scenarios, this experiment tests the abnormality prediction of
each student in each year and tracks their academic status.
We randomly take the predictions of the 12 juniors in the
freshman, sophomore, and junior stages, and there is a trend

124764

chart as shown in Figure 9. The y-axis represents the prob-
ability that the goal is predicted to be OUT, and the student
who is likely to be abnormal is selected.

As shown in Figure 9, our model can not only identify
students with extreme anomalies, but also sensitively detect
students with strong fluctuations, which implies their current
anomalies. Specifically, the academic performance of stu-
dents Ug is extremely extreme, and will attract the attention
of educators in practical teaching. However, in addition to the
need to pay high attention to Ug students, it may be more
important for students such as Uy and Ug, whose employment
difficulties are increasing, and students with large fluctua-
tions such as U3z and Uj;.
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FIGURE 9. Academic performance status trend on specific students.

HHA has well completed the tracking of students’ timely
learning status, and can complete the academic early warning
task more carefully and accurately. The possible reasons are:
1) The model treats the academic performance as a proba-
bilistic expression and can visually observe the change. 2)
The sparseness of the training data itself enables testing in
the case of freshman and sophomore who have incomplete
courses, which also proves the importance of GAN for stu-
dent behavior imitation. 3) Experiments from Section 4.2-
4.6 have demonstrated the effectiveness of the HHA archi-
tecture, which will allow HHA to be successfully applied in
practice.

V. CONCLUSION

In this paper, we present a novel hybrid neural network
based on high-order attention mechanism with GAN to
the academic abnormality prediction. Specifically, we first
exploit GAN for pretraining to find hidden factor of
unrecorded/missing data by simulating student behavior, then
the high-order attention mechanism to balance the impor-
tance of the course and course combination. The experimental
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results show that HHA achieves better performance for
the academic abnormality prediction task; further analyses
demonstrate how different components in HHA contribute to
the performance of HHA, how HAA is sensitive to attention
and filling method, and how HAA achieve good performance
via specific case test.

In the future, we will continue to understand the meaning
of dataset and consider how to dig more expressive features.
Technically, such as deep auto-encoders and wavelet decom-
position [20] widely used in prediction tasks and showed their
powerful ability. Furthermore, complex course relationships
can be abstracted as the graph [47], [48], so combining graph
may further enhance the understanding of the course.
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