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ABSTRACT Control parameters of classical control system are expected to be online tuned and optimized
by intelligent methods, in order to improve performance and help engineers reduce a lot of repetitive work in
dangerous and harmful working environments. Main ideas and works of this paper are as follows:Firstly,
change ratio based expert PID control method (EA-PID) is proposed to expand range of control parameters.
Expert rule table (ERT) of expert PID control method (E-PID) is replaced by change ratio table (CRT) of
EA-PID. Adjusted parameters of EA-PID are the results of multiplying change ratios in current adjusting
cycle and control parameters in previous adjusting cycle. Secondly, NARX prediction-based NARX-E-PID
and NARX-EA-PID are proposed. The NARX neural network is designed as a time series predictor to
predict the output of the control system, then control parameters are adjusted according to the predicted
output. Thirdly, comparative simulations of all the above methods are implemented to verify the improved
effects. Finally, theoretical analysis is provided to ensure the stability of control systems. Effect are as
follows: Firstly, comparative simulations verify that the improved methods have faster control speed, smaller
steady-state error, less overshoot, and better ability of anti-interference. Secondly, theoretical analysis shows
that the unstable control systems with adjusted parameters can be changed into a stable system by stability
judgment in each adjusting cycle.

INDEX TERMS Control parameters online tuning, intelligent control, Expert-PID, NARX neural network,

predictive control.

I. INTRODUCTION

Classical control is widely applied in industrial practices,
which mostly relies on forms of closed loop control [1].
90% of controllers in applications are PID controllers [2], [3]
because classical PID control method has many advantages
such as low cost, proved stability, and easy operation [4].
In order to make the PID control system have better perfor-
mance, the parameters of controllers are expected to be online
tuned and optimized [5].

There are several existing advanced control methods.

1) Adaptive control (ADC). Adaptive control can continu-
ously identify model parameters and adjust control param-
eters to adapt the changes of the work environment [6].
Adaptive control has been proved that it can design stable,
safe and automatic systems since it was birth in the last
century. There are two types of existing adaptive PID control
methods: direct and indirect adaptive PID control [7]. Direct
adaptive control corrects PID controller coefficients based
on the analysis of the controlled variable. Indirect adaptive
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control is based on controlled object model identification,
and PID controller coefficients are corrected according to the
result of this model. In adaptive control, obtaining a general
model in theory is difficult. The process of parameter estima-
tion takes a long time to converge. Therefore, the adjustments
of parameters are more difficult than classical control.

2) Predictive control (PDC). Predictive control is based on
a certain model. PDC uses the past input and output to predict
the output in a certain period of time in the future. Then,
it minimizes the result of quadratic objective function with
control constraints and prediction errors, the optimal control
law of the current and future cycle is obtained. Predictive
control has strong robustness, and it has been widely used
in industry since 1970s. It mostly aims at linear systems
and helping engineers to build dynamic closed-loop system
with good stability in a limited period of time [8]. The
predictive control is insufficient for nonlinear systems and
stochastic uncertain systems. It requires accurate models and
high computing performance [9].

3) Gain scheduling control (GSC). Gain scheduling con-
trol can solve nonlinear problems because the gain schedul-
ing controller is formed by interpolating between a set of
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linear controllers. The resulting controller is a linear system
whose parameters are adjusted as a function of the exogenous
scheduling variables. The control parameters are zoomed
in or out according to the gain scheduling controller in each
control cycle. Gain scheduling control is a simple extension
of linear design, and it is mature in industrial applications.
In gain scheduling control, the stability and performance need
to be further verified from extensive simulation studies.

4) Artificial intelligent control (AIC). In AIC systems, the
control variable is the output of Al controller and the input
of controlled object, which is directly calculated by Al meth-
ods. The typical AIC methods include expert control, fuzzy
control and neural network control. AIC methods have strong
fault tolerance [10]. It can be used in nonlinear and complex
control. In AIC control, models are complex and nonlinear,
which make them difficult to be analyzed theoretically.

5) Artificial intelligence based improved classical control
method (AI-CC). In AI-CC systems, Al is an intelligent
module to adjust the parameters of classical controller. Take
PID control for example, the input of Al module is same as
the input of PID controller, and the outputs of Al module
are the adjusted K, K;, K;. Comparing with AIC control,
the adjusted objects of AI-CC are the parameters of controller.
AI-CC hasits own advantages: 1) Many practical applications
are classical control especially PID control. AI-CC methods
are much simpler and more feasible to improve and upgrade
the existing classical control systems. 2) There are already
mature theories of classic control, which can be used to
analyze the AI-CC systems. 3) Various AI-CC methods can
be implemented easily because these methods have little
dependence between Al module and CC module. The output
of Al module is the input of CC module. Therefore, AI-CC is
the focus of this study. The problems of AI-CC methods are
same as classical control because AI-CC methods are based
on classical control.

Conclusion of the above research: Advantages of ADC,
PDC, GSC, and AIC are considered in this study. Adaptive
structure, change ratio, predictor, and intelligent methods are
adopted and applied theoretically to the proposed AI-CC
methods.

The motivations of this study are as follows: 1) Better
performance are expected to be improved, such as faster
control speed, smaller steady-state error, and better ability
of anti-interference. 2) Stabilities of the improved methods
are expected to be proven in theory. 3) Online tuning AI-CC
methods are expected to reduce the repetitive, unhealthy and
unsafe work of engineers in some applications.

A. RELATED WORK

The existing AI-CC methods include expert system based
PID control (E-PID), fuzzy calculation based PID control
(F-PID), neural network based PID control (NN-PID), and
other artificial intelligent based PID control technologies,
for example, genetic algorithm PID control [11]. F-PID can
adjust control parameters online by fuzzy calculation, which
is based on fuzzy rules and system statues such as the error
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between the output and input of control system. Fuzzy rules
are designed according to the manual control rules [12].
Ji applied F-PID to robot arm motion control [13]. Dong
used F-PID to realize the depth control for ROV in nuclear
power plant [14]. NN-PID realizes parameters online tuning
by training the weights of the neural network [15]. The target
of training is to minimize the result of loss function. Typical
NN-PID includes BPNN-PID and RBFNN-PID.

E-PID is a typical AI-CC method based on expert system,
and it is similar to GSC. E-PID uses the expert system to
adjust control parameters of classical PID control. E-PID is
used in many applications because of its simple structure and
mature theories [16]. Kang and Liang [17] applied E-PID to
servo system, and the experimental result shows that E-PID
can obtain excellent control effect. Luo and Li [18] applied
E-PID to blood glucose control and obtained helpful results in
medical [19]. In each adjustment cycle of E-PID, the control
parameters are adjusted according to the expert rules tables
(ERT) [20]. The differences between E-PID and GSC are
as follows: 1) The inputs of ERT are the system error and
the differential calculation result of the system error. The
inputs of GSC are diverse, which are not only include the
system error. 2) The ERT is designed according to expert
experience, which is simple than the gain controller nonlinear
model of GSC. The ERT of E-PID model is similar to the gain
controller of GSC model. The gain controller of GSC model
can solve the nonlinear problem of the linear PID control
system. 3) The possible output values of adjusted results of
E-PID are limited because the possible output values of ERT
are limited. In this study, two improved methods based on
E-PID are proposed.

Problems of the existing E-PID are as follows: 1) The
reasoning process is based on the fixed rules or strict for-
mulas. The control parameters are required to be configured
specifically and accurately by manual based work before the
system goes online. If the rules and formulas are incorrect,
control parameters will not be tuned and optimized by the
control system itself. 2) The adjustments of parameters are
based on current system error, which leads the control speed
of E-PID is fast but overshoot often occurs. 3) Stability of
E-PID need to be guaranteed by theoretical analysis methods.

In order to solve the above problems, the advantages of
ADC, PDC, GSC, and AIC are adopted into AI-CC. NARX
(Nonlinear autoregressive with exogenous inputs Neural net-
work) is a time series prediction method which can be adopted
to predict the output of control system. NARX is the simplest
type of recurrent neural network [21], which is faster than
LSTM. In this study, NARX is adopted as the predictor to
predict the system output at future time, then the control
parameters are adjusted according to the predicted results in
each cycle.

B. CONTRIBUTIONS
Main contributions of this study are as follows:

1) In order to improve the control performance, EA-PID
method is proposed. The existing E-PID uses fixed
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rules to adjust PID parameters, while EA-PID uses the
change ratios to adjust tuning rules and PID parameters.
The adjusted parameters of EA-PID are the multiplied
results of change ratio and parameters in the last adjust-
ment cycle. As aresult, EA-PID has more flexible rules
for tuning work and the performance of control system
are improved.

2) In order to further improve the control performance,
NARX-E-PID is proposed to maintain control speed
and NARX-EA-PID is proposed to do better in
overshoot suppressing. E-PID and EA-PID adjust con-
trol parameters only consider the current system out-
put. However, for NARX-E-PID and NARX-EA-PID,
the output of control system is predicted firstly by
NARX predictor. Then, the control parameters are
adjusted according to the predicted output. As a result,
the ability of anti-interference is improved by both
NARX-E-PID and NARX-EA-PID.

3) In order to verify the feasibility and the
improvements of performance, unsaturated experiment
(with short-term interference) and saturated experiment
(with long-term interference) are implemented. Results
of simulation show that the proposed methods are
convergent, the performance are improved, and the
ability of anti-interference are acceptable.

4) In order to verify the stability, theoretical analysis is
implemented. Based on limitations and assumptions
of classical control theories, the theoretical method
of stability judgment is provided. A demo of unsta-
ble EA-PID control system is transformed into stable
EA-PID-S system according to the proposed stability
judgment method.

The rest of the paper is organized as follows: In Section II,
existing classical PID and E-PID models are defined, the
structure and flowchart for implementation are provided.
In Section III, EA-PID model is proposed, and the improve-
ments of EA-PID are described in detail. In Section IV,
NARX-E-PID and NARX-EA-PID models are proposed, and
the design of NARX predictor is described. In Section V,
comparative simulations are implemented and the results of
unsaturated simulation and saturated simulation are shown.
In Section VI, stabilities of all the above models are theoreti-
cally analyzed. In Section VII, conclusions about advantages
and disadvantages of all the methods are discussed, and future
work is listed.

Il. PID AND E-PID MODEL (EXISTING MODEL)

Section II is organized as follows: In part A, the existing PID
model is described in detail. In part B, the existing Expert
PID model is described in detail. Section II is the basis of the
proposed methods and the following sections.

A. PID MODEL (EXISTING METHOD)

The structure of classical PID control model is shown in
Fig.1. K}, is Proportional parameters P. K; is integral param-
eters I. Ky is derivative parameters D. Each parameter is
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FIGURE 1. Structure of classical PID control systems.

independent of others. K, K;, and K; occur in separate terms
of the controller and can produce a combined effect by adding
them up. In classical PID control, the control parameters K,
K;, and K; have been set as fixed values before the system
starts.

In each control process at time ¢, the input of controlled
object is the control variable u, which is the output of the
PID controller. According to u, the output of controlled object
is generated [22]. The control variable u is calculated by
the PID controller according to the system error e. At each
time ¢, e(¢) and ec(¢) are calculated based on system input and
output. ec(t) is the differential of e(¢), which can be expressed
as de/dt.

The calculation formula of PID controller module can be
expressed as (1):

_x 1 A+ K de(?) 1
u(t) = p-(e(t)—i—E/e(t) t+ dT) (D

1

The model of AI-CC controller can be defined as (2):

de(?)

1
ut) = Kp(t) - (e(t) + —— | e)dt + Ka()— =) ()

Ki(r)
At time ¢, the output of controller is u(f) = u(t—1) +

Au(t). The adjusted u(f) is calculated according to the
incremental PID method, which is expressed as (3):

Au(t) = kp(1) (e(t) — e (t = 1)) + ki(2)e(?)
+kq(t) (e(t) =2e(t — 1) +e(t—2) (3)

The output of control system is y,,(¢), which can be
calculated according to the digital PID method for discrete
systems. ri,(¢) is the input of the control system. The transfer
function of the controlled object is discretized to a (i) and
b (j), then y,,,(¢) is calculated as (4) and the system error and
is calculated as (5)

Your (1) = —a (2) Your (t — 1) — a (3) your (t —2)
—a® Your ¢ —=3)+bQQu(t—1)
+bBR)u(t=2)+b@Au(t—3) “4)

e(t) = your(t) — rin(?) (5)

According to the above calculation process and formulas
of PID model, the pseudocode is provided as Algorithm 1.

B. E-PID MODEL (EXISTING METHOD)

Definition 1 (Adjustment Cycle (AC)): 1 AC is a control
process at a fixed simulation time (e.g. t = 3). In each AC,
the control parameters kp(t), ki(t), and kd (¢) are adjusted once
according to system error e(¢)and the differential ec(?), then
the control variable u(z) will be calculated and system output
Your(t) Will be obtained.
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Algorithm 1 The Existing Classical PID Method
1. Begin

2. Initialize PID control system;

3.  While (t < max_t) do:

4 Simulation time updated: t = ¢ + 1;

5. System inputr;, () is updated;
6

7

8

9

1

Calculate u(#) and Au(t) according to (5)(1) and (3);
Calculate y,,s(#) according to (4);
Calculate e(#) according to (5);

End while
0. End
rin + e PID u . yout
X Controller > Object
,,,,,,,,,,,,,,,,,, f{f{?:,ﬁtfd
,,,,, G ERT
— —> Expert Rule Table

FIGURE 2. Structure of E-PID system.

Definition 2: (Expert-PID (E-PID)): E-PID is an
intelligent PID control method based on classical PID. The
parameters are online tuned by expert system in each AC.

The structure of E-PID control model is shown in Fig.2.
E-PID combines the expert experiences with classical PID
method. Different from classical PID method, the control
parameters K, K;, and K; of E-PID will be adjusted in each
AC according to expert rule table (ERT) [23], [6].

e(t) = Your(t) — rin(t) is the error between of output
of control and the input (target) of control system, and
ec(t) = % is the differential of e(?).

In E-PID method, the adjusted Kj,(¢), K;(t), and K,(¢) are
queried directly from the expert rules table (ERT), which can

be expressed as(6) to (8).

Ky(1) = Rg (e(t), ec()) 6)
Ki(1) = R, (e(t), ec(t)) )
Ka(t) = R, (e(t), ec(t)) ®)

According to e(?) and ec(t), K,(t), Ki(t), and K,4(t) can
be obtained directly from the E-PID rule table. In this study,
the ERT is designed as TABLE 1.

Values in ERT are calculated by classical configuration
method of PID system such as Z-N method [24] and Relay
auto tuning method [25]. All the values are judged by stability
criterion and the proposed AI-CC-S method in the following
chapter.

The pseudocode of E-PID is shown as Algorithm 2.

lll. EA-PID MODEL (PROPOSED METHOD 1)

Based on the existing E-PID in section II, section III is
organized as follows: In Part A, idea of design and structure of
EA-PID is proposed. In Part B, the change ratio table (CRT)
of EA-PID is described in detail. In part C, the pseudocode
of EA-PID is provided.
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TABLE 1. Expert rules table.

(A) EXPERT RULE TABLE FOR PARAMETER K,

RE (e®, ec(t)) lel> E,y E,, <lel<E,, O0<lel<E,,

lec |2 EC,,, 3 L5 0.5
EC,, <lec|< EC,,, 3 15 0.5

0<leck EC,, 3 1.5 0.5

(B) EXPERT RULE TABLE FOR PARAMETER K;
R,‘fi(f-’(t), ec(t)) lel> Eicn Epw <lel< Eyen 0 Sle|l< E

low

lec|2 EC,, 0 0.000005 0.00001
EC,, <lec|< EC,,, 0 0.000005 0.00001
0<lec|l< EC,, 0 0.000005 0.00001
(C) EXPERT RULE TABLE FOR PARAMETER K,
le |2 E E, <|lel< E

high low

R (e(®), ec(t))

lec|z EC,,, 0 0.1 0.05
EC,, slec|< EC),

"0 <lel< By,

0 0.05 0.02

0<|ecl< EC,, 0 0.01 0.01

Algorithm 2 The Existing E-PID Method

1. Begin

Initialize E-PID control system model;
3. Input Expert Rules’ Table;

4.  While (t < max_t) do:

5. Simulation time updated: t = ¢+ 1;
6. System inputr;, (t)is updated;
7
8
9

N

Calculate e(f) and ec(¢);
Query R, R, R, from ERT in TABLE 1;
K, (), K;(t), K4(¢) are adjusted according to

(6) to (8);
10. Calculate u(#) and Au(t) according to (2) and (3);
11. Calculate y,,,(¢) according to (4);
12. End while
13. End

A. STRUCTURE OF EA-PID (PROPOSED METHOD 1)

In the existing E-PID, all the possible K,,(¢), K;(t), and K4(t)
are set to limited values according to ERT. Hence, the perfor-
mance and intelligent features of E-PID are limited. In order
to solve this problem, EA-PID method is proposed in this
study.

Definition 3: Change ratio based expert PID control
method (EA-PID): In this study, EA-PID is an improved
intelligent PID control method based on E-PID. Compared
with E-PID, the ERT of E-PID is replaced by Change Ratio
Table (CRT) in EA-PID. In EA-PID, the adjusted K, (¢), K;(?),
and K, (¢) at time ¢ are the multiplied result of change ratio
Rip(1), Rki(t), and Rgy(¢) at time ¢ and K, (r — 1), K;(t — 1),
Kq(t — 1) attime t — 1, respectively.

The system structure of EA-PID method is provided in
Fig.3. The outputs of multiplier are the adjusted K,(), K;(?),
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Change Ratio Table |
(CRT) of EA-PID |

rin + e [ pp |u ) yout
LN
'S l ‘ Controller Obicet

K{p(t),Ki(t),Kd(t)
Multiplier
Kp(t)=Kp(t-1) x Rp(t)
Kp(t)=Kp(t-1) x Ri(t)
Kp(t)=Kp(t-1) x Rd(t)

Change Ratio of Kp, Ki, Kd
Rp, Ri, Rd

FIGURE 3. Structure of EA-PID.

TABLE 2. Change ratio table (CRT) of EA-PID.

(A) CRT FOR PARAMETER K,

R[E(;g(e(k). ec(k)) le|z E/zigh E,, <lel< Elug/z 0<lel< E/W

lec |z EC,,, 1 0.998 0.998
EC,, Slec|< EC,,, 1.002 1 1

0<|ec|< EC 1.004 1.002 1

low

(B) CRT FOR PARAMETER K;

REf(e(k),ec(k)) lelz Eyyy Eyy Slel< Eyy O0<|el< E,,
lec 2 EC,,, 1 0.998 0.998
EC,, <lec|< EC,,, 1.002 1 1
0<|ec|< EC 1.004 1.002 1

low

(C) CRT FOR PARAMETER Kj
le |2 E Eipy Slel< By 0<le|< E

high low

Ria(e(k), ec(k))

lec |z EC,,, 1.002 1.002 1.002
EC,, <|lec|< EC

high 1 1 1

0<lecl< EC,,, 0.998 0.998 0.998

and K;4(¢). The inputs of the multiplier are change ratios and
historical control parameters, i.e., K,(t — 1), K;(t — 1), and
K —1).

B. DESIGN OF CHANGE RATIO TABLE (CRT)

The Change Ratio Table (CRT) of EA-PID are designed
as III-C according to expert experiences. The change ratios
Rip(t), Rki(t), and Rk, (t) are proportions between the control
parameters at time ¢ and ¢ — 1, which can be expressed as
Rip(t) = Rg‘ (e(), ec(t)). In each AC of EA-PID, the change
ratio Rg, (1), Rki(t), and Rg4(t) are queried firstly. Then, the
value of the adjusted K, (1), K;(t), and K;(t) are calculated as
) to (11):

Kp(t) = R (e(0), ec()) - Kp(t — 1) ©)
Ki(t) = R e(t), ec(t)) - Ki(t — 1) (10)
Kq(t) = R\ (e(t), ec(r)) - Kd(t — 1) (11)

Change Ratio Table (CRT) of EA-PID method is provided
in ITI-C, which is also designed according to the expert expe-
riences. The maximum and minimum adjusted K,(¢), K;(?),
and K;(t) of EA-PID are around the scale of output values of
ERT in TABLE 1.

CRT are designed based on the max and min values of ERT.
The values of CRT are designed according to ERT to make
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Algorithm 3 EA-PID

1. Begin

2. Initialize EA-PID control system model;

3. Input Change Ratio Table (CRT);

4.  While (t < max_t) do:

5. Simulation time updated: t =t 4 1;

6. System input r;,(¢) is updated;

7. Calculate e(t)and ec(t);

8. Query RE‘Q, R%‘, R% from CRT in III-C;
9. K, (1), Ki(1), K4(t) are adjusted by (9)-(11);
10. Calculate u(¢) and Au(t) according to (2)-(3);
11. Calculate y,,, (t) according to (4);

12.  End while

13. End

the adjusted K,(7), K;(t), and K;(¢) in a reasonable range.
All the adjusted parameters of EA-PID will be verified by
the proposed AI-CC-S method to make the control system
stable.

C. IMPLEMENT OF EA-PID
The pseudocode of EA-PID is designed as Algorithm 3.

IV. NARX-E-PID MODEL AND NARX-EA-PID MODEL
(PROPOSED METHOD 2)

Based on the improved EA-PID method in section III,
section IV is organized as follows: In part A, idea
of NARX prediction-based AI-CC methods is proposed.
In part B, the NARX based predictor is designed in detail.
In part C, NARX-E-PID is described in detail. In part D,
NARX-EA-PID is described in detail. In part E, the
differences among E-PID, EA-PID, NARX-E-PID, and
NARX-EA-PID are compared.

A. NARX PREDICTION-BASED AI-CC METHOD

The idea and principles for the improvement are as follows:
In classical control, K, K;, and K; are fixed values which
are adjusted before the system starts by engineers. The
adjustments are on the basis of the control effects after
each control process. For example, if the control results
show that the control speed is slow, K}, should be adjusted
larger. If the steady-state error is large, the K; should be
adjusted larger.

According to the above principle, new adjustments of K,
K;, and K; will result in different effects. If the effects of
adjustments can be predicted, the adjustments of K, K;,
K, can be more accurate and effective. For example, if the
predicted output of control system is far from the input (target
value) which means the control speed is slow, then the online
tuner will adjust K, as a lager value to increase the control
speed.

B. NARX PREDICTOR

1) STRUCTURE OF NARX PREDICTOR

NARX is a nonlinear autoregressive model which has
exogenous inputs. It means that the model relates the current

VOLUME 8, 2020



J. Liu et al.: NARX Prediction-Based Parameters Online Tuning Method of Intelligent PID System

IEEE Access

FIGURE 4. Structure of NARX.

TABLE 3. Meanings for symbols of NARX.

symbol meaning
f The activation function of hidden layer or output layer.
R The time-delay order of input.
L The time-delay order of output.
Wi The weight between the ith node of hidden layer and the rth
time-delay node of input.
X(t-r) The current and delay values of input.
wy The weight between the ith node of hidden layer and the Ith
time-delay node of output.
Ve The current and delay values of output.
b; The bias of the ith node of hidden layer.
wij The weight between the ith node of hidden layer and the jth
node of output layer.
B; The bias of the jth node of output layer.

value of a time series to both past values of the same series,
current and past values of the exogenous series.

NARX model is a typical dynamic neural network. For the
dynamic neural network, the output of network is fed back
as the input to participate in the next training. Therefore,
the network can remember the previous output.

In control system, the current output is related to the current
input, the previous input, and the output. The NARX is a time
series predictive method which can be adopted to predict the
system output in the future time [26].

The structure of NARX model is shown in Fig.4.

The symbols are listed in TABLE 3.

The hyper-parameters of NARX (for training) include:
number of hidden layers, time-delay order of input, and
time-delay order of output [27], [28].

The number of hidden layers should not be set too large.
The problems of too many hidden layers are as follows:
Firstly, the calculated gradient of error in each adjustment
cycle will be unstable, which also influence the convergence
of the neural network. Secondly, the network will fall into
a local minimum, which affects the precision of the model.
Thirdly, the training time will be much longer. Therefore,
the number of hidden layers is set as 1 in this study. In addi-
tion, time-delay order of input and time-delay order of out-
put are set as 10, which means that the system input and
output of previous 10 ACs are used to predict the current
output.

2) CALCULATION OF NARX PREDICTOR

The input of NARX predictor at current time ¢ are as fol-
lows: 1) system input r,(¢), 2) control parameters (Kj(t),
Ki(t), K;4(t),) 3) control variable (output of controller) u(¢),
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FIGURE 5. Structure of NARX-E-PID.

and system output y,,;(¢), which can be expressed as (12).

x1 (tR) x(t—=2) xi@—1
% (tR) B(—=2) m—1)
XN = . .
X6 ('t-L) X6 (t —2) ' X6 (t—1)
rin (t-R) Tin(t—=2) rip(@—1)
K, (t-R) K,(t-2) K,t—-1)
_ ) Ki(tR) Kit-2) Ki@z-1)
~ | Ka(tR) Kqg(t—2) Kq(—1)
u (t-R) u—2) u(@-—1)
Yout (t'L) Yout (t - 2) Yout (t - 1)
= {rinv. Kpn . Kins Kan» un, Yourn' } (12)
In (12), xj(tr),---,x(t—=2),x(t—1) 1is a

one-dimensional (D = 1) vector time series from time t — R
totimer — 1. X;; Xp; ..., Xg is a six-dimensional vector time
series (D = 6). In this study, Xi; X»; ..., X is composed of
Yin, Kp, Ki, Kg, 4, Your which is the input of NARX predictor.

The output of the ith node of hidden layer h; can be
expressed as (13).

R L
hi= tansig(Zrzo Wir 'x(f*’)"'zlzo wir-ye—n+bi)  (13)

The output of the jth node of output layer your_predict(r) at
future time ¢ can be expressed as (14).

Yout_predict(t) = purelin(zwij ~hi + ,3]) (14)

Before training, the weights of NARX are initialized
randomly. During the training process, the weights of NARX
are updated. The activation functions of the hidden layer, and
the output layer are set as (15) and (16) respectively:

tansig (x) = % —1 (15)
purelin(x) = x (16)

C. NARX-E-PID MODEL (PROPOSED METHOD)

The structure of NARX-E-PID is shown in Fig.5.
In NARX-E-PID model, NARX predictor is added to E-PID.
The control parameters (K, K;, K;), system input 7;,, control
variable u, and system output y,,; of past time (historical
adjustment cycle) are used to predict system output Your_predict
at the future time 7. In each AC, the value of system output v,
is replaced by the predicted output you;_predgic:- Then, the sys-
tem error e and the differential of the system errorec can be
calculated. Subsequently, the control parameters (K, K;, and
K,;) are adjusted by the E-PID method.
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Algorithm 4 NARX-E-PID

Algorithm 5 NARX-EA-PID

1. Begin

2. Initialize the control system of NARX-E-PID;

3. Initialize inputDelays, feedbackDelays,
hidden-LayerSize and trainFcn of NARX;

1. Begin

2. Initialize the control system of NARX-EA-PID;

3. Initialize inputDelays, feedback Delays,
hidden-LayerSize and trainFcn of NARX;

4. While (¢t < max_t) do: 4.  While (¢t < max_t) do:
5. Simulation time updated: t = ¢ + 1; 5. Simulation time updated: t =t + 1;
6. System input r;,(¢) is updated,; 6. System input r;j,(t) is updated;
7. Calculate u(¢) and Au(t) according to (2) and (3); 7. Calculate u(¢) and Au(t) according to (2) and (3);
8. Calculate y,,(¢) according to (4); 8. Calculate y,,(¢) according to (4);
9. If predict begin==1 do: 9. If predict begin==1 do:
10. Train model of NARX according to (13) and (14); 10. Train model of NARX according to (13)-(14);
11. Calculate your_predict(r) according to NARX; 11. Calculate your_predict(r) according to NARX;
12. Calculate epegics (t + T)and ecpregicr (t + T) 12. Calculate epregics (t + T) and ecpregict (t +T)
according to Yout_predict(t)s according to Yout_predict(t)s
13. Else 13. Else
14. Calculate e(t)and ec(t) according to y,(¢); 14. Calculate e(#)and ec(t) according to y,,(¢);
15. End If 15. End If
16. Train NN and update W,,,,(¢) and b;(t); 16. Train NN and update W,,,,(¢) and b;(t);
17. Query RE = Rﬁi, Rgd according to ERT in TABLE 1; 17. Query R%;, R%‘, R% according to CRT in III-C;
18. Update parameters (online tuning) according to 18. Update parameters (online tuning) according to
(6) to (8); 9 to (1D);
19. Calculate u(r) and Au(t) according to (2) and (3); 19. Calculate u(r) and Au(t) according to (2) and (3);
20. Calculate y,,, (t) according to (4); 20. Calculate y,,, (t) according to (4);
21. End while 19. End while
22. End 20. End
rin e | z u
g | Convat o E. COMPARISON AMONG E-PID, EA-PID,
 feudord NARX-E-PID AND NARX-EA-PID
Change Ratio Tabe || Ap(0kale2) % Aol e The differences among E-PID, EA-PID, NARX-E-PID, and
S P NARX-EA-PID are listed in TABLE 4.

yout_predict

FIGURE 6. Structure of NARX-EA-PID.

According to the above NARX algorithm, the output of
system at time #+7 can be predicted. ¢ is the current time, and
T is the order of the predictive steps. The input of NARX is
the time series Xy = {Kpn, Kin, Kan. UN, Y puzy} from time
t — N to time ¢ — 1. The output of NARX iS ¥ egic:(t + T).
Then, the error epegic; (t + T) at time ¢ + T can be calculated
as IV-D. rj, (t — 1) is the input of the control system (target
output of control system) at time ¢ — 1.

€predict E+T)=your ¢ +T) —rin(t — 1) (7

The pseudocode of the NARX-E-PID is presented as
Algorithm 4.

D. NARX-EA-PID MODEL (PROPOSED METHOD)
NARX-EA-PID adds prediction to EA-PID. Similar to
NARX-E-PID, NARX-EA-PID takes the NARX prediction
as the first step to get your_predicr- After calculation, the con-
trol parameters are tuned by EA-PID. The structure of
NARX-EA-PID method is shown in Fig.6.

The pseudocode of the NARX-EA-PID is presented as
Algorithm 5.
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V. SIMULATION

All methods in section II, III, and IV are simulated in
section V. Section V is organized as follows: In part A,
the design of two types of simulations and unified con-
figurations for all the existing and proposed methods are
described. In part B, unsaturated simulations of E-PID,
EA-PID, NARX-E-PID, and NARX-EA-PID methods are
implemented in order to verify the effects of the improve-
ments. In part C, saturated simulation is implemented in order
to make sure that the output of control system of unsaturated
simulation is unsaturated.

A. DESIGN OF SIMULATIONS
There are two types of experiments below:

1) Unsaturated simulation. The purpose of the
unsaturated simulation is to verify the stability and the
ability of anti-interference. The interference duration is
set to 10 cycles, which is a very small value.

2) Saturated simulation. The purpose of the saturated
simulation is to verify the convergence with long-term
interference. It also verifies whether the short-term
interference in the first experiment makes the sys-
tem output saturated. The interference duration is set
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TABLE 4. Comparison among E-PID, EA-PID, NARX-E-PID and NARX-EA-PID methods.

E-PID EA-PID

NARX-E-PID NARX-EA-PID

new PID parameters

Function of are obtained directly

adjustment from the rule table at time t — 1 with change ratio
from the rule table
Basis of Expert Rule Table Change Ratio Table
adjustment (ERT) (CRT)
Output of PID parameters: Change ratio:
ERT or CRT R, (e(k), ec(k)) R, (e(k), ec(k))

Calculation of

— RE
adjustment Kp(O) = Rie, (O

new PID parameters at time t are
calculated by old PID parameters

new PID parameters at time t are
calculated by old PID parameters
at time t — 1 with change ratio
from the rule table

new PID parameters
are obtained directly
from the rule table

Expert Rule Table
(ERT)

Change Ratio Table
(CRT)

PID parameters:
RI%, (epredict (k)r ecpredict (k))

Change ratio:
RIE(:l (epredict (k), ecpredict (k))

Ky (6) = RE,(t) Ky (6) = Kp(t — 1) - REA(E)

as 2000, which is a big value. Problem of saturations
can be solved with anti-windup structures.

Basic and unified configurations for all simulations:
1) In each AC, K, (¢), K;(¢), and K;(¢) parameters are adjusted
only once. 2) Second-order control system with delay feature
is assumed as a common controlled object model, which is
modeled from a heater and expressed as sys (s) = % .
e, The research scale is limited in common control system
which controlled object can be considered approximately
time-invariant. 3) Sampling period is set as ts = 1, which
assumes that each AC costs 1 second. 4) The initial value of
control parameters are set as Kp (0) = 1, ki (0) = 0.0001, and
Kd (0) = 0.1, which are verified to be stable. 5) The input of
control system is set as rin(t) = 1 for step response.

B. UNSATURATED SIMULATION

Configuration for Unsaturated Experiment: 1) The max
simulation time is set as max_t = 2500. 2) The start time
of interference is d_t = 1500. 3) The interference dura-
tion is set as I_t = 10. 4) Interference intensity is set as
dst_u(t) = 0.5, which is added to the output of the PID
controller. In summary, from simulation time 1500 to 1510,
the control variable (output of PID controller) is changed to
u(t) + dst_u(t).

Comparative simulation results of E-PID, EA-PID,
NARX-E-PID, and NARX-EA-PID control systems are
shown in Fig.7 respectively. The change curves of system
input, system output, system error, control variable, and
control parameters (K, K;, and K;) with simulation time
are plotted. The horizontal axis of figures is the time t, the
unit is seconds, and the vertical axis is the speed. The unit is
radians / second.

In Fig.7, the change processes of control parameters,
controller output, system output, and system error are shown.
It is clear that all the above methods are convergent before
and after the interference so the ability of anti-interference is
acceptable.

According to the above simulations, the comparative charts
and statistics results of system output of all the above 4
methods are drawn in Fig.8 and listed in TABLE 5.

TABLE 5 shows the performance of each method,
and various evaluation indicators are compared. Data in
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the columns of rising time and settling time show fea-
tures of control speed. Overshoot shows the ability of
over-adjustment. Steady-state error shows the tracking ability
of the control system. Data in the column of Max Deviation
is the maximum difference between system output and input.
Recovery time and Max Deviation shows the ability of
anti-interference. Data in TABLE 5 are the mean value of

ten experiments.
Fig.8 and TABLE 5 show that:
1) Performance of control speed: In this study, control

speed is measured by Rising Time and Settling Time.
The smaller Tr and Ts are, the better the performance
of control speed is. NARX-E-PID is the fastest in
3 proposed methods (Rising Time is 67, Settling Time
is 89). EA-PID (Rising Time is 165, Settling Time
is 202) is faster than NARX-EA-PID (Rising Time is
167, Settling Time is 204). The rising curve (especially
when AC is from 0 to 500) in Fig.8 shows that the con-
trol speed of NARX-E-PID is faster than EA-PID and
NARX-EA-PID, and the speed of EA-PID is slightly
faster than NARX-EA-PID.

2) Performance of steady-state error: Steady-state error
is the deviation produced when the system changes
from one steady state to another. Capability of out-
put tracking input is measured by steady-state error.
The steady-state error of EA-PID is the smallest
among 4 methods (0.0021). The steady-state error of
NARX-EA-PID (0.0040) is smaller than NARX-E-PID
(0.0161). It can be seen that the curve of EA-PID
is the closest to rin when AC is from 500 to 2000
in Fig.8.

3) Feature of overshoot: Data in the column of overshoot
show the ability of over-adjustment. E-PID generated
overshoot during the control process. All the proposed
methods suppress overshoot, which means that the
overshoot of 3 proposed methods are smaller than
E-PID (0.1472). NARX-EA-PID has the smallest over-
shoot (0.0095) among the 3 proposed methods. The ris-
ing curve of E-PID exceeds the line of rin in Fig.8 when
AC is from 0 to 500. However, the curves of all pro-
posed methods are below the curve of E-PID. It means
that the overshoot of E-PID is suppressed.
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FIGURE

4) Ability of anti-interference: Data in the column of
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7. Comparative simulation results.

Max Deviation and recovery time show the ability
of anti-interference. The Max Deviation of EA-PID

is the smallest (1.0577) and the recovery time of
EA-PID is the shortest (115), which proves the abil-
ity of anti-interference is the best. NARX-EA-PID
(Recovery time is 207) is better than NARX-E-PID
(Recovery time is 249). Recover curve (from AC is
1510) in Fig.8 shows that the recovery time of EA-PID
is the shortest. NARX-EA-PID has the second good
ability of anti-interference.

In summary, steady-state error and ability of
anti-interference of EA-PID are the best among 4 meth-
ods. The performance reminded above of NARX-EA-PID
is also improved compared with E-PID and NARX-E-PID.
NARX-E-PID is the fastest among 3 proposed meth-
ods, and it also improve the ability of anti-interference.
NARX-EA-PID is the best method in suppressing the
overshoot.

C. SATURATED SIMULATION
Configuration for Saturated Experiment: 1) The max simula-
tion time (max number of AC) is set as max_¢ = 3500 in order
to ensure that the system can be stabilized and the interference
can maximize the effect. 2) The start time of interference
is at d_t = 1000 (after the output reaches steady state).
3) The interference duration is set as /_t = 500, in order to
test the features of saturation and convergence of the system
output. (4) Interference intensity (amplitude or strength of
disturbance) is set as dst_u(t) = 0.5, which is added to
the output of the PID controller. In summary: From simu-
lation time 2000 to 4000, the control variable is changed to
u(t) + dst_u(t).

The system output curves in simulation results of the
above 4 methods are shown in Fig.9.

According to Fig.9, the following conclusions can be
drawn:

1) The system output y,,; is unsaturated. The maximum
values of system output in simulation 2 (Fig.9) prove
that the control system is unsaturated in simulation 1
(Fig.8) because the amplitude of system output in simu-
lation 2 (with longer time of interference) is larger than
simulation 1.

2) All the proposed methods are convergent (stable)
with long-term interference. The ability of long-term
anti-interference of EA-PID, NARX-E-PID, and
NARX-EA-PID are acceptable.

3) Comparative conclusions about performance among
the above 4 methods according to Fig.9 are as
follows: NARX-E-PID has the fastest control speed,
but NARX-E-PID has bigger overshoot. EA-PID
and NARX-EA-PID can suppress the overshoot.
Compared with above 3 methods, the overshoot of
NARX-EA-PID is the smallest. The steady-state error
of EA-PID is the smallest before and after interven-
tion. In addition, the Max Deviation of EA-PID is the
smallest, and the recovery time of EA-PID is the short-
est. EA-PID has the best ability of anti-interference.
The results of unsaturated experiment (short-term
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TABLE 5. Comparison of different intelligent control systems.

Comparison item—

Method | Rising Time  Settling Time Steady-State Error Overshoot Max Deviation Recovery time
E-PID 69(fast) 91(fast) 0.0088 0.1472 1.0636 345
EA-PID 165(slow) 202(slow) 0.0021(smallest) 0.0153(improved)  1.0577(smallest) 115(fastest)
NARX-E-PID 67(fastest) 89(fastest) 0.0161 0.1696 1.0639 249(improved)
NARX-EA-PID 167(slowest)  204(slowest) 0.0040(improved) 0.0095(smallest) 1.0698 207(improved
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FIGURE 9. Result of saturation experiment.
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FIGURE 8. Result of unsaturated experiment.

interference experiment) and saturated experiment
(long-term interference experiment) are consistent.

VI. THEORETICAL ANALYSIS OF STABILITY

Stability of all the methods in section II, III, and IV are
theoretically analyzed in section VI. Section VI is organized
as follows: In part A, assumptions for analysis of stability
are provided firstly. Then, the AI-CC models are converted
to series of LTI models (defined as LTIs model) so classical
analysis method of stability can be applied. In part B, theori-
cal analysis of stability is implemented, the stability judgment
method for AI-CC system (defined as AI-CC-S method)
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are proposed. In part C, an example is provided to show how
to judge stability of an AI-CC system in each AC. In part D,
an example is provided to show how to improve an unstable

EA-PID system to stable EA-PID-S system according to the
above method.

A. ASSUMPTIONS AND LTIis MODEL

E-PID, EA-PID, NARX-E-PID, and NARX-EA-PID are
based on classical PID so all the classical theories for PID
control method can be used for system analysis such as
features of stability, nonlinearity, etc.

Assumptions should be given first: 1) The research scope
of controlled objects is limited to the common classical PID
control applications. 2) In each AC (adjusting cycle), K,(1),
K;(t), and K;(¢) are fixed values, and the model of control
system in each AC is classical PID control model with fixed

control parameters. 3) The controlled object is time-invariant
in each AC.
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FIGURE 10. Converting from Al-CC systems to series of LTI systems.

With the above assumptions, the AI-CC system can be
converted to series of LTI systems in each AC. The process of
conversion is shown in Fig.10. Then, the classical analytical
methods of PID system can be applied.

B. THEORETICAL ANALYSIS AND AI-CC-S MODEL

The open-loop transfer function of the AI-CC system is
expressed as Gopen () = Gcrr (5) - Gopj(s), where Gy ()
represents the transfer function of the PID controller, and
Gopj(s) represents the transfer function of controlled object.
The closed-loop transfer function of the AI-CC system is
expressed as Gcpse(s). All the above transfer functions can
be expressed as (18) to (21):

Gc,r(s):K,,+K,'-s+Kd-§ (18)
Gon (5) = —5—— e (19)
tosc+(t+o0)s+1
GOpen (s) = Gy (9) - GObj(s) (20)
GOpen ()
Gciose (5) = HG—(W(S) (21)
Assume that Gy (s) = e " is the delay section, and
Gr (s) = MA(,S) is the system model. Therefore, the closed-loop
M(s)-e™™

system is Gy (s) and the frequency

N(s)+M(s)-e™™*
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FIGURE 11. Difference between AlI-CC and AI-CC-S methods.
characteristic of open loop system is Gy (jw) = % (’z)) eIt
If G2 is calculated as G, (jw) = A(w) - e @ G can
beexpressed as G(jw) = A(w) - e /0@~
The Equivalent criterion of Nyquist stability criterion is:
When L (w) = 0dB, if ¢ (w) > —m, the system is stable.
When ¢ (w) = —m, if L (w) < 0dB, the system is stable.
Therefore, stability of AI-CC system can be judged by the
following steps:

1) Only the stable parameters will be accepted in order to
ensure the real-time stability of the system.

2) All unstable parameters will be rejected. In this case,
the previous stable parameters are retained and used
continuously.

Definition 3 (AI-CC-S Method): The AI-CC system
is defined as AI-CC-S system, when all the adjusted
K, (1), Ki(t), K4(t) in each AC are judged according to the
above two steps.

The difference between AI-CC system and AI-CC-S
system can be found in Fig. 11.

Fig. 11 shows that, in each AC, adjusted K, (¢), K;(¢), and
K,(t) are judged. Only stable parameters are accepted in
each AC. If adjusted K, (), K;(t), and K;(¢) are unstable,
K,(t—1), K;(t—1), and K4 (t — 1) are continued to be
used.

C. EXAMPLE OF STABILITY JUDGMENT

The example of verification for the above theoretical
stability analysis is provided as follows: In each AC,
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Bode Diagram
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FIGURE 12. Bode plot result.

all adjusted control parameters are judged according to the
above steps.

For example, if the controlled object model is Gop; (5) =

% + ¢, the controller model is Gy ) = kp +
[ ka-s2 4y -s+ki .
]% + ky = %, and the current time is ¢. The

control parameters at time ¢ are K,(f) = 0.2, K;(¢) = 0.2 and
K4(t) = 0.2, which are pre-verified to stabilize the control
system. Then, the open-loop transfer function Gope, (s) can
be calculated.

In each AC, amplitude margin and phase margin are
calculated. The pseudocode is provided as follows, which can
be implemented by different programming languages:

1. sys=tf(280,[1,25,1],"inputdelay’,2);

2. sys_pid=tf ([kd2bc, kp2bc, ki2bc],
[1,01);

3. sys_open=sys*xsys_pid;

4. [bode_mag,bode_phase,bode_w]
=bode (sys_open) ;

5. [bode_gm,bode_pm,bode_wcg, bode_wcp]
=margin (bode_mag,bode_phase,bode_w) ;

The bode plots of control system with the latest
K, (1), Ki(t), and K,(t) are shown in Fig.10, which also con-
tains the calculated results of amplitude margin and phase
margin. The amplitude margin is calculated as Gm = 20 -
logo (gm) = —0.163dB < 0, and the phase margin is
calculated as Pm = pm = 23.1deg > —m. According to the
above theoretical analysis, the current adjusted parameters
K,(1), K;(t), and K4(¢) can make the system work steadily,
which means that the adjusted K,(?), K;(¢), K4(t) can be
adopted for PID controller.

D. EXAMPLE OF AI-CC-S METHOD
In order to verify AI-CC-S method which can change an
unstable AI-CC system to a stable AI-CC-S system, unstable

control parameters (unstable change ratio table) are designed
firstly in TABLE 6.
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TABLE 6. Change ratio table (CRT) for unstable EA-PID.

(A) CRT FOR PARAMETER Kp

E

.

R (e(k), ec(k))

| ec|=z EC,,, 1 0.92 0.92

<lec|< EC,

lel= Ehigh el< Ehtgh 0<lel< £,

10v igh 108 1 1
O<|ec|< EC,,, 1.16 1.08 1
(B) CRT FOR PARAMETER K;
REf(e(k),ec(k)) |el= By E,,Sel<E,, O0<el<kE,,
|ec|= EC,,, 1 0.92 0.92
EC,, sec|< ECy, 1.08 1 1
O<|ec|< EC,,, 1.16 1.08 1
(C) CRT FOR PARAMETER K
el=F E <el<E,, O0<lel<E
REA(e(k) ec(k)) | | high Tow | ‘ high | | Tow
lec|= EC,,., 1.08 1.08 1.08
EC,, fecl< EChlgh 1 1 1
O<|ec|< EC,,, 0.92 0.92 0.92
2 400
%1 .I'n_J'n'¢|W‘l,l,t'||l,l’l,l.l.l‘l,l,l.l‘lll!l'l' £200 Wlﬂ
0 J,Ju‘J.W;'l\/llﬂm"‘“n"ﬂ“'\'l.‘l.'l.r!fﬁlm“‘nn'
L] 05 1 15 2 0 05 1 15 2
time(s) time(s)
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g o\ "‘u'"n""u'”ﬂ”uh'u'Iu’x"u"n“n.”uﬁ.“w.“w”'L'w"‘n‘" I =
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FIGURE 13. Simulation result of unstable Al-CC system.
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FIGURE 14. Simulation result of AI-CC-S system.

Except for the above CRT and max_t = 2000, all the
other configurations of EA-PID simulation are set the same
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TABLE 7. Comparison of different intelligent control systems.

Method—
Comparison Item|

E-PID

EA-PID

NARX-E-PID

NARX-EA-PID

Stability (Convergence)

All stable
100% convergence

All stable
100% convergence

All stable
100% convergence

All stable
100% convergence

Control Speed

(means of Tr and Ts) (69.91) (165,202) (67,89) (167,204)
Output tracking input capability Best improved
(means of Steady-state error) (0.0088) (0.0021) (0.0161) (0.0040)
Anti-interference speed (345) Best improved improved
(means of recovery time) (115) (249) (207)
Contents of ERT for Ky CRT for REf,
configuration work ERT for K}, CRT for Ry and parameters and parameters
for engineers of NARX predictor of NARX predictor

Accuracy requirements
of configuration work

(Estimation of workload) (8 hours)

Configuration of ERT Configuration of CRTConfiguration of ERTConfiguration of CRT
needs to be very accurate need not be accurate needs to be accurate need not be accurate

(2-4 hours) (4-8 hours) (1-3 hours)

as configurations of unsaturated simulation in the previous
chapter.

Firstly, EA-PID control process is simulated, the result
of EA-S-PID simulation is shown in Fig 13. Fig.13 shows
that the result of EA-PID system is unstable. The instability
occurs because of CRT of TABLE 6.

Secondly, the EA-S-PID system is simulated, and the result
of EA-S-PID simulation is shown in Fig.14. In EA-S-PID, all
the unstable control parameters are denied. As a result, the
result of EA-PID system is stable.

Comparing Fig 13 and Fig.14, the unstable result of
EA-PID is change to stable result of EA-S-PID because all
the adjusted parameters are judged to be stable.

VII. CONCLUSION

In this study, 3 AI-CC methods (EA-PID, NARX-E-PID, and
NARX-EA-PID) are proposed. The adjust rules of control
parameters of E-PID are replaced by the change ratio rules
of EA-PID, and the updated parameters are calculated by
multiplying the change ratio and the last control parame-
ters. In NARX-E-PID and NARX-EA-PID, the predictor of
NARX neural network are adopted to predict the system
output in future so e and ec can be calculated. According to
predictive e and ec, control parameters can be obtained in
the rule table of E-PID and improved rule table of EA-PID
respectively.

Comparative simulation results among E-PID, EA-PID,
NARX-E-PID, and NARX-EA-PID methods can be sum-
marized in TABLE 7. Contents of parameter configuration
work and workload and operating time are estimated. Hence,
the intelligent level of 4 methods and the ability requirements
for engineers can be evaluated.

In TABLE 7, the first row lists the comparative methods,
and the following rows show the stability, control speed,
steady-state error, and ability of ante-interference. The
last two rows show the contents and requirements of
configuration work for engineers.

According to TABLE 7, conclusions can be summarized as
follows:
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1) The improvements of the EA-PID are as follows:
EA-PID is a feasible and stable control method.
The control speed of EA-PID is slightly faster
than NARX-EA-PID. The steady-state error of
EA-PID is smaller than E-PID, NARX-E-PID, and
NARX-EA-PID. The recovery time of EA-PID is the
shortest. It means that the ability of anti-interference
of EA-PID is the best. Besides, EA-PID can suppress
the overshoot. The overshoot of EA-PID is smaller
than E-PID.

2) The improvements of the NARX-E-PID are as
follows: NARX-E-PID method adds NARX pre-
diction to E-PID method. NARX-E-PID is faster
than E-PID and EA-PID. Rising Time and Settling
Time of NARX-E-PID are smaller than them of
E-PID. NARX-E-PID also improves the ability of
anti-interference.

3) The improvements of the NARX-EA-PID are as
follows: NARX-EA-PID is based on NARX predic-
tion and improved Expert rule table. The steady-state
error of NARX-EA-PID is smaller than E-PID and
NARX-E-PID. The ability of overshoot suppressing
of NARX-EA-PID is the best compared with other
proposed methods. In addition, the recovery time is
smaller than E-PID and NARX-E-PID, which means
that it has good ability of anti-interference.

4) The conclusions of stability analysis of all the above
proposed methods are as follows: All the methods are
stable. In other words, all the methods have 100%
convergence. The applications of them are accepted.

5) The configuration work of EA-PID and NARX-EA-PID
is easier than E-PID and NARX-E-PID because
the rules of control parameters can be optimized
online. In addition, because NARX-E-PID and
NARX-EA-PID are more intelligent than E-PID and
NARX-E-PID, the workload of engineers is reduced.
The configuration work required by engineers of
EA-PID is less than E-PID, and the configuration work
of NARX-EA-PID is less than NARX-E-PID.
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In summary, the effects of EA-PID are improved as
follows: the steady-state error is decreased; the overshoot
is suppressed; the ability of anti-interference is improved.
The improved effects of NARX-E-PID and NARX-EA-PID
are that the ability of anti-interference is better than E-PID.
The control speed of NARX-E-PID is faster than EA-PID.
NARX-EA-PID has the best effect in suppressing the
overshoot.

Future work may include: 1) More accurate predictive
methods are expected to be adopted to improved AI-CC
methods. 2) More AI-CC methods can be improved by
adding NARX predictor such as F-PID and NN-PID.
3) More practical applications such as transportation, med-
ical and industries will be verified by applying EA-PID,
NARX-E-PID, and NARX-EA-PID.
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