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ABSTRACT The leading causes of death worldwide are chronic illnesses suchlike diabetes, Heart Disease
(HD), cancer as well as chronic respiratory malady. It is remarkably intricate to diagnose HD with disparate
symptoms or features. With the augmentation in popularity of smart wearable gadgets, a chance to render an
Internet of Things (IoT) solution has turned out to be more. Unfortunately, the survival rates are low for the
people suffering from sudden heart attacks. Consequently, a patient monitoring scheme intended for heart
patients utilizing IoT centered Deep Learning Modified Neural Network (DLMNN) is proposed to assist in
the HD diagnosis, and medication is given accordingly. This proposed technique is executed via ‘3’ steps:
I) Authentication, ii) Encryption, and iii) Classification. First, by utilizing the substitution cipher (SC)
together with the SHA-512, the heart patient of the specific hospital is authenticated. Subsequently,
the wearable IoT sensor device, which is fixed to the patient’s body, concurrently transmits the sensor data
to the cloud. This sensor data is encrypted and securely transmitted to the cloud utilizing the PDH-AES
technique. After that, the encrypted data is finally decrypted, and by employing the DLMNN classifier,
the classification is done. The classified outcomes comprise ‘2’types of data: i) normal and ii) abnormal.
It denotes the patient’s heart condition and if the outcome is abnormal, an alert text is passed to the physician
for treating the patient. The investigational outcomes are estimated and the DLMNN for HD diagnosis shows
improvement as compared to existing algorithms. Additionally, the proposed PDH-AES used in support of
secure data transmission results in the highest level of security i.e. 95.87%, and it is achieved in the lowest
time for encryption along with decryption when weighted against the existent AES.

INDEX TERMS Disease prediction, healthcare monitoring system, Internet of Things (IoT), advanced
encryption standard (AES), modified Huffman algorithm (MHA), deep learning modified neural network
(DLMNN), Cuttlefish optimization algorithm (CFOA).

I. INTRODUCTION
IoT [1] is essentially a developing trend for all future-
generation technology. It is the inter-connection of exclu-
sively identified smart objects along with devices. IoT
is bounded by numerous objects, which are being invis-
ibly fixed all around the environment [2]. Health moni-
toring (HM) is the utmost common research application
in wearable electronics. Smart HM is the amalgamation
of smart computing in addition to the remote HM with
IoT [3]. The body sensors networks (BSN) are formed of
disparate wearable or implantable devices, say accelerometer,
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cardioverter-defibrillator, and pacemaker, which sense as
well as monitor the breathing rates, blood pressures, pulse,
together with body temperature [4] of users. BSN functions as
a basic component of IoT [5], [6]. These devices are utilized
to collect vital information like adequate alteration in wellbe-
ing restraint and it refreshes the weightiness of the remedial
parameters in a pre-said period [7]. The data amassed as
of the IoT-centered wearable devices are stocked up in a
clinical database for required action when the patients’ health
condition depreciates [8], [9]. IoT gives a drop in cost and
widens the scope of attaining themedical facilities to a remote
region and it ameliorates the services’ quality [10].

Chronic HD patients can profit from this kind of device.
There stands a hazard of demise for those patients with such
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diseases since their heart functionality might stop at any
moment [11]. Obesity, stress, rigorous eating of salty and
oily foods, no exercise along with genetic factors is the chief
reason for the high occurrence of such diseases. Besides that,
due to augmented hazard factors, like hypertension, diabetes,
elevated blood fat, and weight gain caused amid menopause
can make women suffer a heart attack. [12].

Studies conducted on heart failure patients show that
around 30 percent of patients had been readmitted as a
minimum of once within the timeframe of 90 days. Within
3-6 months, the readmission ranges had come athwart 25% to
54% [13]. Therefore, the key to augment the HD performance
of the healthcare (HC) and to decrease the death rate is chang-
ing the inert HC mode into an invasive one. The physicians
should monitor the patient’s physical status and decide the
time the HC services should well be delivered to them, which
could be attained with the assist of IoT [14].

Machine learning (ML) algorithms handle a very large
quantity of data and play a chief part in the decision-making.
To adopt data analysis methods, the data namely velocity, vol-
ume in addition to variety must be known [15]. ML-centered
early diagnosis along with prediction design was established
as an effective application on medical analysis. Numerous
ML algorithms were devised for the disease prediction sys-
tems, which are discussed in the literature review section,
but most of those techniques had only focused on the dis-
ease prediction. They didn’t consider security as a prime
concern. Also, the previous disease prediction techniques did
not utilize a feature selection, which leads to the highest
training time. To overcome such drawbacks, anML algorithm
called DLMNN based HD prediction system is proposed for
envisaging the patient’s heart condition. The proposed work
uses the Hungarian HD in addition to the healthcare sensors
to envisage the patients who suffer as of HD. The classifi-
cation algorithms are utilized for the reason of classifying
the patient data for the recognition of HD. The prediction
is done by performing two phases i) training and ii) testing.
In the training phase, the classifier is trained by utilizing the
data from the benchmark dataset. During the testing phase,
the actual patient data is utilized to recognize the disease’s
presence. The proposed work has the subsequent objectives.
• To render an efficient patient authentication scheme uti-
lizing SHA-512.

• To propose a Modified Huffman algorithm for com-
pressing the data of patient healthcare records.

• To propose a PDH-AES algorithm for encrypting the
compressed patient data

• To propose a DLMNN for predicting the patient’s heart
condition

• To present a CFA optimization for the parameter tuning
(weight optimization) of DLMNN

With the above-stated objectives, the patient’s heart condi-
tion is identified accurately utilizing the DLMNN classifier
that classifies the patient’s heart condition into ‘2’ classes
(normal as well as abnormal). The required action should
be rendered via the doctor as stated by the predicted class

and to augment the patient data security level, the PDH-AES
scheme is introduced in the proposed work. In this PDH-
AES, the key for encrypting the patient data is generated by
three factors, like patient id, doctor id, and healthcare-id. So,
the key is unique for every patient data that increases the
intricacy of the key. Hence, it is exceedingly tough for an
attacker to steal patient data with an increased level of data
security. By using these best encryption and classification
algorithms, promising outcomes for the proposed prediction
and encryption techniques are achieved successfully.

The rest is pre-arranged as Section 2-critiques the associ-
ated work. Section 3 signifies a concise discussion. Section 4
analyses the experimental outputs. Lastly, a conclusion is
written in section 5.

II. LITERATURE REVIEW
Zafer Al-Makhadmeh and AmrTolba [16] presented an IoT-
centered medical device for gathering prior and subsequent to
HD information of patients’ heart status. Utilizing the higher-
order Boltzmann deep belief neural network, the information
was processed after being incessantly transmitted to the HC
center. The past HD aspects were learned by the deep learning
technique, which led to the effectual manipulation of intricate
data for achieving efficiency. Centered on these characteris-
tics (specificity, f-measure, loss function, sensitivity, along
with receivers operating characteristics (ROC)), the system’s
performance was computed. This existing technique had
99.03 percent accuracy with minimum time intricacy of 8.5s
effectively; thus, brought about the minimized HD mortality
via lessening the intricacy in diagnosing HD.

Kaur et al. [17] presented disparate ML techniques that
were aimed at real-time along with remote HM on IoT infras-
tructure and associated with cloud computing. The public
data-set HC that was on the cloud was taken as the input.
The system gave suggestions centered on the data (historical
and empirical) that was present on the cloud. This existing
framework was introduced to reveal knowledge on a database
by enlightening the disguise patterns that could assist in con-
vincing decision making. By using numerous input attributes
associated with that disease, the prediction systems were
employed in evaluating certain diseases, for instance, HD,
breast cancer, liver disorders, diabetes, thyroid, dermatology,
spect_heart, along with surgical data. Experimental outcomes
were conducted utilizing some ML algorithms, say K-NN,
Support Vectors Machine (SVM), Random Forests (RF),
Decision Trees, along with MLP.

Jahangir et al. [18] presented a multiple-sensory system
via employing a smart IoT that gathered Body Area Sensor
data to offer early caveat of an imminent cardiac arrest. The
purpose of the existing work was to generate an integrated
smart IoT that encompassed a lower power communication
unit so that one could inconspicuously gather heart rates
along with body temperatures utilizing a mobile phone with-
out impeding their everyday life. The signal processing along
with ML techniques was introduced for sensor data analytics
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for identifying and predicting sudden heart attack with
higher accuracy.

Mohan et al. [19] suggested amethod that found significant
features by applying ML techniques resulting in enhancing
the accuracy on the forecast of cardiovascular disease. The
hybrid RF with a linear model was utilized by joining the
individuality of the RF in tandem with the Linear Method
(LM). This established to be quite accurate in the forecast of
HD. This method gave an ameliorated performance level with
an 88.7% accuracy level via the prediction model intended
for HD.

Nashifet al. [20] suggested a cloud-centered HD predic-
tion system to identify imminent HD utilizing ML tech-
niques. Aimed at the precise detection of HD, effectual
ML techniques ought to be employed that had been derived
as of a distinctive analysis amongst numerous ML algo-
rithms in a Java-centered Open Access Data Mining, WEKA.
The algorithm was validated utilizing ‘2’extensivelyutilized
open-access databases, wherein 10-fold cross-validation
was executed to analyze the HD detection’s performance.
An accuracy level of 97.53% was found as of the SVM
together with sensitivity accompanied by the specificity
of 97.50% along with 94.94% correspondingly. Furthermore,
an instantaneous patient monitoring system was developed
utilizing Arduino that could sense some instantaneous param-
eters (such as body temperature, humidity, blood pressure,
along with heartbeat) to make certain the HD patient non-stop
via caretaker/doctor. The developed system sent the recorded
data to the chief server every 10 sec. Consequently, the doc-
tors could view the patient’s real-time status by employing
this application and start live video streaming on the off
chance that an instant medication was needed.

Satpathy et al. [21] presented an IoT- centered analysis sys-
tem that was employed tomodel a customer electronic device.
This system disregarded the user if the parameters related to
their health were above or below the standard range. The data
amassed was uploaded to the cloud via an application and
after that sent to the field-programmable gates array (FPGA).
The unprocessed data were calculated as well as processed
by means of the FPGA; in addition, pathological conditions
were established on the patient’s wearable IoT device. The
method laid in the fuzzy classifier development that implied
the pathological situation of diseases with high accuracy. The
FPGA execution of the fuzzy classifier gave low execution
time compared to KNN, SVM, decision tree, as well as Naive
Bayes.

ElSaadanyet al. [22] presented a multi-sensory system
utilizing IoT that gathered heart rates along with body tem-
perature. An embedded sensory system with a Low Energy
Bluetooth communication module was employed to gather
ECG along with body temperature data utilizing a smart-
phone in common surroundings. The utilization of signal
processing along with ML aimed at sensor data analytics
was introduced for the forecast of a sudden heart attack.
The outcomes as of sensors’ data were as well presented to
illustrate that this approach gave a high rate of classification

correctness in distinguishing the normal from abnormal ECG
patterns. The system also found abundant applications in
heart behavior detection for the populace with a range of
disabilities who were at a high risk of a heart attack. Seven
works were surveyed in this paper. The work projected in
[16] HOBDBNN was an intellectual as well as an advanced
classification model to predict the HD that gave the high-
est accuracy and reduced the mortality rate. [17] Projected
an intellectual diagnosing framework recognized as the RF
classifier to predict the different deadly diseases. Another
work projected toward this path, an efficient RF in addition
to the Linear Method (LM) was highlighted by [19], and this
was quite accurate in the HD prediction. The HD prediction
using [20] obtained the best accuracy and worst miss rate.
The FPGA presented in [21] attains the accuracy as well as
lower execution time but the technique was only apposite for
the prediction of the pathological setting of cardiovascular
diseases. The work was rendered in [18] and [22] suggested
another online healthcare services diagnosis framework for
observing remote heart patients utilizing a cell phone and
wearable sensors. All these techniques prove their efficiency
in their ways, but none of them stress on the significance
of IoT data security. Moreover, none of them used a feature
selection framework while classifying the data with a number
of features to augment the systems training time, which will
be overcome by the proposed work. The comparison table for
the techniques reviewed in related works is evinced in table 1.

III. PROPOSED METHODOLOGY
Nowadays, HD is the leading reason for deaths worldwide.
Predicting the heart attack is an extremely intricate process.
It can well be done only if the doctor is well-experienced
and have good knowledge concerning the disease. The effec-
tiveness of the remote HM system of the aged patients who
need long-standing care has enhanced a lot attributable to
the augmentation of the IoT along with its medical appli-
cations. The core technology of IoT on the HC system is
the wireless body sensors network (WBSN). It utilizes a
compilation of little-powered along with light wireless sensor
nodes meant for scrutinizing a patient. Since this technology
doesn’t regard security, patient privacy is at risk. The existing
works presented for the HC sector provides low security.
A framework is proposed to trounce such drawback; thus,
the data are transmitted more securely as of WBSN and
the HD of the patients is predicted more accurately. The
proposed work encompasses ‘3’ phases i) Authentication, ii)
Encryption, and iii) Classification. The authentication stage
encompasses ‘3’ steps: a) registration, b) login, and c) verifi-
cation. After registering their details into the hospital website
or app, the patient will login to thewebsite with his/her unique
username and password. This registered patient detail is saved
on the cloud server (CS) and the hospital database. Once the
patient is registered, the cipher-based hash code is created
using an SC as well as the SHA-512, which is employed for
the verification of the patient. Amid verification, the server
corroborates whether the patient is an authenticated one or
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TABLE 1. Comparison of techniques used in literature review.

not using the code created at the registration phase. If the
patient is the right individual, then access is granted. After
registration, the patient could upload previous and current
medical reports. Modified Huffman algorithm (MHA) is
employed for compressing the report, and it canwell be stored
on the CS for further use. The sensor that is fixed to the
body (human) gathers the entire data as well as transfers the
data to the cloud via a gateway. Using the PDH-AES method,
the sensor data as of the sensor device is encrypted; later
this information is transmitted to the cloud. Simultaneously,
the hospital CS attains the encrypted sensor data and decrypts
it. DLMNN classifier starts classification centered on the

attained sensor data for the reason of envisaging the HD.
To perform classification, the system goes through training
along with testing. Hungarian HD dataset is employed as an
input to envisage the disease. In training, preprocessing is
done, and classification is performed on the pre-processed
data. After training, the sensor information as of the CS is
tested and classified as a) normal and b) abnormal. In the
instances of an abnormal outcome, an alert message is trans-
mitted to the doctor to tend the patient. The proposed work is
primarily concentrated on authentication, high security, DPS
along with Monitoring. The proposed work’s architecture is
evinced in fig 1.
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FIGURE 1. Block diagram for the proposed methodology.

A. PATIENTS WITH IOT
This is the starting phase of the proposed word where the
sensor device is fixed to the patient’s body. The IoT device
will sense the values as of the patient’s body using the sensor
as well as transmits the values to the HC application.

B. AUTHENTICATION
This is an imperative step in giving access to authorized
users. The authentication procedure always functions at the
beginning of the application. Disparate systems may need
disparate sorts of qualifications to ascertain a user’s identity.
The credential frequently takes the form of a password that
is confidential and known just to the individual together with
the system.

To sustain high-secure authentication, the proposed work
utilizes the cipher text-centered hashing technique. This
phase encompasses ‘3’ steps (i) Registration, (ii) Login, and
(iii) Verification.

1) REGISTRATION
In this phase, the patient registers their information in the HC
application (hospital app) or website. After that, the server,
by utilizing an SC unites the username together with the

password of the registered patient. An SC is an encryption
technique in cryptography via which the units of plain text are
swapped with ciphertext, as per a fixed system. The ‘‘units’’
might be single letters, two letters, three letters, blend of the
precedent, et cetera. The receiver, by doing the inverse substi-
tution deciphers the text. Next, the Hash value of substation
ciphertext is found utilizing SHA 512 algorithm.

SHA-512 stands as an advancement of the renowned
SHA-1, and also it is basically a function of the crypto-
graphic algorithm (SHA-2). It is extremely close to SHA-
256 except that this one employs 1024 bits ‘‘blocks’’ and
accepts 2^128 bits maximum length string as input. With
reference to Sha-256, the SHA-512 has other algorithmic
modifications. The SC text is padded with extra bits to form
a manifold of 1024 bits. After that, this block is bifurcated
into smaller parts of 1024 bits. The 1st block is united with
the initializing vector, and the hash code is created. The
succeeding blocks are united with the formerly generated
hash codes.

2) LOGIN
Generally, login is basically the procedure utilized to attain
access to an application, typically on a remote computer. It is
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basically the process wherein an individual gains admission
to a computer system via identifying along with authenticat-
ing themselves. Every system login phase needs the username
together with the password of the user (registered). User’s
authentication is checked by carrying out the verification
when the users log into the system.

3) VERIFICATION
The system verifies if the user is a registered one or not.
By means of analyzing the user data, the administrator of the
HC application verifies the users. In this phase, the entered
username is joined with the password and the SC is applied.
Subsequently, this ciphertext is converted utilizing SHA
512 into a Hash code, and this generated hash code is con-
trasted to save hash code value. If both hash values are
equivalent, then user access to the system is allowed. Or else,
the user is signified as the illegal user and their access is
repudiated.

4) UPLOAD PATIENT’S HEALTH RECORDS
This is the 3rd phase, wherein the patient uploads their pre-
ceding and present health records suchlike X-Ray, Prescrip-
tion details, MRI scan report, et cetera, to the HC application.
However, the patient’s health records (PHR) encompass a vast
extent of data with a gamut of sizes. Thus, prior to sending it
to the server, the PHR is compressed utilizing the MHA to
lessen the file size and this compressed PHR is saved in a
CS. The meticulous explanation of the MHA is rendered in
section 3.3.1.

a: MODIFIED HUFFMAN ALGORITHM
Huffman coding is an algorithm that is employed for the
loss-less compression of files centered upon the frequency
of the symbol’s incidence on the file, i.e., on the course of
compression; this is labeled as Huffman encoding. The small
code is given to the most produced character together with the
large code is given to the least produced character. Huffman
tree (HT) is basically a certain technique by which every
symbol is signified. The total bits that are needed for the
representation of every character rely mainly on the total
characters that are required to be signified in the instance
of the binary representation. This technique makes sure to
generate a code where that codeword is in no way will be
the prefix for any other code-word. These codes are termed
prefix codes.

The largest drawback that is present in the Huffman is that
even a little change that occurs in any bit of the encoded
string will shatter the whole message. Especially if the text
is longer, then the level of the binary tree (BT) will be more,
therefore more time will be taken for traversing through the
BT. The MHA is proposed to trounce such drawbacks. In the
proposedMHA, every character on themessage is transmuted
into ASCII codes. After that, the BT is built for those ASCII
codes. Subsequent to building a tree, traverse the nodes to
obtain an encoded text of every character. The instance of
MHA is elucidated as follows.

FIGURE 2. Binary tree for given input.

Consider the input message that is required to be com-
pressed as ‘‘Huffman’’.

â Initially for every character, the ASCII on the message
are found. The ASCII for every character that is present
on the input message are H -72, u - 117, f -102, m -109,
a -97, and n -110.

â After that, the hash tree is formed for the attained
ASCII values, which are exhibited below.

â After generating a hash tree, the hash tree is traversed
to generate codes for every input character on the mes-
sage. The code for the character is presumed as,
(a) Beginning at the top, if the route is left, then
appends 0 to the encoded text. If the route is right, then
append 1.
(b) Stop when the Leaf nodes are reached. The string of
zeros and ones generated till now is the encoded text of
that specific node in the tree. The encoded text of every
character on the message is obtained as of the tree is
written as H - 000, u - 011, f - 0, f - 0, m - 010, a -
00, and n – 01. The binary tree for the obtained ASCII
values is exhibited in figure 2.

â The final encoded text of the complete input message is
written as 000011000100001. Amid decoding, produce
the traits of every leaf traversed by the above-encoded
text in the HT.

5) SECURE DATA TRANSFER
Here, the sensed data as of the patient are encrypted uti-
lizing Patient id, Doctor Id, Hospital Id-Advanced Encryp-
tion Standard (PDH-AES) Algorithm. In the proposed work,
the hospital CS generates a 128bit key. By uniting the ‘3’
IDs i.e., Patient id, Doctor Id, Hospital id, this 128bit key is
produced. If the key is produced centered on this notion, then
every single patient encompasses a disparate key. By utilizing
this 128-bit key, the sensed values are encrypted utilizing the
AES.
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a: AES ALGORITHM
AES is basically a symmetric-key block cipher that takes 128-
bit blocks of data and a key and gives ciphertext as an output.
AES treats these 128 bits of a data block as 16bytes, which
are prearranged in ‘4’ columns and ‘4’ rows to process as a
matrix. 128, 192, along with 256 bits are the ‘3’ disparate key
lengths that are allowed. For these three key lengths, AES
performs 10, 12, in addition to 14 rounds correspondingly.
Each round utilizes a disparate 128-bit round key that is
computed centered on PDH. Every round of AES repeats
these ‘4’ major functions that follow to encrypt the data,
which are (a) Sub Bytes, (b) Shift Rows, (c) Mix Columns,
along with (d) Add Key.

(a) Sub Bytes
The sixteen input bytes are swapped by the fixed table. The

outcome is in a‘4’ rows and ‘4’ columns matrix.
(b) Shift rows
Every single one of the ‘4’ rows of the matrix is shifted to

the left side. The entries that ’fall off’ are re-inserted to the
row’s right side. The shift is performed as follows −

• The I row is doesn’t shift.
• The II row is shifted ‘1’ (byte) spot to the left.
• The III row is shifted ‘2’spot to the left.
• The IV row is shifted ‘3’spot to the left.

The outcome is a unique matrix comprising the same sixteen
bytes; however, shifted regarding one another.

(c) Mix Columns
By utilizing a mathematical function, every column of the

‘4’ bytes is changed. The ‘4’ bytes of one column is regarded
as the input for this function, and then it outputs completely
‘4’ different bytes. This replaces the original column. It ought
to be recorded that this step is not performed in the last round.

(d) Add round Key
The round key is attached to the block of data by this

transformation. The sixteen bytes of the matrix is regarded
as 128 bits. These bits are XOR-ed with the 128bits of the
rounds key.

The decryption of AES is to be done in the inverse order of
the encryption process. Every round comprises ‘4’ processes
performed in the inverse order. i.e., i) Add round key, ii) Mix
columns, iii) Shift rows, along with iv) Byte substitution.

6) DISEASE PREDICTION SYSTEM
The sensor information is decrypted by the CS and transmit-
ted to the hospital management after the process of encryp-
tion. On the Hospital side, the sensed data values by utilizing
the DPS are monitored. The patient’s HD can be predicted
in the proposed work utilizing a DLMNN. For this, the sys-
tem goes through training along with testing. For training,
the Hungarian HD dataset is considered as the input. The
DLMNN classifier trains the system. More time is taken for
the detection of disease if the value is directly taken as of the
IoT, thus there is a likelihood of inaccurate results. So, the
system undergoes training. The steps are briefly elucidated
as follows.

X Data collection
X Preprocessing
X Disease Classification

a: DATA COLLECTION
The classified result, i.e. normal as well as abnormal,
is present in the Hungarian HD dataset. From the dataset,
a total of 294 numbers of records or rows are taken for the pro-
posed work. Each row contains the health records of different
patients. The health records of the patients contain details
like blood pressure level, heart rate, breathing rate, pulse et
cetera, and these are all regarded as a feature of the dataset.
To acquire an accurate result, the system should well be
trained before disease classification. The Hungarian dataset
is inputted for training which encompass76 attributes of HD
patients. Initially, the data are gathered for the classification
of HD as of this database. The gathered data is additionally
processed to obtain the classification outcomes, which are
elucidated as follows

b: PREPROCESSING
Three steps are included in the preprocessing of the Hungar-
ian HD dataset. They are i) replacing of missing attributes,
ii) removal of redundancy, and iii) normalization. The taken
Hungarian HD dataset encompasses 1314 missing values,
which are represented by zero. These missing attributes
are swapped by utilizing the maximal number of recurring
attribute values. Subsequent to checking the whole patients’
age group, blood pressure, alongwith cholesterol, themissing
value of the specific attribute is replaced. If most of the
attribute values of any patient are matched, then the value is
swapped by the same position. Next, the data size is reduced
by eradicating redundant or irrelevant attributes, and data
normalization are done.

c: DISEASE CLASSIFICATION
It is the final and major step in DPS. Here, the DLMNN
classifies the preprocessed data. The hidden layers in ANN
are increased for deep learning and the Cuttlefish optimiza-
tion algorithm (CFOA) was hybridized with this to lessen
the backpropagation (BP) process. So, the proposed work
is labeled as DLMNN. A brief explanation of DLMNN is
rendered in the section below.

7) CLASSIFICATION USING DLMNN CLASSIFIER
In this, the preprocessed data values are rendered as the
input to the DLMNN. The weights are the haphazardly
assigned values that are joined with every input [23]. The
subsequent one is the hidden layer where nodes from this
layer are labeled as hidden nodes. These nodes carry out
the operation of adding up the input value’s product in
addition to the weight vector of every input node that is
linked to it.

The weight values in DLNN are being optimized by the
CFOA that is labeled as DLMNN. Arbitrary weight val-
ues provide more BP process to attain the outcome. Thus,
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optimization is done. So, the DLNN is labeled as DLMNN.
In DLMNN, the activation operation is implemented in the
hidden layer; in addition, the layer’s output is transferred
to the successive layer. These have an utmost effect on the
classifier’s output. The algorithmic steps in the DLMNN
classification are,

â Initialize the pre-processed data values together with
their corresponding weights utilizing equ (1) and (2)

Pdi = {Pd1,Pd2,Pd3. . .Pdn} (1)

wi = {w1,w2,w3 . . .wn (2)

â where in Pdi implies the input value that signifies the
n number of pre-processed data values for instance
Pd1,Pd2,Pd3. . .Pdn and wi implies the weight value of
Pdi that encompasses the n number of weights explicitly
w1,w2,w3 . . .wn for equivalent Pd1,Pd2,Pd3. . .Pdn.

â The input preprocessed data is multiplied with the ran-
domly chosen weight vectors, and after that, sum up that
values fully [23], which is mathematically written as,

G =
∑n

i=1
Pdiwi (3)

wherein G implies the summed value
â Ascertain the activation function (AF) by utilizing the

equ (4),

FAi = Si

(
n∑
i=1

Pdiwi

)
(4)

Si = e−P
2
di (5)

where FAi implies the Gaussian AF and Si indicates the
exponential of Pdi. The proposed DLMNN uses Gaus-
sian AF and also the proposed DLMNN is capable of
working with other types of activation function, such
as Sigmoid Activation function, Hyperbolic Tangents
function, etc.

â Utilizing the equ (6), calculate the subsequent hidden
layer’s output

Yi = Bai +
∑

Siwi (6)

where,Bai denotes the bias value,wi specifies the weight
betwixt the input and the hidden layers.

â Perform the precedent 3 steps for every layer of
DLMNN. Lastly, estimate the output by summing the
whole input signals’ weights to attain the output layer
neurons’ value that is written as

Vi = Bai +
∑

Oiwj (7)

where, Oi denotes the layer’s value that precedes the
output one, wj specifies the hidden layer’s weights,
in addition, Vi indicates the output unit.

â The network output is contrasted with the target value.
The difference betwixt these ‘2’ values is termed as the

error signal. This value is mathematically implied by
utilizing (8) as,

Es = Ti − Vi (8)

where, Es implies the error signal, Ti specifies the aimed
target output.

â Here, the output unit is weighted against the targeted
value. Ascertain the associated error. Compute δi cen-
tered on this error, in addition, it is employed to allot the
error at the output back to all other units on the network.

δi = Es [f (Ti)] (9)

â Assess the weight correction by employing the BP
methodology that is calculated utilizing

wci = λδi (Pdi) (10)

where wci implies the weight correction, λ signifies the
momentum term, and δi implies the error that is dis-
tributed in the network. The weight values are optimized
using a CFOA. The explanation for CFOA is rendered in
section 3.3.1.1.

8) CUTTLEFISH OPTIMIZATION ALGORITHM
The CFOA is ameta-heuristic optimizations algorithm. It was
inspired as of the cuttlefish’s color-changing activities to
locate the optimal numerical worldwide optimization issues
[24]. Cuttlefishes disguise themselves by changing their col-
ors to be invisible or visible in their environment. The colors
along with patterns are generated via the light reflection on
their ‘3’ disparate layers of cells.

The cuttlefish algorithm regards chiefly ‘2’ processes:
i) reflection and ii) visibility. The reflection of the light
mechanism that was adopted by these cuttlefish’s cell layers
are simulated as the reflection process, and its visibility of
the matching patterns are simulated as the visibility process.
By utilizing these ’2’ process, the worldwide optimum solu-
tion is obtained. It is centered on the division of cells into
‘4’ groups, they are groups 1 (G1), groups 2 (G2), groups 3
(G3), and groups 4 (G). These groups work autonomously
as well as share the best solution. The CFOA begins with
arbitrary solutions for initializing the populace and functions
until the stop criteria are met. The new solution in the CFOA
is computed utilizing the equ (11)

N=R+ V (11)

where N denotes the new solution, R and V denotes the
reflection in addition to visibility.
â Let’s initialize the populace of F(elements) having N

initial solutions as F = {k1, k2, . . . kN }. This populace
spread over the d dimensional problem space at random
positions (k) using the below equation

F (p) .k (q) = Rd ∗ (Ul − Ll)

+Ll(p = 1, 2, . . .N , q = 1, 2, . . . d)

(12)
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where Ul and Ll implies the upper as well as the lower
limit of the issue domain, and Rd implies a haphazard
number in gamut (0, 1). Here, in the proposed method,
the upper limits in addition to the lower limits of the CFA
problem domain are set as 5 and 0.5. Each individual
kp within the populace represents a single cell, and it
is associated with ‘2’ values: fitness and a vector of
d-dimension continuous values. Next, the best solution
is kept in bp,and also the average of bp is computed
and saved in AV bp,after that the populace is bifurcated
in mentioned ’4’ groups of cells for six cases, which are
elucidated as follows.

G1 (case 1 and case 2): In G1, cases 1 along with 2 are
implemented (the interaction betwixt chromatophores and
iridophores) to generate a new solution centered upon the
reflection together with the visibility of pattern [25], addi-
tionally, these cases are viewed as a global search that is
mathematically estimated utilizing (13) and (14).

R (q) = r ∗ G1 (p) .k (q) (13)

V (q) = v ∗ (bq (q)− G1 (p) .k (q)) (14)

wherein p is the pth cell in group G1, k (q) represents the qth
point of pth element, bp implies the best solution and it gives
the best points’ average value, and r and v are two arbitrary
numbers in the gamut (-1, 1),
G2 (case 3 and case 4): In G2, the CFOA utilizes case

3 along with case 4 (iridophores cells operators) to compute
new solutions centered upon the reflected light that is coming
as of the best solution together with the visibility of the
matching pattern [26]. These cases are regarded as a local
search, and they are calculated using equation (15) and (16)

R (q) = r ∗ bp (q) (15)

V (q) = v ∗ (bp (q)− G2 (p) .k (q)) (16)

G3 (case 5): In G3, the CFOA applies case 5 (leucophores
cells operator) as a local search to form a new solution via
reflecting light as of the region about the best solution along
with patterns visibility [27] that is computed as

R (q) = r ∗ G1 (q) .k (q) (17)

V (q) = v ∗
(
bp (q)− AV bp

)
(18)

where AV bp specifies the bp’s average value
G4 (case 6): In G4, case ‘6’ is used (leucophores cells oper-

ator) as a global search for an arbitrary solution via reflecting
the incoming light, which is evaluated in equation (12). The
CFOA pseudo-code is evinced in fig 3.

The outcome of the training contains ‘2’ classes centered
upon the heart condition of the patient as i) normal and
ii) abnormal. After training, the testing phase is performed.
The sensor device that is fixed on the patient simultaneously
transmits the sensor values. These sensor values are classified
and centered on the training results, that means the sensor
values as of IoT, are compared with the training phase’s
values. The system compares both values, furthermore, gives
the classified results. If the classified results of the patient

data are abnormal, then the system alerts the doctor for further
treatments.

Figure 3 exhibits the CFA pseudo code for getting the
optimized weight values of DLMNN. Initially, the weight
values of every neuron in the DLMNN are given as the input
to the CFA. In CFA, first, the populace initialization of F
elements is done withan arbitrary solution for performing
the optimization, and the fitness value is gauged for every
element in the populace. The element with the highest fitness
value is considered as the best, and it is kept in bp. After that,
the population is split into ‘4’groups, such as G1, G2, G3,
along with G4. Each group applies different cases to attain
the best solution. The average value of bp is computed if the
stopping conditions is not met and that computed average
value is saved AV bp in. For every constituent in G1, G2, G3,
G4, ’6’ cases are performed in total. For the entire constituent
in G1, cases 1 and 2 are applied and the solution is found.
Next for the constituent in G2, cases 3 and 4 are applied
and the solution is found. Similarly, for the constituent in
G3 as well as G4, cases 5 and 6 are implemented and the new
solutions are found. From those 4 solutions, the best solution
is finally derived centered on their fitness values, and that
is considered as an optimized one. Likewise, the iterations
will be continued to get optimized weight values aimed at the
entire neurons on the classifier.

IV. RESULT AND DISCUSSION
The proposed IoT based HD prediction system using
DLMNN is implemented in the working platform of JAVA.
In this phase, the performance rendered by the proposed
methods utilized in data compression (DC), disease predic-
tion, and data transfer is assessed by means of comparing the
proposed methods with the existing works regarding some
performance metrics. The meticulous explication of the pro-
posed methods’ analysis is evinced in the below sections

A. PERFORMANCE ANALYSIS OF DATA COMPRESSION
In the proposed work, the MHA is utilized in DC. Once the
patients upload their PHR in the hospital app or website,
each patient record is compressed and stored in a CS using
MHA. Here, the proposed MHA’s performance is weighted
against the existing Huffman algorithm in respects of the
compression time and compression ratio (CR).

The DC ratio is a gauge of the relative decrease in the size
of data representation that is generated by a DC algorithm.
This also labeled as compression power, which is evaluated
by dividing the uncompressed size by means of the com-
pressed size as

Cr =
Us
Cs

(19)

where
Cr−CR,
Us− Uncompressed file size
Cs− Compressed file size
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FIGURE 3. Pseudocode for CFA.

TABLE 2. Performance comparison of MHA and HA.

The performance analysis table for the proposed and exist-
ing Huffman algorithms is proffered in table 2.

Table 2 exhibits the performance comparison of the pro-
posed MHA with prevailing HA showing the compres-
sion time and CR. Totally ’5’ different kinds of file sizes
are taken for analyzing the MHA technique’s performance.

For the 5MB file, the proposed MHA takes 10224ms com-
pression time, but the prevailing HA takes 10324ms for
compressing the same 5MB file, which is higher than the
MHA. In the same way, the MHA and HA take 50785ms and
50887ms to compress the 25mb file. For both the file sizes,
MHA takes lesser time for compression when contrasted to
the existing HA, and for the remaining file sizes, such as
(10, 15, and 20MB), the compression time of MHA is lesser
than HA. By comparing the CR of two methods (MHA and
HA), it is inferred that the MHA gives the highest values for
the CR. For 5, 10, 15, 20, and 25MB files, the MHA gives
3.8892, 3.8901, 3.8904, 3.8907, and 3.8909 of CR whereas
the existing HA gives 2.45425, 2.6887, 2.5534, 2.7535, and
2.8843 of CR. For the best compression technique, the com-
pression time ought to be low and the CR should be high.
Both are achieved by MHA. So, from the comparison, it is
established that the proposed MHA works well for DC in the
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FIGURE 4. Comparison graph of the proposed MHA and existing HA.

HD prediction system. Table 1 could be graphically evinced
in figure 4.

B. PERFORMANCE ANALYSIS DATA TRANSFER
TECHNIQUE
The sensed data of the patient from the IoT device is securely
sent to hospital admin using the PDH-AES encryption tech-
nique to avert the data of the user as of various attacks.
Here, the proposed PDH-AES technique’s performance used
in secure data transfer is compared with the AES regarding
encryption time (Et ), security level (Sl), and decryption time
(Dt ), which is plotted as graph as evinced in figure 5. The Et
and Dt are calculated as follows

â Encryption Time (Et ) -Dt is the time taken by the encryp-
tion algorithm to generate a cipher text as of the plain
text. It is calculated by taking the difference betwixt the
encryption’s ending time and the encryption’s starting
times and is expressed as,

Et = Eet − Est (20)

where Eet denotes the encryption ending time, Est signi-
fies the encryption starting time.

â Decryption Time (Dt ) -Dt is computed by taking the
difference of the decryption’s ending and starting times

135794 VOLUME 8, 2020



S. S. Sarmah: Efficient IoT-Based Patient Monitoring and Heart Disease Prediction System Using DLMNN

FIGURE 5. Comparison graph for PDH-AES and AES techniques.

and is expressed as,

Dt = Det − Dst (21)

where Det denotes the decryption ending time and Dst
implies the decryption starting time.

Figure 5 contrasts the PDH-AES encryption technique’s
performance with the AES technique concerning (a), Et
(b) Dt , and (c) Sl . The Et and Dt varies centred upon the
number of data of the IoT device. Totally 500 numbers of
data are taken for this comparison. For 100 numbers of data,
the PDH-AES takes 2000ms for encrypting the data, but the
existing AES gives 2043ms ofEt which is slightly bigger than
the PDH-AESmethod. The same data can be decrypted using
the PDH-AES and AES techniques, and these techniques
give 1964ms and 1943ms for Dt . Similarly, for 200 nodes,
the exiting AES takes 2018 and 1988 for encrypting along
with decrypting the data, which is high when compared to
proposed PDH-AES (Et =2001, and Dt = 1943). When
comparing the remaining numbers of data (300, 400, and
500), the proposed PDH-AES takes lesser Et and Dt than
AES. The proposed PDH-AES attains the topmost security
(95.87%) than the existing AES (92.54%). So, the PDH-AES
method performs well for data transfer in a more secure
manner.

C. PERFORMANCE ANALYSIS OF DISEASE
PREDICTION SYSTEM
Here, the DLMNN classifier’s performance for DPS is
weighted against the existing artificial neural network (ANN)
concerning sensitivity, accuracy, specificity, along with
f-measure, which is exhibited in the below figures. The per-
formance measure values are measured in (%), and they are
varied centred on the total data. Thesemeasures are computed
based on ‘4’ values: True positive (tp), false Positive (fp), True
Negative (tn), along with False Negative (fn) where, tp is the
number of normal classes correctly classified, tn implies the
number of normal classes wrongly classified as an abnormal,
fp signifies the correctly classified abnormal classes, and tn
implies the total abnormal classes incorrectly categorized as
a normal. The metrics are evaluated as,

Sn =
tp

tp+ fn
(22)

St =
tn

tn+ fp
(23)

Ay =
tp+ tn

tp+ tn+ fp+ fn
(24)

Fm = 2.
pr .re
pr + re

(25)

where Sn, St ,Ay and Fm indicates the sensitivity, specificity,
accuracy, and f-measure metrics. pr and re represent the
precision as well as recall that can be computed as

pr =
tp

tp+ fp
(26)

re =
tp

tp+ fn
(27)

Figure 6 compares the DLMNN’s performance with ANN
concerning sensitivity. 100 to 500 data are considered for this
comparison, and the sensitivity is measured for each set of
data. For both 100 and 200 data, the existing ANN gives a
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FIGURE 6. Sensitivity comparison of the proposed and existing
techniques.

FIGURE 7. Specificity comparison of the proposed and existing
techniques.

sensitivity of 83.3333 whereas the proposed DLMNN gives a
sensitivity of 92.5925 and 93.75. Here, the DLMM attains the
topmost sensitivity. Similarly, when comparing the outcomes
of existing ANN and proposed DLMNN for the remaining set
of data, such as (300, 400, and 500), the DLMNN gives the
highest sensitivity measure that shows the excellent perfor-
mance rendered by the proposed classifier.

Figure 7 depicts the specificity values attained by the
DLMNN and ANN. For 100 and 200 numbers of data,
the existing ANN gives 77.5 and 85 specificity whereas
the DLMNN gives 91.3043 and 92.5, which is above the
ANN. Similarly, for the remaining data, such as (300 to
500), the DLMNN gives the topmost specificity measure. So,
from the comparison, it is perceived that the DLMNN classi-
fier acquires greater performance concerning the specificity
measure.

Figure 8 exhibits the accuracy performance graph for the
proposed and exiting techniques, which is computed for total

FIGURE 8. Accuracy comparison of the proposed and existing techniques.

FIGURE 9. Performance comparison of DLMNN with ANN.

500 data. For 100 nodes, the existing ANN achieves the
average accuracy of 81 but the proposed DLMNN acquires
the topmost accuracy of 92. The accuracy percentage grad-
ually increases when the number of nodes increases. When
considering the highest number of nodes (500), the accuracy
of DLMNN is 96.8 but the ANN gives 94.6. The ANN also
gives better values for all nodes, but when comparing with the
proposed DLMNN, the ANN gets the lowest performance.
So, from this comparison, it is known that the proposed
DLMNN achieves the highest accuracy for predicting the
heart condition of the patient when contrasted with ANN.

Figure 9 illustrates the DLMNN’s performance with ANN
concerning f-measure. For 100 numbers of data, the DLMNN
gives 92.5925 for f-measure, which is higher than the exist-
ing ANN’s f-measure (84.0336). For 500 numbers of data,
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DLMNN gives 98.2532 for f-measure, but the ANN tech-
nique is 97.0873. For the remaining 200, 300, as well as
400 numbers of data, ANN gives the lowest performance
when weighed against DLMNN. So, from the comparison
of all measures, the sensitivity, specificity, f-measure, along
with accuracy, it is stated that the DLMNN classifier provides
better results for predicting HD contrasted with the ANN.

V. CONCLUSION
Here, a technique to detect HD is proposed using theDLMNN
classifier. The experiment’s outcomes are evaluated for pro-
posed and existent methods. Three comparisons have been
made for the proposed methods utilized in DC, data transfer,
and disease prediction. The proposed MHA utilized in DC
gives the highest values of CR and takes lesser time for
DC. The PDH-AES technique utilized in secure data transfer
achieves the best results, which offer the highest level of
security (95.87%), and the lowest time aimed at encryption
along with decryption. Finally, the DLMNN aimed at disease
prediction provides the highest level of sensitivity, accuracy,
specificity, together with f-measure in disease prediction.
Using this IoT-centred DLMNN classifier, the HD of the
patient can be identified more accurately. If the heart con-
dition of the patient is identified as abnormal, then further
treatment will be rendered to the patient immediately by the
doctor.
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