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ABSTRACT Estimating the correct respiratory rate (RR) is an essential technique for intensive care units,
hospitals, geriatric hospital facilities, and home care services. Capnography is a standard methodology
used to monitor carbon dioxide concentrations or partial pressures of respiratory gases to provide the
most accurate RR measurements. However, it is inconvenient to use and has been primarily used while
administering anesthesia and during intensive care. Many researchers now use electrocardiogram signals
to estimate RR. Despite the recent developments, the current hospital environments suffer from inaccurate
respiratory monitoring. While various machine learning techniques, including deep learning, have recently
been applied to the medical processing sector, only a few studies have been conducted in the field of
RR estimation. Therefore, using photoplethysmography, machine-learning techniques such as the ensemble
gradient boosting algorithm are being employed in RR estimation. Multi-phases are used based on various
feature extraction and selection methodology to improve the performance for RR estimation. In this study,
the number of ensembles is increased, and the proposed ensemble methodology is effectively learned to
estimate the RR. The proposed ensemble-based gradient boosting algorithm are compared with those of
ensemble-based long-short memory network, and ensemble-based supported vector regression techniques,
3.30 breaths per min (bpm), 4.82 bpm and 5.83 bpm based on mean absolute errors. The proposed method
shows a more accurate estimate of the respiration rate.

INDEX TERMS Respiration rate estimation, gradient boosting algorithm, ensemble methodology, photo-
lethysmography signals.

I. INTRODUCTION
Respiratory rate (RR) is one of the four most significant
physiological signs that represent the critical functional state
of a human body and can often be used to predict symptoms of
serious illnesses; the other three being blood pressure, body
temperature, and uncontrolled heart rate [1-3]. According to a
report in [4], a rapid increase in respiratory activity is a crucial
indicator of cardiac arrest in hospital wards. Capnography
has been known to provide the most precise RR measure-
ments by monitoring the concentration or partial pressure
of carbon dioxide in respiratory gases [3]. However, owing
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to the inconvenient procedure, it is primarily used while
administering anesthesia and during intensive care. Currently,
the electrocardiogram signal has been used in various ways
to quantify effects of breathing. The well-known respiration-
related effect is its influence on the variability of heart rate
such as respiratory sinus arrhythmia [5]. However, for this
work, we are interested only in the respiration rate estimation.
Several notable methods have been devised to measure res-
piratory rate from the pulse oximeter signal [6]–[10]. Thus,
pulse oximetry has become an affordable solution for RR
estimation. Based on the principle of photoplethysmography
(PPG) [3], it is feasible to estimate the level of oxygen sat-
uration (SpO2) in a person by measuring the attenuation of
light passing through the tissues in fingers or earlobes [11].
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The PPG signal is divided into a series of peaks and troughs,
which is well represented in the time domain. It uses tech-
niques such as baseline modulation, amplitude modulation,
and frequency modulation methods [12]. These algorithms
for estimating RR from PPG signals have been developed
based on signal processing techniques such as sparse sig-
nal reconstruction, continuous wavelet transform [13], and
employing an autoregressive model [14]. In addition, sparse
signal reconstruction and spectral fusion have been proposed
to obtain sparse representations of PPG signals in the spectral
domain [15]. P. S. Addison et al. developed a continuous
wavelet transform [13]. This method estimates the RR in
a PPG signal window. However, for this spectral domain
method, they hold windows as a whole and neglect the irreg-
ularities in the region [3]. Notwithstanding, the spectrum
domain technology can degrade the performance if respira-
tory modulation changes within the window, or only a part of
the window is disturbed.

Recently, various technologies based on PPG signal have
been applied to RR estimates [13], [16], [17]. However, a few
machine-learning algorithms have been used to estimate RR
[18], [19]. Vital signs estimation, including RR using gener-
ative boosting based on the long short-term memory network
(LSTM), was introduced by Liu et al. [19]. LSTM is basically
a nonlinear time series model that learns nonlinearity from
input features. However, these will not work well with a
small number of input features because they need to learn
nonlinearity, and the training time will be much longer than
looking for the linear regression trees. Also, the regression
trees can create over-fitting that does not generalize the data
well. Greedy algorithms cannot guarantee the return of a
globally optimal regression tree, and regression trees can
create biased trees if some classes dominate [20]. Meanwhile,
the support vector machine (SVM) was used as one of the
most successful machine learning algorithms. The nonlinear
function (SVM) is mapped to the derived feature space of the
high-dimensional kernel using the linear learner [21]. SVM
is more effective when the number of dimensions is higher
than the number of samples. The RR measurement system
was developed using an SVMbased on the accelerometer sen-
sor [22]. However, SVMwas not applied to the RR estimation
using the PPG signal. Therefore, LSTM and SVM regres-
sion (SVR) models are used to compare with the proposed
method.

In this regard, it aims to devise a solution to the above
case, such as the small number of input features and the
over-fitting problems. The ensemble-based gradient boosting
algorithm (EGBA) based on regression trees with convolu-
tional kernels are applied for RR estimation. The proposed
regression trees based on insufficient PPG data have fewer
computational requirements, fewer parameters, and are user-
friendly. Besides, multi-phases are used based on various
feature extraction and selection methodology to improve
the performance for RR estimation. In particular, features
are extracted from various methods such as the autore-
gressive (AR) modeling [23], wavelet packet entropy [24],

multifractal wavelet leaders (MWL) [25], and maximal over-
lap discrete wavelet transform (MODWT) [26], [27]. These
techniques can be used to extract important features from
insufficient PPG signals. Then, feature selection techniques
are also used to select high-weighted feature vectors from
among various features. As a result, the number of ensembles
was increased, and the proposed EGBA efficiently learned to
estimate the RR. As per the authors’ knowledge, the proposed
technique is one of the first studies conducted based on
EGBA with the wavelet transformed domain and the autore-
gressive (AR) modeling for RR estimation. The proposed
technique shows the estimation of human RR signals based
on EGBA. This study can contribute to field of RR estimation
in the following ways:
• It offers a novel method for RR estimation using the
EGBA from insufficient PPG measurement data.

• Multi-phases are used based on feature extraction and
selection methodology. In detail, features are extracted
from various methods such as the autoregressive (AR)
modeling [23], wavelet packet entropy [24], multifrac-
tal wavelet leaders (MWL) [25], and maximal over-
lap discrete wavelet transform (MODWT) [26], [27]
to solve insufficient data. Then, feature selection tech-
niques are used to choose high-weighted feature vectors
from among various features.

• From the computational aspect, it provides a higher
approximation of the target RR than any of the previ-
ously used single estimators, because it drives the local
search from parameters through a base-learner.

• From a statistical point of view, the proposed methodol-
ogy finds a superior estimator and mitigates the risk of
selecting the wrong estimator.

• The LSTM [19] and SVR [22] algorithms are used as
benchmark models to show a comparative evaluation of
the proposed method.

The study is organized as follows. In Section II, data
collection, feature extraction, and feature selection from
PPG signals are represented. The proposed ensemble
based GBA (EGBA) is presented in Section III. Section IV
describes the experimental scenario, a statistical test, and
results. Section V discusses the results. The conclusion is
presented in Section VI.

II. METHODS
A. DATA COLLECTION AND PREPROCESSING
In this paper, the PPG data were collected by the synthetic
dataset derived from peterhcharlton.github.io.1 The PPG sig-
nals were routinely utilized in medical practice to estimate
RR, blood pressure (BP), heart rate (HR), and SpO2. The
pre-processing stage derived a respiratory signal from the
raw PPG signal. In the first step, varying high frequen-
cies were removed using Kaiser window low-pass filters
with – 3dB cutoffs of 35 Hz. In the second step, the PPG
signal was divided into pulses using an incremental-merge

1(http://peterhcharlton.github.io/RRest/synthetic dataset.html) [30]
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segmentation (IMS) method [28]. In particular, IMS
generated pulse amplitude, the maximum and minimum
intensity of each pulse, and pulse period. The signals of
irregularly were resampled to 5 Hz using linear interpola-
tion [28]. Finally, very low frequencies were removed using
Kaiser window high-pass filters with – 3dB cutoff frequency
of 4 breaths per minute (bpm). After pre-processing, the
PPG waveforms were obtained from the raw PPG signals,
as shown in Fig. 1, where top panel (a) denotes an example
of lowRR (4 bpm), and bottom panel (b) indicates an example
of high RR (42 bpm), respectively. Here, the higher the bpm
signal, the more frequent the signal peak change.

FIGURE 1. Top panel (a) denotes an example (4 bpm) of RR for the first
subject and bottom panel (b) denotes the 42 bpm of RR for the 20th
subject from PPG signals.

Afterward, the PPG signal was dimensionally reduced by
transforming the PPG signals into a much smaller set of
features such as autoregressive (AR) coefficients, Shannon
entropy, wavelet leaders, and maximal overlap discrete
wavelet transform (MODWT) as shown in Fig 2. Each
feature set was parallel concatenated, and then the feature
set was selected using a neighborhood component analysis
(NCA) [29]. A set of synthetic datasets consisting of breath-
ing signals obtained was based on PPG and RR reference
data received from 192 records (192 adult subjects). The
PPG database was composed of 192 records, where each
record was 210 (s), and 500Hzwas used for sample frequency
(Fs). Therefore, 105,000 samples were prepared for each
subject. The RR values were determined based on the average
time between consecutive breaths in each window. Repetitive
experiments were conducted to estimate RR by varying the
window size between 16, 32, and 64 s. 32 s window size
with the best performance was then selected for the proposed
algorithm [30] and [31], which indicated that the RR estimate
was based on a 32 s window and was updated every 3 s. This
was because the minimum detectable RR for [28] for 32 s
was 3.75 (bpm) and the window need to contain signals
of at least two cycles so that at least two peaks could be
observed [15].

B. FEATURES EXTRACTION BASED ON WAVELET
TRANSFORM
Features can be extracted from the wavelet transformed
domain and the autoregressive (AR) modeling [23] using
the segment PPG signals. Wavelet transformation has been
widely used to compensate for the shortcomings of Fourier
transform, as it allows the analysis of information on time
and frequency axes. The characteristics of this method are
used to extract important features from various time-series
data. This study uses a parallel combination of autoregres-
sive (AR) modeling [23], wavelet packet entropy [24], mul-
tifractal wavelet leaders (MWL) [25], and maximal overlap
discrete wavelet transform (MODWT) [26], [27] as shown in
Fig 2.

1) AR MODELLING [23]
The signal x(t) at time index t is described as a linear com-
bination of p preceding values of the same signal. The AR
process is defined as

x(t) =
p∑

n=1

a(n)x(t − n)+ e(t) (1)

where a(n) denotes the nth coefficient of the AR model, e(t)
denotes a white noise with zero mean, p denotes the AR
order, respectively. Note that we use the 4-AR model order,
which provides the best fit for PPG signals in a similar RR
estimation. The AR model order is selected based on the
minimum order to obtain a fitness for each subject [32]. The
AR parametric coefficients based on Burg’s algorithm [23]
are used as features to estimate RR.

2) WAVELET PACKET ENTROPY [24] AND LEADERS [25]
Although WT coefficients represent the local characteristics
of PPG signals, the number of such coefficients is generally
too large to be used as features for direct estimation. There-
fore, for a better estimate, it is necessary to generate some
high-level characteristics from these coefficients. Shannon
entropy is a method to measure the uncertainty of the infor-
mation in each system, which is typically used in signal
processing. In this work, the Shannon entropy is obtained
using the maximal overlap discrete wavelet packet transform
(MODWPT) [24]. The wavelet packet decomposition for the
signal x(t) is recursively defined as

w0,0 = x(t)
wi,2j−1(t) =

√
2
∑

k hi(k)wai−1,j(2t − k)
wi,2j(t) =

√
2
∑

k lo(k)wai−1,j(2t − k)

(2)

where hi(k) and lo(k) denote high-pass and low-pass filters,
respectively, and wi,j denotes the reconstruction coefficients
of wavelet packet decomposition at the ith level for the jth
node. Therefore, the Shannon entropy is calculated based on
energy follow equations:

Eni,j,k = ‖wi,j,k‖2 (3)
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FIGURE 2. Block diagram for RR estimation using the proposed ensemble-based GBA (EGBA).

where Eni,j,k denotes the wavelet energy and k denotes the
index of the coefficient. Therefore, the entire energy of the
ith level at the jth node is computed as

Eni,j =
K∑
k=1

Eni,j,k (4)

where K denotes the number of corresponding coefficients
in the node. The probability of the kth corresponding coeffi-
cients is calculated as

Pri,j,k =
Eni,j,k
Eni,j

(5)

where the sum of the probabilities Pri,j,k denotes one. Thus,
the Shannon entropy is calculated using the probability dis-
tribution of energy [33] as

Sei,j = −
K∑
k=1

log(Pri,j,k ) · Pri,j,k (6)

TheMWL is calculated based on the wavelet leaders obtained
using the biorthogonal spline wavelet filter [25] that can
accurately measure the multifractal spectrum over its full
range.

[cum, ho] = MWL(x) (7)

where cum denotes the first three cumulants characterizing
the local maximum of the singularity spectrum, ho is holder
exponents.

3) MODWT [27]
In this study,MODWT is also used to replace discrete wavelet
transformations (DWT) with shortcoming length limits. Spe-
cially, the DWT that requires N = 2j where j denotes a
positive integer. In contrast, the MODWT method has no
limitations on the length of the data and can also be useful
in decomposition time series data with a constant number
of counts on each scale. The MODWT wavelet filter w̃j,l
and scaling filter s̃j,l are computed as w̃j,l = wj,l/2j/2 and
s̃j,l = sj,l/2j/2, where wj,l and sj,l denote the DTW wavelet
filter and scaling filter, respectively. In this study, MODWT
allows us to discriminate patterns of multivariate PPG signals
from relationships between them based on the variability of
individual components of each PPG signal. Totally, we obtain
279 features: 48 AR features (6 coefficients per segment),
192 Shannon entropy (24 features per segment), 24 fractal
estimates (3 per segment) acquired using the MWL [25],
and 15 wavelet variance estimates.

C. FEATURE SELECTION BASED ON NEIGHBORHOOD
COMPONENTS
In this study, neighbor component analysis (NCA) was used
to select the high weighted feature vectors in 279 features
[29]. Feature weights were learned by a diagonal adaptation
of NCA. It learns a feature weighting vector by minimizing
an objective function that measures the average leave-one-
out regression loss over the training data. The NCA performs
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modified feature selection for regression. A set of training
samples can be written as S = {(x1, y1), . . . , (xN , yN ), i =
1, . . . ,N }. In this case, the goal was to estimate the target
vector y given the training set S, where xi ∈ RP and N denote
the number of samples. A randomized regression model was
used that randomly selected a point (Rf(x)) in S as the ref-
erence point for x. The reference point was chosen to be the
nearest neighbor of the new point x. Here, the target value
was set at x equal to the target value of the reference point
(Rf(x)) [29]. If xj was closer to x measured by the distance
dw =

∑P
l=1 w

2
l |xil − xjl |, the probability P(Rf(x) = xj|S),

that point xj was selected in S as the reference point for
x was higher. Here, wl denotes a feature weight with lth
feature. It was assumed that P(Rf(x) = xj|S) ∝ ϑ(dw(x, xj)),
where ϑ(z) = exp(−z/σ ) denotes a kernel function, and the
kernel width σ denotes an input parameter that influences
the probability of each point being chosen as the reference
point [29]. Hence, the probability P(Rf(x) = xj|S) can be
represented as

P(Rf(x) = xj|S) =
ϑ(dw(x, xj))∑N
j=1 ϑ(dw(x, xj))

(8)

We consider the leave-one-out regression, that is, estimation
the response for xi based on the data in S−i, the training set S
excluding the point (xi, yi). The probability of the point xj is
selected as the reference point for xi is written as

pi,j = P(Rf(xi) = xj|S−i) =
ϑ(dw(xi, xj))∑N

j=1,j 6=i ϑ(dw(xi, xj))
(9)

�i = E(�(yi, ŷi)|S−i) =
N∑

j=1,j 6=i

pi,j�(yi, yj) (10)

where � denotes the object function that measures the dis-
agreement between ŷi and yi. Therefore, the object function
with adding the regularization parameter ϕ for minimization
is follow:

f (w) =
1
N

N∑
i=1

�i + ϕ

P∑
l=1

w2
l (11)

After the NCA, the dimension of feature vectors can be
significantly reduced from 279 to 13 as shown in Fig. 3.
Then, we use a general normalization approach to restrict the
interval of the allowed features to lie in between theminimum
and maximum.

D. BENCHMARK MODELS
Four benchmark models using machine learning and deep
learning to demonstrate the effectiveness of EGBA are rep-
resented as follow.

1) SVR [21] AND ENSEMBLE-BASED SVR (ESVR)
Recently, SVR is considered as one of the most successful
machine-learning algorithm [21]. The essence of SVR is to
map data into a high-dimensional feature space using a non-
linear relationship and then perform linear regression within

FIGURE 3. Features selection performed using a neighbor component
analysis [29].

the space. ESVR is designed to make a balanced comparison
with the proposed EGBA.

2) LSTM [19] AND ENSEMBLE-BASED LSTM (ELSTM)
LSTM is capable of learning and remembering over a long
sequence of inputs [19]. Therefore, it can overcome the issue
of vanishing gradient through memory blocks, which makes
LSTM extremely suitable for time-domain data estimations.
ELSTM is also constructed to make a balanced comparison
to the proposed EGBA.

III. ENSEMBLE-BASED GRADIENT BOOSTING
ALGORITHM (EGBA)
A. ESTIMATION FUNCTION
Given machine-learning, supervised learning is a powerful
constraint for researchers because appropriate target values
have to be provided for the data [34]. Therefore, input data
and target data need to be prepared as (xi, yi)Ni=1. The goal was
to acquire an estimate F∗(x) ≈ y and minimize the expected
value of the specified cost function �(y,F(x)), given as

F∗(x) = argmin
F(x)

�(y,F(x)) (12)

where F∗(x) denotes a boosting approximate which is cal-
culated by F(x) =

∑M
m=0 αmh(x, am), here h(x, am) denotes

a base-learner, αm are the coefficients, and am denote the
parameters. Target data is a continuous variable, i.e., y ∈ R,
we use classical cost function.

(αm, am) = argmin
α,a

N∑
i=1

�(yi,Fm−1(xi))+ αh(xi, a) (13)

Fm(x) = Fm−1(x)+ αmh(x, am) (14)

where a step-size α is specified in each iteration and am is the
mth incremental step of the parameter. In general, given cost
function �(y, f (x)) and a base-learner h(x, am), it is difficult
to obtain the parameter estimates. Therefore, we can use the
negative gradient {gm(xi)}Ni=1 as

−gm(xi) = −[
∂�(yi,F(xi))
∂F(xi)

]F(x)=Fm−1(x) (15)
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TABLE 1. Ensemble-based GBA (EGBA).

Here, h(x, a) is the most correlated with−gm in terms of data
distribution. Hence, we can solve as

am = argmin
α,a

N∑
i=1

[−gm(xi)− αh(xi, a)]2 (16)

Here, the constrained negative gradient h(xi, a) is utilized in
place of the −gm(xi) in the steepest-descent strategy. Thus,
(13) can be defined as (17).

βm = argmin
β

N∑
i=1

�(yi,Fm−1(xi)+ βh(xi, am)) (17)

The approximation can be updated as

Fm(x) = Fm−1(x)+ βmh(x, am) (18)

A regression tree is one of the most used machine-learning
methods for generating tree-like structures, where each
internal node denotes a feature test, each branch is one of
the possible test results, and each node denotes a regres-
sion. Regression trees are for dependent variables that take
continuous values, with prediction error typically measured
using the squared difference between the observed and the
predicted values [20], [35]. Here, the EGBA that is used with
regression trees [35] to improve the performance of the GBA
model [34] has been introduced. The input features are given
by (X,Y ), where X and Y denote the input matrix and the
output vector, respectively. The aim of the proposed tech-
nique is to obtain multiple estimates as {F1(x), . . . ,FM (x)}
to overcome the unstable estimations such as high variance
and bias of error. The ensemble estimators can be provided
in Line 10 of Algorithm 1. First, the building of regression
trees to optimize the GBA has been shown [20], [34]. Then,
the process to learn the relevant features while growing the
trees has been described.

B. CONVOLUTION KERNELS FOR TRAINING
The parameter space of the GBA was not as practical as the
grid search [20]. Therefore, we use a kernel in a close form

TABLE 2. Split training.

that can handle parameters of a large size. Typically, the GBA
searches through the sets of basic learners that rely on a fixed
set of features. It chooses hj that minimizes at each iteration j

hj = argmin
h

N∑
i=1

wji[h(xi)− θ
j
i ]
2 (19)

where wji denotes a weight, and θ
j
i denotes a response value

calculated by differentiating the cost function�. Basic learn-
ers, that were regression trees, using convolutions of x with a
set of learned convolution kernels 8j, were used. Thus, hj(x)
was rewritten as9(x,8j, δj), where δj was the tree parameter
[20]. The tree training phase was performed one split at a
time, as in [36]. The split consisted of a validation function
v(·) ∈ R, a threshold τ , and return parameters ζ1 and ζ2.
Therefore, the estimation function can be defined as

p(·) =

{
ζ1 ifv(·) < τ

ζ2 otherwise
(20)

The optimal split was detected by minimizing at iteration j,
given v(·)∑

i|v(xi)<τ

wji
(
θ
j
i − ζ1

)2
+

∑
i|v(xi)>τ

wji
(
θ
j
i − ζ2

)2 (21)

where τ , ζ1, and ζ2 were detected using an exhaustive
search [36]. Here, the validation function v(xi) = φT xi that
performs based on the results of xi and a kernel φl , was
used. The split training involved searching for a kernel φ, leaf
parameters ζ1 and ζ2, and split threshold τ that minimized
(21) based on v(xi). First, a set of kernel candidates was built;
then, for each candidate, the optimal threshold τ was detected
using an exhaustive search [36]. For a specified kernel φ and
threshold τ , the optimal values for ζ1 and ζ2 were then found
as the weighted average of θ ji values of xi samples on the
corresponding side of the split [20].

To facilitate the operation, the kernel φ was limited to
square windows within x. This is more common than most
previous methods. The dimensionality of the problem was
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TABLE 3. The parameters were summarized for methodologies.

reduced, and it allowed the divisions to focus on regional
features [20]. An operator Wc,a(xi) that returned the pixel
values of x in vector form within a square window centered at
c on side length a, was introduced. The criteria in (19) were
as follows:

N∑
i=1

wji

(
φTWc,a(xi)− θ

j
i

)2

(22)

where φ was limited to a square window parametrized by c
and a. Considering c and a, the optimal φ can be calculated in
closed form by solving the least squares problem in (22). Two
improvements, regularization and splitting the training set,
were introduced to prevent over-fitting. In the criteria given
in (22), the term regularization was used to prefer a smooth
kernel as∑

i

wji

(
φTWc,a(xi)− θ

j
i

)2

+ ρ
∑

(m,n)∈N

(
φm − φn

)2

(23)

where, (m, n) ∈ N denotes an index pair corresponding to
the neighboring pixels and φm denotes themth pixel of kernel
φ. The second term of (23) imposes a smooth kernel that is
controlled by ρ ≥ zero. Note that (23) can be minimized in a
closed form using least squares. The recursive splitting step
of Algorithm 2 then produces regression trees that are utilized
as the base learner in GBA [20].

IV. EXPERIMENTAL RESULTS
A. STATISTICAL TEST
The first step was to extract the breathing signal from the
raw PPG signal. This step removed very low frequencies
from the PPG signal. A wide range of existing wearable
sensors and smart devices use PPG signals. Three types of
modulations, as the baseline wander (BW), the amplitude
modulation (AM), and the frequency modulation (FM), were
observed [30]. Only AM type data was used because of its
higher performance and simple structure [30]. Consequently,
RR was estimated from the AM signals based on the PPG
data set. 192 AM signals were obtained; however, 64 AM
signals were excluded because these data had unmodulated
characteristics even after AM processing. Hence, AM signals

were used to develop the proposed algorithm. These signals
were separated sequentially into training data and test data;
90 signals were used as training data, and 38 signals were
used as validation data. Based on a custom breath detection
algorithm, reference RRs were computed from the oral-nasal
pressure signals [30].

TABLE 4. The complexity was compared in terms of running time
(training and testing at the number of ensemble (20) ) [37], where the
specifications of system are Intel R©Core(TM) i7-8700 CPU 3.20 GHz, RAM
32.0 GB, OS 64 bit, and Matlab R©2019 (The MathWorks Inc., Natick, Ma,
USA).

The configuration and parameter settings of the proposed
and the conventional methods are summarized in Table 3,
where the parameters were tuned to the best performance
for each algorithm. The total running time was calculated
using MATLAB R©2019 [37]. The EGBA presented a lower
total running time than the ensemble-based LSTM (ELSTM)
algorithm, as shown in Table 4. The results to differentiate
LSTM and ELSTM techniques, are shown in the left columns
of Table 5; the results to differentiate LSTM with NCA and
ELSTM with NCA are summarized in the right columns
of Table 5; the results to differentiate SVR and ESVR are
represented in the left columns of Table 6; the results to dif-
ferentiate SVR with NCA and ESVR with NCA are shown in
the right columns of Table 6; the results to differentiate GBA
and EGBA are shown in the left columns of Table 7, and the
results to differentiate GBA with NCA and EGBA with NCA
are shown in the right columns of Table 7. Based on the results
of RR estimation, all algorithms were evaluated to verify the
mean absolute error (MAE), n−1

∑n
i=1 |ei|) and the standard

deviation (SD) of the MAE, as shown in Tables 5–7. These
results represent the average results of 10 experiments for
Ensemble (5)–Ensemble (20), respectively, where 10 denoted
the number of experiments. In Tables 5-7, the MAE and
SD results represent the average values of the ten tests. The
lower costs of SD and MAE showed higher performance
results. In addition, the Bland-Altman plots were used to
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TABLE 5. The RR estimation results obtained using LSTM [19] and ELSTM were calculated with the reference RR method to represent MAE and SD, where
the number in parentheses denotes the number of ensemble.

TABLE 6. The RR estimation results obtained using SVR [21] and ESVR were calculated with the reference RR method to represent MAE and SD, where the
number in parentheses denotes the number of ensemble.

TABLE 7. The RR estimation results obtained using GBA [34] and EGBA were calculated with the reference RR method to represent MAE and SD, where
the number in parentheses denotes the number of ensemble.

compare the performance of proposed EGBA methodology
to the reference RR (bpm), as shown in Figs. 7-8.

B. ANOVA TEST
The analysis of variance (ANOVA) test [38] was used to
efficiently evaluate and compare the performance of the pro-
posed EGBA with GBA, LSTM, ELSTM, SVR, and ESVR
algorithms. ANOVA is a statistical approach generally used
in all situations that require comparison between two or
more population means. That is, the hypothesis of interest in
ANOVA are as follow:

H0 : µ1 = µ2 . . . = µj, H1 : µ1 6= µ2 . . . 6= µj (24)

The null hypothesis in ANOVA is that there is no difference
in means. The alternative hypothesis is that the means are not
all equal. Hence, multi-comparison was used to determine the
results of the group average that were different from others.
One-way ANOVA is a simple and illustrative example of a
linear model, given eij = αj + εij. Here, it was assumed
that eij was the experimental result (MAEs) of the GBA,
EGBA, LSTM, ELSTM, SVR, and ESVR, where i = 10 was
the number of measurements, and j denoted the number of
groups.

V. DISCUSSION
This study presents a novel approach for estimating RR
from PPG signals. Based on the statistical tests, ELSTM was
compared to LSTM. MAEs and SDs were computed for five
categories, as shown in the left columns of Table 5. TheMAE
results of ELSTMs exhibited slightly higher performance
than LSTM, as shown in Table 5. This was assumed to be the
result of an over-fitting due to the reduction of NCA-based
input capabilities in complex ELSTM methods. In detail,
in ELSTMNCA, the input feature dimensions of ELSTM
were reduced from 279 to 13, which did not work well with

a small number of input feature dimensions. As shown in the
left part of Table 6, the MAE results of ESVRs did not exhibit
higher performance than those of SVR. Hence, these results
imply that, compared to the conventional SVR method,
ESVRs do not affect the performance. Even ELSTMs with
NCA (ELSTMNCA) were found to have lower performance
than ELSTMs. Even the ESVRs with the NCA (ESVRNCA)
were confirmed to have lower performance than the ESVRs.
This was due to overfitting as the input feature dimensions
decrease from 279 to 13, as shown in Table 6 and Fig. 4. The
MAEs in the left columns of Table 6 were directly consistent
with the boxplots in Figure 4 (a). Also, the MAEs in the
right columns in Table 6, were directly connected with the
boxplots in Figure 4 (b). In Fig. 4, plot (a) denotedMAEs and
SDs relative to the reference RR method obtained with the
SVR and ESVR, where the leftmost box denoted the result of
SVR, and the rest were the results of ESVR. Plot (b) indicated
MAEs and SDs relative to the reference RR method obtained
with the SVRNCA and ESVRNCA, where the leftmost box
denoted the result of SVRNCA, and the rest were the results
of ESVRNCA.

The proposed EGBA was compared with conventional
GBA. The MAE and SD were evaluated for five categories,
as shown in Table 7, where the numbers in parentheses denote
the number of ensembles. EGBA could be used as an effective
method to increase the number of ensembles, such as GBA,
EGBA (5), EGBA (10), EGBA (15), and EGBA (20). This
was because the MAEs of GBA, EGBA (05), EGBA (10),
EGBA (15), and EGBA (20) were 5.49, 4.73, 3.83, 3.65, and
3.30, respectively, as shown in Table 7. Here, GBA denotes
a single estimate. These results demonstrate that it is vital
to use the ensemble methodology for robust estimation of
RR. The MAEs in the left columns in Table 7, were directly
matched with the box plots in Figure 5 (a). The MAEs in the
right columns in Table 7, were directly connected with the
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TABLE 8. The result of ANOVA test was obtained from the GBA and EGBA.

TABLE 9. The result of ANOVA test was obtained from the LSTM and ELSTM.

TABLE 10. The result of ANOVA test was obtained from the SVR and ESVR.

FIGURE 4. Plots (a) and (b) denotes MAEs and SDs relative to the
reference RR method obtained with the SVR, ESVR, SVRNCA, and
ESVRNCA.

box plots in Figure 5 (b). In Fig. 5, plot (a) denoted MAEs
and SDs relative to the reference RR method obtained with
the GBA and EGBA, where the leftmost box denoted the
result of GBA, and the rest were the results of EGBA. Plot
(b) indicated MAEs and SDs relative to the reference RR
method obtained with the GBANCA and EGBANCA, where
the leftmost box denoted the result of GBANCA, and the
rest were the results of EGBANCA. In addition, the results
of EGBAs for the SD were provided, and it was confirmed
that there was a little uncertainty as the SDs obtained from
EGBAs were smaller than the SDs obtained from GBA. It is
evident that MAEs and SDs generally decreased as the num-
ber of ensembles increased from EGBA (05) to EGBA (20).
Therefore, EGBA estimates were found to represent higher
accuracy as the number of ensembles increased, as shown in
Table 7. However, the accuracies of the EGBA estimates were
almost similar in the number of ensembles (25) and above.
Furthermore, as indicated in Table 7, the SD of EGBA served
1.54 in Ensemble (5); however, decreased continuously to
0.12 in Ensemble (20), as the number of ensembles increased.

FIGURE 5. Plots (a) denotes MAEs and SDs relative to the reference RR
method obtained with the GBA, EGBA, GBANCA and EGBANCA.

Also, the variability SD of EGBANCA was found to be 1.01
in Ensemble (5); however, it decreased continuously to 0.08
in Ensemble (20), as shown in the last column of Table 7.
This means that the proposed EGBA provides more accurate
RR estimates than GBA, LSTM, ELSTM, SVR, and ESVR
methods, as shown in Tables 5–7.

Based on the results of the ANOVA test, the performance
of EGBA was analyzed. As shown in Fig. 5 (a), as the num-
ber of ensembles increased, the errors in EGBA decreased.
Table 8 shows the between-groups variation (Group) and
within-groups variation (Errors), where SS denotes the sum
of squares, and df is the degrees of freedom. The total degree
of freedom is the total number of measurements (MAEs)
minus one, which denotes 49 (= 50-1). The between-groups
degrees of freedom are the number of groups minus one,
which denotes 4 ( = 5-1). MS denotes the mean squared
error, which denotes SS/df. The F-statistic denotes the ratio
of the mean squared errors (7.954/0.696). The p-value,
1.742 e− 06, denotes the probability that the test statistic
can obtain a value greater than the value of the calcu-
lated test statistic, i.e., P(F > 11.43). The small p-value,
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FIGURE 6. Plot (a) denotes MAEs and SDs relative to the reference RR
method obtained with the LSTM and ELSTM, LSTMNCA and ELSTMNCA.

FIGURE 7. The Bland-Altman denotes comparing the performance
between the EGBA (a) and ELSTM (b).

1.742 e− 06 < (α = 0.05), shows that differences between
group means are significant. Namely, the MAE of the first
column GBA, MAE of the second column EGBA (5), MAE
of the third column, MAE of the fourth column, and MAE
of the last column EGBA (20) are different, as shown in
Tables 7 and 8. As shown in the right part of Table 7,
MAEs of EGBANCAs [29] was 3.05, 3.22, 2.82, and 2.88 for
Ensembles (5), (10), (15), and (20), respectively. These
results are more accurate than the result of MAEs (4.93) of
GBAwith NCA (GBANCA). Here, the p-value, 7.999 e− 12
was less than the significant value (0.05) in the last col-
umn of Table 8. The MAE of GBANCA, MAE of the
EGBANCA (5), MAE of the EGBANCA (10), MAE of the
EGBANCA (15), and MAE of the EGBANCA (20) are also
different, as denoted in Tables 7 and 8. Furthermore, the
performance of the proposed EGBA was higher compared
to the ensemble-based LSTM (ELSTM) approach. MAEs of
the EGBA (5), (10), (15), and (20) were 4.73, 3.83, 3.65, and

FIGURE 8. The Bland-Altman denotes comparing the performance
between the EGBA (a) and ESVR (b).

3.30, respectively, as shown in Table. 7. It was confirmed that
the MAEs for the proposed EGBAs were lower than those
for LSTM, ELSTM, SVR, and ESVR methods, as shown in
Tables 5–7. As shown in Fig. 5 (a) and (b), the EGBAs and
EGBANCAs resulted in lowerMAEs for Ensembles (5), (10),
(15), and (20), compared to the ELSTMs and ELSTMNCAs
algorithms in Fig. 6 (a) and 6 (b). In addition, the perfor-
mances of EGBANCAbyMAEbetween the estimated results
in Fig. 5 (b) and reference measurements were higher to those
obtained with ELSTMNCA as shown in Fig. 6 (b). These
results indicate a higher performance than benchmark algo-
rithms. Therefore, it can be concluded that EGBA decreases
uncertainty, such as SD andMAE, and increases performance
reliability.

Moreover, the performance between the EGBA and
ELSTMmodels using the Bland-Altman plots was expressed,
as shown in Fig.7 (a) and (b). The limits of agreement (see
horizontal lines in Fig. 7) that we used were MAE ± 2 ×
SD for plot; most black asterisks lie within the limits of
agreement. The bias (see horizontal central lines) for the
plots were small (≤ ± 1.0 bpm). The result of Fig.7 (a) was
slightly closer to the centerline than the result of Fig. 7 (b).
Figure 7 well shows an exemplary result corresponding to the
third column in Table 5 (ELSTM) and in Table 7 (EGBA).
The performance between the EGBA and ESVR models was
also compared using the Bland-Altman plots as shown in
Fig. 8 (a) and (b). Hence, from the results of overall evalu-
ation, we show that performance of proposed EGBA model
is as accurate as those obtained using the ELSTM and ESVR
models.

VI. CONCLUSION
In conclusion, this study proposes a novel method using
the EGBA for RR estimation using insufficient PPG signal
data. Multi-phases based on feature extraction and selection
methodology were used to choose the high weighted feature
vectors. The primary contribution of this study is the use of
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EGBA to achieve higher accuracy and stability. The proposed
EGBA with a small sample acquired lower SDs and MAEs
for RR estimation compared to the LSTM, SVR, ELSTM,
and ESVR methods. The proposed EGBA scheme lowers the
SDs of MAEs for RR estimation as opposed to single GBA
estimators. The multi-phases based on feature extraction and
selection methodology are expected to be suitable for the
proposed EGBA. Therefore, this study provides a method to
increase the accuracy in RR estimation and offers a solution
that can reduce estimation errors such as MAEs and SDs.
Based on the MAEs, the best result of proposed EGBA was
3.30 bpm, those of the ELSTM was 4.82 bpm, and those of
the ESVR technique was 5.83 bpm, respectively. Additional
experimental tests will be performed on a new subject pop-
ulation in the future. Moreover, since the proposed EGBA
is time-consuming when compared with the single GBA,
optimization can be further used to simplify the enhance the
efficiency of the EGBA estimator.
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