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ABSTRACT Feature selection has gained much consideration from scholars working in the domain of
machine learning and data mining in recent years. Feature selection is a popular problem inMachine learning
with the goal of finding optimal features with increase accuracy. As a result, several studies have been
conducted on multi-objective feature selection through numerous multi-objective techniques and algorithms.
The objective of this paper is to present a systematic literature review of the challenges and issues of the
multi-objective feature selection problem and critically analyses the proposed techniques used to tackle this
problem. The conducted review covered all related studies published since 2012 up to 2019. The outcomes
of the reviewed of these studies clearly showed that no perfect solution to the multi-objective feature
selection problem yet. The authors believed that the conducted review would serve as the main source of
the techniques and methods used to resolve the problem of multi-objective feature selection. Furthermore,
current challenges and issues are deliberated to find promising research domains for further study.

INDEX TERMS Feature selection, multi-objective optimization, classification, systematic literature review,
optimization, benchmark, heuristic.

I. INTRODUCTION
The problems used by machine learning techniques usually
have a lot of features. Hence, It is difficult to find an optimal
set of feature and omit redundant ones. In any dataset, some
of the features are unimportant due to the existence of redun-
dancy and irrelevancy of these features. Hence, considering
such features is not beneficial and typically lead to poor
classification accuracy. Therefore, feature selection seeks to
enhance classification efficiency by selecting from the initial
wide range of features only a tiny subset of appropriate fea-
tures. The removal of irrelevant and redundant features will,
therefore, decrease the data dimensionality, accelerate the
process of learning by simplifying the model learned as well
as performance-boosting [1], [2]. Feature selection is an NP
hard problemwith 2n states where n is the number of features.
The complexity of the problem is increasing dramatically as
N is growing with improvements in data collection methods
in many fields. Unlike feature selection, feature extraction
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approaches such as Principal Component Analysis (PCA) [3]
and Linear Discriminant Analysis (LDA) [4], new features
are created from the original features to procedure a new
reduced search space by merging or transforming the original
features utilizing some functional mapping. Hence, in this
review our concern on feature selection methods.

Feature selection has two primary conflicting goals,
namely, maximizing th perfromance of classification and
minimizing features number to overcome the curse of dimen-
sionality. The selection of features can be treated as a
multi-objective problem to balance the trade-off between
these two conflicting goals. In recent years, research has pro-
gressed towards the development of feature selection based
multi-objective methods to solve these issues. Given the vari-
ety of techniques and methods that now exist, this paper aims
to critically analyse the latest related studies to the problem
focusing on research outputs from 2012 to 2019. The major
databases and leading publishers such as Web of Science,
Science Direct, IEEE Xplore, Scopus, Science Direct, etc.
which are used to collect the research papers used for this
review. Our goal is to provide a comprehensive review of the
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latest work in the domain of multi-objective feature selec-
tion and discuss the challenges and current issues for future
work. Also, this review aims to attract researchers working
on multi-objective optimization paradigms to further study
the effective methods to address new challenges in feature
selection.

The rest of this systematic review paper is organized into
the following sections: Section II presents an overview and
essential definitions applied in feature selection. Section III
introduces the aims and criteria of this systematic review
of the literature on multi-objective feature selection. Data
extraction and analysis of selected studies are provided in
Section IV, followed by the profile of selected studies. The
multi-objective feature selection elaborated in section VI.
Lastly, the conclusions and future work are given in the last
section.

II. BACKGROUND
This section provides a brief description of feature selection,
key factors of feature selection and multi-objective
optimization.

A. FEATURE SELECTION
Feature selection is considered as an essential pr-processing
step in most machine learning methods. Features which are
irrelevant or redundant can adversely affect model perfor-
mance [5]. With irrelevant data features, the exactness of
the models can be decreased and the model learns based on
irrelevant features [6]. Therefore, feature selection refers to
the method of acquiring the subset from an original feature,
which selects the appropriate features in the dataset [2]. Some
of the benefits of feature selection are as follows:

I. Reducing overfitting reduces redundant data implies
decreasing opportunities for noise-based decision-
making.

II. Improving precision and decreasing misleading data
implies improving the precision of modelling.

III. Reduce training time, decrease data points, decrease
the complexity of algorithms and accelerate algorithm
training.

B. KEY FACTORS OF FEATURE SELECTION
As shown in Figure 1, the key factors of feature selection
are evaluation measures, search methods, and the number of
objectives.

1) SEARCH TECHNIQUES
Search or optimization methods are required for finding an
optimal state for feature selection problem. Figure 2 shows
popular search techniques used for this purpose. Exhaustive
search is used in a limited number of researches [5], [6].
Several heuristic search approaches have therefore been uti-
lized to the selection of features, including but not limited
to greedy search techniques, both sequential forward selec-
tion (SFS) [7], and sequential backward selection (SBS) [8].

FIGURE 1. Key factors of feature selection.

FIGURE 2. Search techniques of feature selection.

However, in later stages, selected or eliminated features
cannot be selected or removed this is due to that the two
approaches suffering from the supposed ‘‘nesting effect’’.
By utilizing SFS l times, and then SBS r times, these
two approaches are compromised and form the ‘‘plusl-take-
away-r’’ [9]. This method should reduce the effect of nesting,
but it is challenging to decide the correct values between
l and r. Two techniques named (sequential backward and
forward floating selection) have been proposed in order to
prevent this issue [7]. It is stated that both floating search tech-
niques are better than static sequential techniques. Recently,
a two- layer cutting plane method to determine the optimum
subsets of features were proposed by [8]. In [9] a backtracking
method and heuristic search performing an exhaustive search
for feature selection based rough set were proposed.

The findings indicate that heuristic search methods have
accomplished comparable efficiency to the backtracking
algorithm but consume less computational time.

Over the past few years, natural-inspired algorithms such
as Genetic algorithms (GA) [10], [11] Particle Swarm Opti-
mization (PSO [12], [13] Ant Colony Optimization (ACO)
[14], [15] and Grey Wolf optimizers (GWO) [16]–[19] etc.
have been used as efficient methods to solve issues with
feature selection. However, these techniques show some
limitations such as stagnating in locally optimal solutions
and high computational costs. Also, they have been mostly
used as a single objective either to reduce the number of
features or maximizing classification accuracy. Therefore, a
multi-objective idea of these techniques has been adapted to
solve the problem of feature selection and shows a great suc-
cess. Such methodsinclude MOGA [20], [21], MOPSO [22],
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MOGWO [23], [24] etc. However, these multi-objective tech-
niques not fully investigated.

2) EVALUATION MEASURES
Feature selection approaches normally grouped into a wrap-
per and filter approaches [1], [2]. These two approaches
generally differ in terms of evaluating the subset of features,
the wrapper uses the classifiers in the evaluation process,
which is the opposite in the filter which usually does not use
any classifier in evaluating the subset of features. Wrappers
are demanded to be costly in terms of computation and less
general than filters. Nevertheless, the literature review shows
that wrapper-based feature selectors tend to have a better
performance than filters for classification. This is a result of
filters disregarding the performance of features selected on a
classification algorithm [25], [26]. Besides, other researchers
classify the methods of feature selection into three sec-
tions: filters, wrappers and embedded methods [25], [26].
Embedded integrates the classifier and feature selected into
a single process.

3) SINGLE-OBJECTIVE AND MULTI-OBJECTIVES
A method of aggregating feature numbers and classifica-
tion accuracy into a single fitness function is considered as
a single-objective method. Whereas, in the multi-objective
approach, it corresponds to a method aimed in finding a
Pareto frontier of the trade-off solution.

The dominance of a solution over other solutions is
obtained in the single-objective problem by contrasting the
values of their objective function whereas, in multi-objective
problem, the dominance is used to find the best solution [27].

In the form of a group of solutions, a non-dominated solu-
tion set is a subset of all solutions that are not controlled by
any member of the solution set. The Pareto optimum system
is a non-dominated system of all feasible decision spaces. The
boundary defined by the set of all pointsmapped by the Pareto
Optimum Set is the Pareto Optimal Front [28].

C. MULTI-OBJECTIVE OPTIMIZATION
Identifying the important attributes is an essential factor in
formulating an optimized feature selection process as ideal
solutions to an optimization problem that increases or reduces
a function referent to the standard of the significance of
features as a relationship with data classes. The importance of
feature subsets can be identified by the optimization concur-
rency of multiple criteria, taking into account distinct aspects.
However, this could be complicated when these goals are
conflicting. As a result, Multi-objective Optimization (MO)
strategies could be used to overcome this challenge [29].
The problems of multi-objective occur wherever the best
decisions essential to be made when a trade-off between two
aims that are usullay conflicting to each other.Multi-objective
optimization comprises objective functions that minimize or
maximize multiple conflicts. Mathematically, the minimiza-
tion problem with multi-objective functions can be expressed

as follows without the loss of generality:

minimize F (x) = [f1 (x) , f2 (x) , . . . , fk (x)] (1)

Subject to gi (x) ≤ 0, i = 1, 2, . . .m (2)

hi (x) = 0, i = 1, 2, . . . l (3)

where fk (y) is a function of y, and y is decision vari-
ables vector, i is the number of objective functions to be
reduced, and the constraint functions are gk (y) and hk (y).
The superiority of multi-objective algorithm solution is clar-
ified by the trade-offs among conflicting aims. For instance,
the i-objectiveminimization problem has two solutions which
are c and d. If the following conditions are met, it can be said
that c dominates d orc over d :

∀i : fi (c) ≤ fi (d) and ∃j : fi (c) < fi (d) (4)

where i, j ∈ {1, 2, 3. . . k}

III. SYSTEMATIC LITERATURE REVIEW
In this work, we follow the systematic review used in
PRISMA guidelines (www.prisma-statement.org). Based on
these guidelines, the following research questions are
formulated:

1) What are the search techniques that have been used to
select the optimal features?

2) What are the evaluation measures that have been used
for evaluating the selected features?

3) Identify how many objectives used in the idea of multi-
objective?

A. SEARCH PROCESS
The review began by scanning for pertinent research studies
on web sites and in the online library of Universiti Teknologi
PETRONAS. The Internet search was led by utilizing search
engines to trawl the computerized libraries and databases
showed in Figure 3. The search parameter that used was
‘‘multi-objective feature selection’’. We use the Boolean
operations AND for example ‘‘multi-objective AND Feature
AND selection’’.

FIGURE 3. Digital libraries and databases searched.
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B. RESEARCH SELECTION CRITERIA
There are numerous works on multi-objective feature selec-
tion. Thus, to guarantee that the search would be focused, and
manageable, inclusion and exclusion criteria were identified
to select the papers for analysis as follows:

1) INCLUSION CRITERIA
a) Research studies published from 2012 to 2019 related

to multi-objective feature selection.
b) Only the studies that have been published in

peer-reviewed journals are included.
c) Choosing the most complete version of the study for

inclusion if it had been published in more than one
journal.

2) EXCLUSION CRITERIA
a) Studies published before 2012 are excluded.
b) Informal studies (unknown journals); papers irrelevant

to the search focus are excluded.
c) Only articles written by the English language are

included. Other languages are excluded.

C. DOCUMENT AND BIBLIOGRAPHY MANAGEMENT
Mendeley Desktop was utilized to deal with all the bib-
liographic subtleties and references. The papers that were
selected by the above-defined search procedure were checked
by title and abstract as per the inclusion and exclusion criteria.
Then, all the studies that were recognized as applicable to our
study were formerly downloaded for information extraction
and further investigated. Table 1 gives details on the number
of research studies that were found by the search of the
computerized libraries and databases in Figure 3 above and
Figure 4 shows the search procedure as a PRISMA flowchart.

TABLE 1. Data sources and number of papers identified.

IV. EXTRACTION AND ANALYSIS OF DATA
Table 2 summarizes the 38 papers chosen for more detailed
study. This table demonstrates the primary details taken from
the chosen papers and introduced based on recent papers are
published.

A. CHALLENGES IN FEATURE SELECTION
Despite the applicability, achievements and prospects of cur-
rent multi-objective feature selection techniques, significant

problems and difficulties remain and will be discussed in the
following subsections.

1) HIGH SCALABILITY OF DATA
The most demanding problem is that the size of the data is
getting extremely large because of the trend of big data [30].
In the past years, the selection of features from a dataset with
30 features was considered as large-scale/ high-dimensional
feature selection [31]. Yet, the features number in several
fields today can simply reach to even millions of features.
This expands the computational expense and requires a pow-
erful search mechanism, but these two aspects also have their
problems, so the issue cannot only be resolved by maximiz-
ing the computing power. Developing new approaches and
techniques will be a necessity.

2) THE COST OF COMPUTATION
Multi-objective feature selection methods involve a large
number of evaluations which lead to a serious problem of
being computationally expensive.

Wrapper methods are claimed to be less effective than
filter methods, nonetheless, experiments have demonstrated
the opposite in most cases [69]. A rough set theory [9], [70]
is a filter type which needs more time than a simple wrapper
one. Another example of the filter method is mutual infor-
mation [71], [72], known to take less time for execution,
but the accuracy performance generally takes more than the
majority of wrapper methods. Thus, proposing an effective
measure to multi-objective feature selection problem is still
an open topic to be investigated. To do so, two primary
factors, must be regarded to decrease computational costs
which are: 1) an effective search technique 2) and a rapid
evaluation measure [1].

3) SEARCH MECHANISMS
Selection of features is an NP-hard issue with large compli-
cated solution spaces [73], [74]. Thus, a robust global search
algorithm is needed, and recent multi-objective methods still
can enhance further. The enhanced search mechanism should
be able to search the entire search space and should lever-
age local areas if necessary. Also, the search mechanisms
may comprise local search, hybridization of search mecha-
nisms of different multi-objective techniques, hybridization
of conventional approaches and multi-objective [75],
surrogate approaches [76], etc.

4) EVALUATION MEASURES
One of the main factors in multi-objective feature selection
is the evaluation metrics that shapes the fitness function.
It greatly affects the time of computation, the performance
of the classification and the search space. A large portion of
the execution time is consumed on the assessment procedure
of the wrapper strategy and several filter strategies [64].
Although there are some current rapid assessment mea-
sures, mutual information is an example [71], [77], [78] they
assess features independently instead of groups of features.
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FIGURE 4. PRISMA flowchart adopted from [32].
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TABLE 2. Details of methodology and finding of main selected research studies.
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TABLE 2. (Continued.) Details of methodology and finding of main selected research studies.
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TABLE 2. (Continued.) Details of methodology and finding of main selected research studies.
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TABLE 2. (Continued.) Details of methodology and finding of main selected research studies.
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TABLE 2. (Continued.) Details of methodology and finding of main selected research studies.
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TABLE 2. (Continued.) Details of methodology and finding of main selected research studies.
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TABLE 2. (Continued.) Details of methodology and finding of main selected research studies.

Moreover, ignoring associations within the features leads
to redundancy subsets and absence of complimentary fea-
tures [2], [79], which thusly cannot accomplish ideal classifi-
cation performance in many research domains. However, it is
very difficult to discover complicated interactions within fea-
tures, and there were only a few studies in this direction [80].
Although, some measures can assess groups of features [8],
yet they are normally computationally costly, an example,
rough set theory [13], [81]. Besides, numerous investigations
demonstrated that filter strategies do not scale well over a
huge number of features [30]. Thus, developing new evalu-
ation measures will be a necessity, particularly when dealing
with huge scale issues.

5) OBJECTIVES OF MULTIOBJECTIVE IDEA
The vast majority of the current multi-objective meth-
ods are intended for continuous issues [82], however, fea-
ture selection is a binary problem. Existing multi-objective

techniques do not scale well when dealing with large-scale
issues [83], [84]. Thus, novel multi-objective algorithms will
be a necessity. Furthermore, most of the studies mentioned
in Table 3 have twomain objectives: minimizing both features
number and error rate of the classification, which are not
continually conflicting with one another, for example in
certain subspaces, reducing features number leads to reduce
the error rate of classification as redundant features are
eliminated [19], [64], [85], [86]. This makes it precarious
to develop a suitable multi-objective technique. Lastly, other
goals, such as complexity, time of computation, and scalabil-
ity, could also be regarded in multi-objective feature selection
in addition to the two primary goals.

V. PROFILE OF SELECTED STUDIES
A. RESEARCH FOCUS
The research papers on multi-objective feature selection have
attempted to solve the above-mentioned problems associated
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TABLE 3. Research questions analysis of main selected research studies.
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TABLE 3. (Continued.) Research questions analysis of main selected research studies.

with the previously mentioned three research questions.
Hence, few studies concentrated on assessing new methods
for multi-objective feature selection. Others try to modify
popular multi-objective techniques and compare their out-
comes. Some applied the deep learning approaches. Besides,
most of the studies utilized wrapper methods and few use
filter methods. Table 3 illustrates the 38 selected papers trying
to answer the research questions.

B. LANGUAGES AND DATASETS
All the selected papers on multi-objective feature selection
are in the English language (K1-K38). Also, most of these
works (16 out of 38 use standard benchmark dataset col-
lected from the UCI repository [87]. Some use Medical
datasets (K9, K 17, k31), some useNetwork intrusion datasets
(K14, K28). The other selected studies (10 out of 38) utilize
a variety of datasets from distinct fields that are publicly
accessible, as demonstrated in Table 4.

VI. MULTI-OBJECTIVE FEATURE SELECTION
Multi-objective optimization is a problem with a sort of solu-
tion that can be evaluated against two or more unmatched
or conflicting goals. Contrary the conventional optimization
problems, the outcomes of multi-objective problems are not
only one best solution, but a set of solutions, since for each
member of the set, no one solution is fully better ‘Pareto-
set’. Thus, with two competing objectives, increasing accu-
racy efficiency and reducing the number of attributes, feature
selection can be handled as a multi-objective problem.

In this research and based on systematic literature review,
two main conflicting objectives of feature selection problem
are noticed:
• reducing the required number of relevant attributes.
• reducing the error rate of classification.

Hence, the minimization problem of feature multi-objective
selection can be represented mathematically as denoted by
equation (5):

minimize F (x) = [f1 (x) , f2 (x)] (5)

where f1 (x) , denoted by equation (6), refers to mini-
mization of the required number of relevant features as

follows:

f1 (x) =
#Features
AllFeatures

#Features ∈ AllFeatures,∈ R+ (6)

where, #Features is the selected features number.
#AllFeatures specifies the whole features in the dataset.
f2 (x), denoted by equation (7), refers to the minimization

of the classification error rate:

f2 (x) = ErrorRate =
FP+ FN

TP+ TN + FP+ FN
X100,

(P+ N ) ∈ R+ (7)

where, TP refers to true positives, TN represents true neg-
atives, FP stands for false positives, and FN indicates false
negatives, respectively.

The real problem has multiple objective functions, and
different single optimum solutions can be found in each
objective function. The optimum solution consistent to dif-
ferent goals is different due to the objective functions usu-
ally conflict (competition) with each other. In terms of all
objective functions, no single solution can be better than any
other solution. Given the non-domination of two goals, the
non-dominant solution is when none of the two targets is
better than the other. These two goals are equally important.
For example, the number of attributes and precision.

By directly observing the evolutionary process, the multi-
objective mechanism is more suitable for feature selection
tasks than the single target mechanism. The single-objective
algorithm maintains only one alternative to guide the search,
which is more probable to drop to the optimum local
area [60]. The multi-objective mechanism preserves the non-
dominated alternatives generated during the search phase that
are used as prospective leaders in search techniques guidance
and discovering better solutions [60].

VII. MEASURES IN WRAPPER METHODS
The purpose of this section is to explore the typical wrapper
measurements used in multi-objective techniques for feature
selection, as most of the selected studies in Section 3 use the
wrapper approach. Evaluation criteria are the only way to dif-
ferentiate between the wrapper and filter models. For subset,
evaluation wrappers utilize a classifier algorithm, an optimal
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TABLE 4. Summary of datasets used for evaluation of multi-objective
feature selection methods.

subset that best fits the classifier algorithm will be selected.
Thus, the wrapper method performance is generally better.
The filter selection is independent of the capabilities of any
particular classifier. Nevertheless, the main weakness of the
filter method is that it completely ignores the influence of the
selected subset on the inductive algorithm performance [88].
The optimal feature subset should depend on the specific
bias and heuristic of the inductive algorithm. According to

this assumption, the wrapper method utilizes a particular
classifier to assess the superiority of the subset selected
and provides an easy and efficient way to solve the feature
selection problem, regardless of which classifier is used [89].
Three stages wrapper method performs for evaluating feature
subset:
• Stage 1: searching for feature subset,
• Stage 2: assessing the feature subset selected by the
classifier performance,

• Stage 3: redo 1 and 2 until the wanted result is reached.
Classification is the way toward constructing a model that
depicts classes or concepts of data and is used to predict
object classes whose class labels are unknown [90]. In the
two steps of the classification process, the model must first
be built using the training data of the class tag, and then the
model is evaluated in the test dataset by assigning the class
tag to the data object. Consistent with [91], classification is
regarded as a supervised learning instance, that is, learning
the case of a training set that can obtain a correctly iden-
tified observation. The unsupervised learning is recognized
as clustering which comprises grouping data into classes
based on a certain measure of distance or intrinsic similarity.
As shown in Figure 5, classifiers are categorized to the fol-
lowing: 1) generative classifiers, 2) discriminatory classifiers
3) and classifiers based on regression. Table 5 illustratedMost
common wrapper approach classifiers.

FIGURE 5. Types of classifiers.

The classifier’s efficiency depends highly on the charac-
teristics of the information to be categorized. No classifier
can fix any problem in the best way. Numerous experimental
studies were carried out to compare the classifier’s perfor-
mance and to discover characteristics that show the output
of the classifier. Nevertheless, it is still an art, not a science,
to find the correct classifier for a specified issue.

VIII. APPLICATIONS
Multi-objective feature selection methods were applied to a
multitude of fields. Generally, it is possible to group the main
applications into four groups.

1) Benchmark problems: usually a dataset available in
UCI repository machine learning as in K1, K5, K6, K7,
K13, K18, K20, K21, K22, K23, K25, K27, K29, K32,
K33, K34, K35.

2) Image processing: such as brain-computer interface
(EEG), face images, CECT images, handwritten digit
recognition, remote sensing images, andmusic emotion
as in K3, K11, K12, K19, K26, K30, K36 and K37.
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TABLE 5. Measures in wrapper approaches.

3) Biomedical issues: such as gene analysis, biomarker
detection, and disease diagnosis, as in K4, K8, K9,
K17, K31.

4) Financial problems, such as predicting customer churn
as in K16.

5) Network intrusion and network security as in K14,
K28.

6) Robotics and the embedded system as in K38

All these fields are significant and vital to our daily lives and
society. Several areas, such as language learning, oil and gas,
and complex engineering tasks, also require multi-objective
feature selection, yet these methods have not been thoroughly
studied in these fields.

IX. DISCUSSION AND FUTURE WORKS
According to the studied literature, the vast majority of the
studies used wrapper method, where only (5 out of 38)
used filter method, this is due to the superiority of wrapper
methods in terms of high performance compared to filter
methods which are experimentally proven to be not true in all
cases. Some studies tried to hybridize both filter and wrapper
methods to take the benefit of both approaches. Figure 6
demonstrates the utilization of feature selection methods over
the years.

Regarding the search algorithms, various types of multi-
objective algorithms have been utilized, where (11 out of 38)
studies used MOGA and its variants and (7 out of 38) used
MOPSO and its variants, where the rest used deep learning,
DE, GWO, TLBO, ABC. . . etc. Table 6 shows the pros and
cons of the most popular multi-objective search algorithms.

Moreover, the aim of most of the studies in the field of
selection of features based multi-objective algorithms was
to reduce both the number of attributes and the error rate
of accuracy. Nevertheless, this is a challenging task due to
the drawbacks of most of the proposed algorithms such as
trapping in local optima and dropping of accuracy. on large
scale (datasets) problems. Furthermore, most of the stud-
ies considered supervised learning (classification), where
only (3 out of 38) studies considered unsupervised learning
(clustering). Added to this, there are trends have taken place
between 2012 and 2019. Figure 7 demonstrates the different
types of fields in terms of the total number of studies from
each year. The years showed that the multi-objective feature
selection techniques have been utilized in various areas such
as image processing, biomedical tasks, economic problem,
the intrusion of the network and others.

Overall, previous research has produced many enhance-
ments and changes, and in brief, all distinct research goals
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FIGURE 6. Feature selection methods used from the year 2012-2019.

FIGURE 7. Applications used by multi-objective feature selections from the year 2012-2019.

require distinct techniques to accomplish the required out-
comes. The solution to every problem cannot be restricted
to a single technique and therefore the solution design will
grow continually. As multi-objective feature selection is
widely used to tackle real-world problems, it is recommended
to explore the following issues of multi-objective feature
selection:
• The potential of the recently proposed approaches has
not been fully investigated, especially in term of scala-
bility, since in many real-world problems both feature
attributes and instances are growing, further investiga-
tion is recommended.

• Computational cost is one of the primary problems in
the multi-objective selection of features, it is recom-
mended to propose an effective measure to decrease
computational costs. To do so, two primary factors must

be considered: 1) an effective search method 2) rapid
assessment measure.

• In addition to the two primary goals of multi-objective
feature selection problem, other objectives, such as com-
putational complexity and scalability, can also be con-
sidered.

• Few studies have utilized dynamic multi-objective to
deal with the problem of feature selection. It’s recom-
mended using dynamic multi-objective for the task of
feature selection.

• Proposing novel evaluation measures that could soften
the fitness landscape will considerably decrease the
challenges of the problem and aid in developing an
appropriate search technique.

• Applying recent developed multi-objective optimiza-
tion algorithm to solve the problem of feature selection
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TABLE 6. Multi-objective search techniques pros and cons.

such as Harris hawks optimization [98], Dragon algo-
rithm [99], Grasshopper optimization algorithm [100],
etc.

X. CONCLUSION
Throughout the years, multi-objective feature selection has
gained a high consideration from scholars studying the areas
of machine intelligence and information mining. Neverthe-
less, reliable with (NFL) hypothesis, there was not and will
never be an optimization technique to tackle all problems.
To help researchers in their endeavours, we attempted a sys-
tematic literature review considering the studies published
in the 2012-2019 era, to highlight the main multi-objective
feature selection challenges and techniques, which secured
all the ordinarily utilized multi-objective algorithms and con-
centrated on the key components, for example, mechanism of
search, evaluation measures and the number of objectives of

themulti-objective idea aswell as the applications. According
to this survey, great efforts have been made to improve the
efficiency of multi-objective feature selection in terms of
accuracy and number of attributes, paving the way for further
improvements in the future. Finally, as there is still space
for improvements, the multi-objective feature selection could
be expanded into numerous hybridizations and modifications
depending on the requirements of the problem. Consequently,
other potential researches working on multi-objective opti-
mization paradigms could, therefore, use the outcomes of
this research to further explore the efficient techniques
for addressing recent challenges in multi-objective feature
selection.
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