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ABSTRACT The advances in silicon photonics technology have facilitated the realization of optical
network-on-chips (ONoCs) to cope with the physical limitations of metal interconnections in traditional
CMOS integrated circuits. As the performance and reliability of optical links are adversely affected by
insertion losses and crosstalk, which inevitably occur during the propagation of optical signals, optimizing
the power of a laser source requires a sophisticated analysis of the optical signal-to-noise ratio (OSNR).
Calculating the worst-case OSNR for all possible communication links in an ONoC is an NP-hard problem
even under the assumption of a single-wavelength laser source. Moreover, when expanding the design space
by accommodating wavelength-division multiplexing (WDM), semiconductor optical amplifier (SOA),
diverse topologies, and the associated router architectures, the computational complexity becomes excessive.
Therefore, in this study, we propose an extended worst-case OSNR search algorithm (EWOSA) that
significantly reduces the computational burden through a preprocessing algorithm that reduces the number
of candidate paths when the combined effect of the insertion loss and crosstalk on the OSNR is considered.
Simulation results demonstrate that the EWOSA can identify approximately 0.18 dB lower worst-case OSNR
than the existing formal worst-case analysis method in 8 × 8 mesh-based ONoC, and this improvement in
OSNR accuracy becomes more apparent (up to 4.81 dB) when SOAs are deployed in ONoCs. Furthermore,
the EWOSA can be used for OSNR optimization, owing to its rapid analysis speed and generality.

INDEX TERMS Optical network-on-chip, OSNR, secondary effect of crosstalk noise, semi-greedy heuristic,
worst-case searching.

I. INTRODUCTION
Anetwork-on-chip (NoC) is a scalable on-chip communication
infrastructure that was proposed to resolve communication
bottlenecks due to the ever-increasing number of proces-
sor cores and massive data traffic caused by intensive data
accesses and parallelism. Although the conventional NoC
based on metal interconnections offers scalable on-chip com-
munication, it suffers from significant challenges in terms of
performance and power consumption, owing to its limitation
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in the scaling of the feature size. Fortunately, with the
recent advances in nanoscale silicon photonics technology,
a photonic-link-based optical network-on-chip (ONoC) has
emerged as an alternative to achieve higher communication
performance and energy efficiency than those of electrical
links [1], [2].

The crossing of signals owing to the planar structure
of the optical elements in an ONoC, the imperfection
of optical elements and the scattering of the light signal
cause attenuation and noise in the intensity of the optical
signal. Insertion loss and crosstalk noise are two domi-
nant factors that adversely affect reliable detection at the
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optical receiver. Therefore, determining the worst-case opti-
cal signal-to-noise ratio (OSNR), considering the accumu-
lated effect of insertion loss and crosstalk noise in the entire
network, is a crucial step when constructing an ONoC [3].

A brute-force approach of comparing all possible
communication paths in an ONoC to determine the
worst-case OSNR is an NP-hard problem. Moreover, owing
to the resonant structure of microring resonators (MRs),
numerous iterative computations are required until the optical
signal is stabilized in the optical router. Hence, the number
of computations increases significantly as the network size
increases. The signal power of the OSNR is determined
regardless of other communications when the source and des-
tination of the designated optical link are determined, and the
noise power is determined by all the signal paths that cause
crosstalk in the designated optical link. Therefore, the calcu-
lation of noise power significantly affects the computational
complexity. The signal paths that cause the maximum noise
power can be inferred from the common characteristics of
ONoCs with different topologies experiencing insertion loss
and crosstalk. Furthermore, the worst-case OSNR deter-
mines the minimum required output power of the laser light
source. As the sensitivity improvement of the photodetector
is limited, and the laser source accounts for a considerable
proportion of the total power consumption of the ONoC,
analyzing the worst-case OSNR has a significant effect on
estimating the total power consumption, heat dissipation, and
implementation cost of the ONoC [1], [4], [5]. In particular,
as the laser power consumption accounts for a significant
proportion of the total power consumption of the entire
optical network [6], an accurate worst-case OSNR analysis
is required for precise power allocation.

Previous studies demonstrated that the OSNR of a
folded-torus-based ONoC is lower than 0 dB at a network size
of 12 × 12 or larger; therefore, the intensity of noise power
is higher than that of the signal power, and the reliable detec-
tion of the signal is impossible. Various OSNR optimization
techniques incorporating wavelength-division multiplexing
(WDM) or semiconductor optical amplifier (SOA) have been
studied to compensate for the above limitation. However,
the analysis of the worst-case OSNR of networks using these
optimization techniques has not been considered in depth.
Moreover, previous studies on the analysis of the worst-case
OSNR in an ONoC have not addressed the diverse aspects of
optical networks, such as topologies.

In this context, we propose an extended worst-case OSNR
searching algorithm (EWOSA) to achieve enhanced accu-
racy and availability. The proposed EWOSA adaptively
adjusts the range of candidate groups that might cause
the worst-case OSNR of an ONoC by utilizing the com-
mon characteristics of the ONoCs with diverse topologies
and considering a trade-off between accuracy and computa-
tional complexity. Consequently, the EWOSA is compliant
with topology-specific OSNR optimization algorithms and
can be applied to optical networks incorporated with SOA
and WDM. In addition, we describe an OSNR-optimized

low-power ONoC architecture with the EWOSA tailored to
the requirements of various applications.

The remainder of this article is organized as follows: The
related studies and background are described in Section II.
Section III presents the main algorithm proposed in this arti-
cle, the EWOSA, and describes the techniques for applying it
to OSNR-optimized ONoCs. Simulation results and analyses
under various conditions are described in Section IV. Finally,
the conclusion is presented in Section V.

II. RELATED WORK
All the signals passing through optical networks experience
insertion losses, which attenuate the signal intensity depend-
ing on the physical properties of the optical devices in the
signal path. Additionally, at the intersection of the waveguide
and MR switch, at which the optical signal crosses the other
signal paths, the signal leaks into undesired paths owing to
the scattering of light and the mismatch of the resonance
frequency between the signals in the MR switch, which acts
as crosstalk noise.

The analysis of OSNR in ONoCs should focus on insertion
loss and crosstalk, which have the greatest effect on signal and
noise power, respectively. Accordingly, recent studies have
focused on both the analysis method and reduction technique
of insertion loss and crosstalk.

In [7] and [8], low-power non-blocking optical routers
were proposed to minimize insertion loss. The proposed
Cygnus and optical turnaround routers (OTARs) reduced
the total power consumption of the entire optical network
layer by using a smaller number of MRs with an insertion
loss lower than that of the conventional crossbar router.
Nikdast et al. presented a crosstalk analysis method in
which optical signals of various wavelengths interfere with
each other in mesh, folded-torus, and fat-tree topologies
for large-scale WDM-based ONoCs [9]. They compared the
worst-case OSNRs in different topologies and analyzed the
change in OSNR with a varying number of wavelengths in a
WDM environment.

As the calculation of insertion loss and crosstalk of
thousands of optical elements requires a significantly high
computational complexity, recent studies have focused on
simplifying the worst-case OSNR computations, which is
critical in determining the minimum power required for the
laser source.

An analytical method to calculate the crosstalk and
insertion loss considering the individual optical elements and
network structure was proposed in [10]. This method demon-
strated how to determine theOSNRdepending on the network
sizes and the structure of the optical router. The worst-case
OSNR link, affected by the number of crosstalk sources and
insertion loss, existed among the first to third-longest paths
in mesh-based ONoCs. In [11], Xie et al. presented analytic
expressions for the change in signal intensity and noise power
caused by insertion loss and crosstalk when a signal passes
through optical elements depending on the switching state
of the allocated router. They formally derived an OSNR
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equation for an ONoC with mesh topology and analyzed the
worst-case OSNR under various network sizes and signal
power losses.

In [12], Nikdast et al. analyzed the worst-case OSNR of an
ONoC with a folded-torus topology using the same mathe-
matical model as in [10] and presented the crosstalk and loss
analyses platform (CLAP), which analyzes crosstalk noise
and insertion loss. Using the proposed model, they indicated
that the worst-case OSNR in the folded-torus-based ONoC
could occur on one of the longest paths ranked from first to
fourth. Additionally, they concluded that crosstalk noise sig-
nificantly limits the scalability of ONoCs in terms of network
size. In [9], CLAP was extended to include fat-tree-based and
WDM-basedONoCswith anOTAR; however, crosstalk noise
was still considered an obstacle for the scalability of ONoCs.

In [10] and [12], the authors considered that the worst-case
OSNRoccurs when the sources of crosstalk noises are located
close to the optical signals. They considered that the power of
the crosstalk from routers more than two hops away from the
desired signal path is less than that of the crosstalk from a
router adjacent to the signal path because the insertion loss
coefficient is multiplied more than once. The advantage of
this approach is that by simplifying the OSNR calculation
via eliminating unnecessary signals, the increase in network
size has only a slight effect on the computational complex-
ity. In particular, the OSNR equation is derived from the
coefficients of optical elements and the network size con-
sidering the insertion loss and crosstalk noise of the longest
path. However, this method can only be applied to certain
topologies, such as mesh or folded torus.

The intensity of the crosstalk tends to be attenuated by
the insertion loss according to the distance from the desired
optical link to the optical router at which the crosstalk is intro-
duced. However, as the minimum attenuation of the crosstalk
due to insertion loss is only 3.3 % per router, crosstalk from
routers more than two hops away from the optical link cannot
always be ignored.

Furthermore, the crosstalk noise from the nodes more than
two hops away from the desired optical link can accumulate
with other noises having a similar phase response, resulting
in a noise power higher than the optical signal power. The
experimental results in [13] demonstrated that the worst-case
OSNR can be lower than 0 dB, indicating that the noise
power is higher than the signal power for network sizes larger
than 12 × 12 in the mesh-based ONoC. Considering these
results between the signal paths that cause crosstalk noise,
we conclude that we cannot ignore the scenario in which
the crosstalk noise coefficient is multiplied more than once.
Thus, the accumulated noise power involving diverse interac-
tions among different crosstalks in large-scale ONoC should
be considered. Additionally, the signal paths in which the
crosstalk noise coefficient is multiplied more than once have
greater effects as the number of signal crossings increases
with larger network size and heavier traffic.

The OSNR-related works discussed here were limited to
ONoCs based on specific topologies. Furthermore, analyzing

theOSNR in detail was difficult because signal paths inwhich
the crosstalk noise coefficient is multiplied more than once
were ignored for the convenience of calculation. In this arti-
cle, we propose a general-purpose and scalable OSNR anal-
ysis algorithm that can be applied to various topologies and
network sizes while considering secondary crosstalk noise,
which has not been addressed in previous studies.

III. EWOSA
The EWOSA adopts a semi-greedy approach to prevent
an excessive increase in computational complexity and
missing the global optimum. Unlike general greedy algo-
rithms, the semi-greedy heuristic in our EWOSA signifi-
cantly decreases the computational complexity by specifying
the worst-case candidate group consisting of strictly selected
signal paths, considering the characteristics of the optical
signal and the effects of insertion loss and crosstalk. The
worst-case path selected among the worst-case candidates
minimizes the probability of falling into the local minimum
through multiple subsets using various searching conditions.
Moreover, router-level calculation using the linearity of opti-
cal elements significantly decreases the computational com-
plexity. The EWOSA dramatically reduces the computational
complexity while preventing the degradation in the accuracy
of the OSNR because of the semi-greedy approach through
appropriate searching conditions, enabling a rapid and accu-
rate simulation at the design stage of the ONoC architecture.
Section III.A discusses the input-to-output ratio table of a
single router prepared before EWOSA execution as well as
the calculation of the OSNR during the EWOSA execution.
Section III.B describes the overall operation of the algorithm
in three steps.

A. OSNR CALCULATION METHOD
Here, we describe a method to dramatically decrease the
number of repetitive operations by abstracting the operation
of the optical element level to the router level. The optical
elements required to calculate the OSNR are determined by
the switching state of the optical routers along the signal path.
Therefore, if the input-to-output ratio of the signal intensity
at each port according to the switching state of the router is
calculated in advance and stored in a lookup table (LUT),
the output power according to the input power of the signal
path can be easily calculated by referring to the corresponding
ratio in the table.

A certain optical signal in a specified path acts as crosstalk
in all the other paths. Its noise power is considered in all
the optical elements where crosstalk can occur; hence, even
the designated signal path can be affected by the secondary
effect of the crosstalk caused by itself. Therefore, the input-
to-output ratio of the noise power in the router is calculated by
considering the crosstalk of all the optical elements according
to the MR states independent of the signal route. In contrast,
the signal power at the destination is calculated by consid-
ering the total insertion loss through all the optical elements
present in the routing path. Thus, the ratio of the loss and
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FIGURE 1. Example of the power calculation of the optical signal using
the LUT.

crosstalk between each input and output port of the router is
tabulated according to the assigned switching state.

Let the signal and noise powers of the ith input port be
Pini,signal and Pini,noise, respectively, and the signal and noise
powers of the jth output port be Poutj,signal and P

out
j,noise, respec-

tively. Fig. 1 shows an example of calculating Pout1,signal when
Pin0,signal is attenuated while passing through a single router
if the input-to-output power coefficient is assumed to be R
when the corresponding MR state is 000 · · · 12.
In an ONoC using a single-mode wave, the optical

elements including MR switches have linear properties [14].
Thus, the total loss from the corresponding input to the
desired output ports of the router can be obtained by consider-
ing the number of elements and waveguide length according
to the allocation ofMR switches.Moreover, the superposition
principle enables the input-to-output ratio in the router, which
is the signal attenuation ratio between its input and output
ports, to be calculated independently.

Fig. 2(a) depicts the optical elements through which the
optical signal passes from the west to east ports of a Crux
router in a mesh-based ONoC. The signal path passes through
the four through-state MRs. When the radius of the MR
switch is 5 µm, as used in [15], the waveguide of the optical
link should be longer than 46.5 µm. By considering these val-
ues and assuming that the insertion loss coefficients, i.e., the
MR loss coefficient of the OFF state parallel element LMROFF,pe,
the MR loss coefficient of the crossing element LMROFF,ce,
and the loss coefficient of the waveguide LWB are −0.005,
−0.04 dB, and −0.274 dB/cm, respectively, the total inser-
tion loss of the corresponding signal path can be calculated
as approximately −0.14 dB using (1).

Total loss = (1− LMROFF,pe) · (1− L
MR
OFF,ce)

3

·(1− 46.5× 10−4 · LWB) (1)

FIGURE 2. Optical elements in Crux router through which (a) the specific
optical signal passes, (b) general optical signal passes.

Thus, all the elements considered in calculating the
insertion loss of the signal path can be represented by the
number of independent optical elements (Fig. 2(b)). Since
each optical signal can be linearly calculated, independently
of the order of the optical elements through which it passes,
the intensity of the optical signal is calculated using the
number and length of the optical elements through which it
passes.

Finally, we can obtain the OSNR of the optical link through
the signal and noise powers according to the signal prop-
agation in each router calculated by referring to the LUT.
Because predicting the phase of all the optical signals in
the ONoC is difficult, and the objective of the EWOSA is
to search for the worst-case scenario, we ignored the phase
difference of the different crosstalks. Hence, the cumulative
computation of each crosstalk is performed by the addition
operation due to the compensation interference. If the signal
and noise powers originating from the ith input port of the
n-port optical router are Pinsignal,i and P

in
noise,i, respectively, and

the signal and noise powers arriving at the jth output port are
Poutsignal,j and P

out
noise,j, respectively, and denoting the MR state

of the corresponding router as ms and the input-to-output
ratios of the signal and noise powers from the input port i to
the output port j as R[i][ms][signal][j] and R[i][ms][noise][j]
in the LUT, respectively, we obtain the following equations:

Poutsignal,j = Pini,signal ·R[i][ms][signal][j],

for ∀i, j ∈ {1, 2, 3, · · · , } (2)

Poutnoise,j =

n∑
k=0

((Pink,signal + P
in
k,noise)·R[k][ms][noise][j])

for ∀i, j ∈ {1, 2, 3, · · · , n}. (3)

An SOA can be deployed to compensate for the attenuation
of the signal intensity due to insertion loss. Thakkar increased
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FIGURE 3. Process of the EWOSA.

the laser power savings in an ONoC by 31.5 % with a low
latency overhead using an SOA [5]. In [16], the authors pro-
posed a hybrid ONoC architecture using an SOA to decrease
the total power consumption andmitigate the OSNR degrada-
tion, considering the network size scalability without increas-
ing the output power of the laser source. The above two
studies concluded that an SOA could decrease the OSNR
while also reducing the overall power consumption of the
optical network. Thus, after calculating the internal optical
signal power of the router using the LUT, the signal compen-
sation due to the SOA placed in each router port is addition-
ally calculated considering the SOA gain. We considered that
an SOAwith a gain of 1 is placed in a port with no SOA. Since
the propagated signal renews the signal intensity of the input
ports of adjacent routers, this operation is repeated until the
effect of each router on the others is stable. The computational
complexity of these operations is very low comparedwith that
caused by the iterative operation at the optical element level.

B. ALGORITHM DESCRIPTION
The EWOSA is performed in three steps (Fig. 3). First,
we introduce the following two notations:
PS : the designated optical signal path under the OSNR

analysis, and
PX : the crosstalk path to the PS .
The EWOSA determines a PS candidate group that can

cause the worst-case OSNR andPX s that minimize the OSNR
at the destination node of eachPS in the candidate group. This
process is divided into steps 1 and 2. In particular, in step 2,
involving determining the PX s, which is the probability of
the local minimum is minimized by using a semi-greedy
heuristic that determines a candidate group with a specific
search range and obtains optimum subsets using various
searching conditions of the candidate groups. This method
enables the derivation of a very accurate worst-case OSNR

while maintaining a low computational complexity, which is
an advantage of the greedy algorithm.

The first step is to prepare the input-to-output ratio table
of a single router. Subsequently, the PS candidate group is
set according to the PS searching condition, and the OSNR is
calculated by referring to the corresponding table. The second
step is to select the PX s that minimize the OSNR of each PS
among thePS candidate groups according to thePX searching
condition and calculate the corresponding OSNR. In the third
step, the PS and corresponding PX s that cause the lowest
OSNR among the calculated OSNRs are determined as the
worst case, and the OSNR is considered as the worst-case
OSNR.

1) PS CANDIDATE GROUP SETTING
According to the PS searching condition, the EWOSA
exhaustively selects source and destination pairs from all
the communicable nodes until no more selectable nodes are
available. Subsequently, the algorithm adds selected nodes
consisting of source and destination pairs to the PS candidate
group. If task mapping has been performed beforehand, only
the source and destination pairs in the task mapping table
are added to the candidate group. We propose a pathfinding
algorithm, which is a sub-algorithm of the EWOSA, to track
the signal path determined by the source and destination
node pair and the changed MR state and port occupancy
state. Note that the optical signal path to be analyzed does
not violate circuit switching in advance. For this prerequi-
site operation, the pathfinding algorithm involves receiving
source and destination nodes as arguments and verifying the
path validity.

The process of the pathfinding algorithm is described in
Algorithm 1. The port of each router has a one-bit flag used
to check if the corresponding port is occupied. The flag is
initialized to zero. Whenever each signal path passes through
the router, the flag of the router port through which the signal
passes is changed from zero to one. When communication
ends or the corresponding signal path is excluded from the
communication pattern, the flags corresponding to the signal
path change to zero. The pathfinding algorithm tracks the
routers one at a time according to the routing algorithm from
the input source node to the destination node to check the
path validity. It determines that the signal path is invalid if the
signal must pass through a port with a flag of one, or the signal
path is impossible to match with the destination node accord-
ing to the routing algorithm. The pathfinding algorithmmarks
the connection information of the input and output ports of
each router so that the ports of the router through which the
corresponding signal path passes can be easily located. The
MR state is simply changed through the information marked
on each router.

2) PX SEARCHING
PX searching is the process of determining the signal paths
that cause the minimum OSNR for each PS candidate
obtained in step 1. The pathfinding algorithm is performed in
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Algorithm 1 Pathfinding Algorithm
Input integer source_node, integer destination_node
Output boolean validity
1: current_router = the router connected to source_node
2: current_port_in = the input port of the current_router

originating from the source_node
3: current_port_out = the output port of the

current_router determined by the routing
algorithm

4: while the current_port_out does not indicate
the destination_node do

5: if any flag of current_port_in and current_port_out
is one or current_port_out is −1 do

6: change all the flags to zero
7: remove the input and output marks that changed

from this algorithm call
8: validity = 0 // 0 indicates that the path is invalid
9: else
10: change the flags of the input_port and output_port

to one
11: mark that the input and output ports are connected
12: prior_router = current_router
13: current_router = the router connected to the

output_port of the current_router
14: current_port_in = the input port of the

current_router originating from the prior_router
15: current_port_out = the output port of the

current_router determined by the
routing algorithm

16: end if
17: end while
18: validity = 1 // 1 indicates that the path is valid

the same manner as in step 1. In addition, if task mapping has
been performed beforehand, only the source and destination
pairs that can be communicated in the task mapping table are
limited to the search range as PX .

The EWOSA is based on a semi-greedy algorithm that
determines the signal path causing the worst-case OSNR
among the candidate groups searched in advance through
the searching conditions. When a signal path is connected
to the processor nodes, the circuit switching and structural
characteristic of the planar optical elements in the ONoC
prevent multiple signal paths that must pass through the
same path. Therefore, setting the PX searching condition
to determine the PX with a high probability of being the
worst case is essential. The PX searching condition can be
divided into searching and searching-stop conditions. The
two conditions define the search range of each PX . The
search condition is determined by the common characteristics
of the signal paths that cause the worst-case OSNR in the
optical network to determine a signal likely to be the worst
case. The searching-stop condition reduces the total simu-
lation time by limiting the number of PX candidate groups.

FIGURE 4. Example where multiple PX s causing crosstalks on a single PS
in a mesh-based ONoC employing Crux routers.

The searching-stop condition is determined using the inten-
sity of the crosstalk caused by the PX candidate group deter-
mined so far, considering the maximum values of insertion
loss and crosstalk noise that can occur in a router.

The OSNR of the destination node of a PS is determined
by the power of the optical signal passing through the PS and
the power of the crosstalk noise accumulated in the PS . The
signal power attenuated due to the insertion loss of the PS is
determined by the optical elements passing through the PS .
Consequently, only the intensity of the crosstalk noise that
can be exerted on thePS affects the OSNR in thePX searching
step.

The crosstalk noise introduced at the router at which PS
and PX intersect experiences insertion loss in the mesh-based
ONoC (Fig. 4). Assuming that the insertion loss coefficients
of all the Crux routers are the same as L(0 < L < 1). Let
the crosstalk intensities of PX1, PX2, and PX3 are I1, I2, and
I3 at the routers R1, R2, and R3, respectively. Assuming I1,
I2, and I3 are identical, the relationship between them can be
expressed as (4).

I1 · L2 < I2 · L < I3 (4)

Therefore, the fewer routers through which the optical
signal passes from the router at which PS and PX intersect
to the destination node of the PS , the lower the insertion
loss that affects PX . This tendency is a common property
regardless of the type of optical network. As PX begins from
the router adjacent to the PS , resulting in smaller hop counts
and insertion loss, the PX is less affected by the insertion loss
when the distance between the source of PX and the router
is decreased. Additionally, because the MRon causes a much
larger insertion loss than MRoff, the PX that passes through
fewer MRons in the drop state experiences a lower insertion
loss. However, owing to the circuit switching and structural
characteristic of the planar optical elements in the ONoC,
communication that requires a long path prevents several
candidates that can be the worst-case from being selected,
resulting in the deterioration in the accuracy of the EWOSA.
Therefore, among the PX s causing the same intensity of
crosstalk noise, selecting the PX via the shorter router as the
worst case can reduce the number of signal paths constrained
by circuit switching.

Considering the above common characteristics of the
ONoC, the searching conditions can be summarized
as follows:
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FIGURE 5. Example of two PX s introduced in a PS in a mesh-based ONoC.

• Search for the PX originating from routers with smaller
hop counts from the router at which the PS and PX
intersect.

• Search for the PX when the location of the crossing
router is close to the destination of the PS .

• Search for the PX that passes through fewer MRs in the
drop state until crossing with the PS .

• Select the PX passing through fewer routers as the worst
case among the PX s that cause the minimum OSNR.

To reduce the runtime of the EWOSA and search for the
reliable worst-case OSNR, the searching-stop condition can
be described as follows:
• If the difference between the crosstalk that the PX
previously selected for the PS and the crosstalk that the
PX currently applies to is lower than the predetermined
crosstalk threshold, the EWOSA is terminated.

• The EWOSA is terminated when no more PX s are
available for the search.

The maximum value of the crosstalk threshold TC in the
searching-stop condition is an important factor that deter-
mines the accuracy and runtime of the algorithm. Hence,
it should be considered according to the insertion loss and
crosstalk noise coefficient. TC is first determined by the
magnitude of the effects of the other factors on the size
of the crosstalk of the PX that is not considered a search
condition. A signal with crosstalk as much as the maximum
and minimum values of the insertion loss that may occur
in a router may exist in the worst-case path whenever the
signal path first searched passes through a router. Therefore,
when crosstalk is generated in routers crossing with PS , there
may be a difference as high as the difference between the
maximum and minimum values of the crosstalk coefficient
that may occur in a router.

Fig. 5 shows an example of PX1 and PX2 that can
be selected as candidates causing the worst-case OSNR.
In PX1 and PX2, the distance from each source to the
destination of the PS is three hops, which satisfies the

FIGURE 6. OSNR calculation example in the EWOSA for a 6 ×

6 mesh-based ONoC.

same searching conditions. PX1 experiences the insertion
losses of ILcore→east , ILwest→east , and ILnorth→core until it
reaches the destination of PS , and PX2 experiences the losses
of ILcore→west , ILnorth→south, and ILnorth→core. Moreover,
when the two PX s are crossed, they are affected by differ-
ent crosstalk coefficients. Therefore, the crosstalk threshold
TC (n) that changes according to the number of routers, n,
which are counted from the source node of PX to the desti-
nation node of PS is determined by Cth and IL th, as indicated
by (5):

TC (n) = Cth + n·ILth (5)

where Cth and IL th are the maximum differences in the
crosstalk coefficients and insertion losses that can occur in
a single router, respectively.

Fig. 6 shows a subset of PX determined by step 2 of the
EWOSA in a 6 × 6 mesh-based ONoC. The crosstalk noises
that the current PX applies to the current optical paths are
indicated by red arrows. As the crosstalk noise affects the
PS and current PX s, secondary crosstalk noise is considered
with the insertion loss. The magnitude of the OSNR reduced
by PX4, which is two hops from its source to the destina-
tion of the PS , is greater than the magnitude of the OSNR
reduced by PX1, PX2, and PX3, which are one hop from their
source. This indicates that the effect of the insertion loss
does not depend only on the number of routers the signal
passes through, and this tendency indicates that the TC can
be determined by considering the maximum and minimum
insertion losses and the crosstalk noise effect of the optical
router. As the number of signal paths in the communication
increases, the secondary crosstalk effect increases because
noise accumulates and propagates along the signal path.

The process of the EWOSA is described in Algorithm 2.
In lines 1 and 2, all possible signal paths are first selected
as PSs. Lines 4–7 then set the search range to search for PX
through a predefined PX searching algorithm. Here, several
subsets are created according to the priority of the searching
condition, and these subsets reduce the possibility of the
algorithm falling into the local minimum. Lines 8–9 select
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Algorithm 2Worst-CASE OSNR Searching Algorithm
1: for i = 0 to max_signal_path do // loop1 for PS
2: select PS [i] from all possible signal paths
3: for j = 0 to max_signal_path do // loop2 for PX
4: for k = 0 to max_candidate do // loop3 for

scan range
5: if the difference between crosstalk powers of

PX [k] and PX [k−1] < crosstalk
threshold do

6: add PX [k] selected by the PX searching
condition to the scan range

7: calculate the OSNR of PX [k]
8: else
9: replace PX [j] with the signal path that

causes the minimum OSNR among the signal
paths in the scan range

10: break loop3
11: end if
12: end for
13: if current OSNR ≥ OSNR of (j− 1)th PS

or there are no more PX s to search do
14: break loop2
15: end if
16: end for
17: if current OSNR < previous OSNR do
18: update the minimum OSNR
19: end if
20: end for

the signal path that causes the minimum OSNR in the cor-
responding PX scan range. Here, if multiple PX s cause the
minimum OSNR, the shortest PX is selected. This process is
repeated until there are no more PX s that lower the OSNR
through the condition in line 13. Finally, in line 17, the signal
paths causing the lowest OSNR among the PS and PX group
pairs are selected, and the OSNR is regarded as the worst-case
OSNR and is recorded.

3) SEARCHING FOR WORST-CASE OSNR
Considering the PX s selected in step 2 among the selected PS
candidates, the communication patterns of the PS and PX s
that induce minimum OSNR are selected as the signal paths
causing the worst-case OSNR, and the corresponding min-
imum OSNR becomes the worst-case OSNR. The EWOSA
finally records the corresponding signal paths and the
worst-case OSNR.

Here, we describe applying the EWOSA to an ONoC
using partial routing with a widening bandwidth usingWDM.
Fig. 7 shows the Crux router of a WDM-based ONoC using
W wavelengths. Because MR switches with different reso-
nance frequencies are required for each allocated wavelength,
the number of MRs required for each switching increases by
the number of wavelengths. Therefore, the OSNR OSNRλn

for the wavelength λn can be expressed as (6).

OSNRλn = 10 log(PSλn/PN λn ) (6)

FIGURE 7. Crux router architecture in a WDM-based ONoC.

Assuming that W wavelengths have the same spacing in
a given free spectral range (FSR), the spacing between two
consecutive wavelengths λn and λn+1 is the same (FSR/W ).
Therefore, λn is calculated using (7).

λn = λ0 + (n− 1)·(FSR/W ) (7)

Thus, the following equation (8) holds for the resonance
wavelength λMRm of the mth MR:

λMRm = λMR0 + (m− 1)·(FSR/W ). (8)

λ0 and λMR0 can be determined by the system designer.
In this study, we assume that λ0 = λMRm . The intensity
ψ(λn, λMRm ) at which the wavelength λn interferes with an
MR, whose resonance wavelength is λMRm , is as shown in (9):

ψ(λn, λMRm ) = δ
2/(λn − λMRm )

2
+ δ2 (9)

where δ = λMRm/2Q.
Because we assume that λ0 = λMR0 , the degree of

interference between wavelengths is determined by the qual-
ity factorQ, the resonance wavelength λMRm , and the number
of wavelengths W . The EWOSA receives the number of
given wavelengths,FSR,Q, and λMR0 as the input parameters.
Subsequently, it prepares an LUT for each wavelength and
calculates the OSNR accordingly.

For example, assuming that λ0 and λMR0 are both 1550 nm,
the FSR is 30 nm, and the Q factor is 9000 in a WDM-based
ONoC using eight wavelengths. The intensity ψ(λ0, λMR1 )
that interferes with the corresponding MR can be obtained as
5.30× 10−4.

In summary, the EWOSA is composed of three steps,
and the operation of the algorithm in each step is designed
to achieve the desired goal. In step 2, the communication
patterns that minimize the OSNR of each candidate are deter-
mined through a semi-greedy approach. Multiple subsets
that are created through the priorities of various searching
conditions reduce the possibility that the algorithm falls into
the local minimum. Finally, in step 3, the candidate that
causes the minimum OSNR among the candidate groups is
determined as the worst case.
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TABLE 1. Parameters of optical elements.

IV. EVALUATION
We configured various network environments to verify the
EWOSA and all the algorithms including the proposed
algorithm were implemented using the C++ programming
language. For a fair comparison, the same parameters and
coefficients were applied in all the simulations. The waveg-
uide used in all the networks was 450 nm× 200 nm, the inser-
tion loss was assumed to be 0.274 dB/cm, and the bending
and crossing losses were assumed to be −0.005 dB/90◦

and −0.04 dB, respectively [17], [18]. The other coeffi-
cients of the insertion loss and crosstalk noise are presented
in Table 1 [10].
We analyzed the OSNR and runtime of the mesh-based and

fat-tree-based ONoCs. Here, the length of the waveguide in
the router was considered to be the minimum value, consid-
ering the diameters of the MR switch and optical terminator.
The diameters of the MR switch and optical terminator were
assumed to be 10 µm and 15 µm, respectively [15]. The
output power of the laser was assumed to be 0 dB, and the
lengths of the waveguide between the routers and the waveg-
uide between the laser and router were ignored. Additionally,
we simulated the OSNR of networks using WDM and SOA,
which increased the bandwidth and power efficiency of the
ONoC to verify the generality of the EWOSA.

This analysis primarily aimed to verify how the EWOSA
can improve the accuracy of the worst-case OSNR and oper-
ate at a low runtime compared with the previous studies
by considering the signal path of various crosstalk noises.
Therefore, the proposed algorithm was verified through the
accuracy and runtime analysis of the worst-case OSNR in
each network environment.

A. OSNR ANALYSIS
Table 2 shows the worst-case OSNR analyzed with network
sizes ranging from 8 × 8 to 16 × 16 in ONoCs with
mesh topology compared with the formal worst-case (FWC)
described in [10] in a single wavelength environment.
For a network size of 8 × 8, the worst-case OSNR of
the FWC was approximately 3.27 dB, and the worst-case
OSNR of the EWOSA was approximately 3.09 dB; hence,
the worst-case OSNR obtained through the EWOSA was
approximately 0.18 dB lower. When the network sizes were
16 × 16, the worst-case OSNRs determined by the EWOSA
were lower than the FWC by 0.12 dB. As the network size
increased, the difference between the worst-case OSNRs

TABLE 2. OSNR comparison results for mesh-based ONoC.

FIGURE 8. OSNR comparison results for mesh-based ONoC with WDM
(W: the number of wavelengths).

of the FWC and EWOSA decreased. This tendency was
because, from a network with a size of 12 × 12 or more,
the increase in noise power decreases while the amount of
decrease in signal power is constant in Table 2. As the length
of the PS increases as the network size increases, insertion
loss increases constantly, but the number of nodes where
crosstalk noise can be introduced increases slightly; hence,
the effect of the added crosstalk noise decreases.

The results of the worst-case OSNR analysis are presented
in Fig. 8 when the number of wavelengths for the 8 × 8
to 16 × 16 networks with mesh topology ranged from
1 to 8 in a WDM-based ONoC. The quality factor Q and
the lowest wavelength λ0 were assumed to be 9000 and
1550 nm, respectively. Additionally, we assumed that the
insertion loss and crosstalk noise of each optical signal,
except for the inter-wavelength interference, followed the
values in Table 1. When the number of wavelengths was
1, 2, 4, and 8, the improvements in the worst-case OSNR
obtained from the EWOSA compared with the FWC for
all the network sizes were 0.09 dB, 0.09 dB, 0.11 dB, and
0.17 dB, respectively. This tendency implies that the accu-
racy of the EWOSA enhances as the number of wavelengths
increases. As the number of wavelengths increases, the input-
to-output ratio of signal and noise power of the optical router
changes due to the increased MRs and the changed structure
of the router. Therefore, the EWOSA, which is designed
to flexibly respond to ONoC conditions and environmental
changes, calculates more accurate worst-case OSNR than the
FWC. Table 2 and Fig. 8 indicate that the larger the network
size, the lower the difference between the worst-case OSNRs
obtained from the FWC and EWOSA.
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FIGURE 9. OSNR comparison results for mesh-based ONoCs with network
sizes (a) 8 × 8, (b) 12 × 12, and (c) 16 × 16.

Fig. 9 shows the results of analyzing the worst-case OSNR
in each network according to the network size and gain of
SOA when the SOAs were arranged using the SOA deploy-
ment algorithm proposed in [16]. When the gain of the
SOA became larger than a specific value that indicated the
ideal gain, the worst-case OSNR was lowered because of an
excessive amplification of crosstalk. In the 8 × 8 network,
the ideal gain with the highest worst-case OSNR analyzed
by the EWOSA differed by 0.28dB from the FWC, and
the worst-case OSNR was 4.81 dB. In the 12 × 12 and
16× 16 networks, the EWOSA could determine OSNRs that
differed by as much as 5.09 dB and 5.39 dB, respectively,
from the FWC. The worst-case OSNR indicated a consider-
able difference from the network to which the SOA deploy-
ment techniquewas not applied. This was because, depending
on the SOA arrangement, the worst-case does not occur in the
longest path and the scenario considering the amplification of
the SOA becomes the worst case. In other words, the EWOSA
analyzed the worst-case OSNR and enabled a more accurate
SOA gain setting in the SOA deployment stage.

We performedOSNR analysis when the proposed EWOSA
was applied to a fat-tree-based ONoC. As with the mesh-
based topology, the insertion loss and crosstalk coefficients of
the MR were the same as those listed in Table 1. We used an
OTAR, which was proposed in [8]. Furthermore, the network
structure and routing method used were waveguide-crossing

TABLE 3. OSNR comparison results for fat-tree-based ONoC.

TABLE 4. Runtime results for mesh-based ONoC.

loss-optimized ONoC and insertion-loss-minimized source-
index deterministic routing (SIDR), respectively, which were
used in [19]. SIDR minimizes the insertion loss while main-
taining the load balancing characteristic in fat-tree-based
ONoCs. The OSNR and runtime according to network size
are shown in Table 3. The average worst-case OSNR of the
EWOSA was observed to be 0.76 dB lower than the average
value of the fat-tree-based ONoCs analyzed in [8]. Meanwile,
for the fat-tree-based ONoC, we observed that the OSNR
decreased rapidly as the network size increased so that the
scalability was lower than that of the mesh-based ONoC.
This tendency occurred because the number of routers used
in the mesh-based ONoC was the same as the number of
processor cores, whereas the number of routers used in the
fat-tree-based ONoC increased as the number of processor
cores increased.

Based on these results, the accuracy of determining the
worst-case OSNR of the EWOSA and the generality was con-
cluded to be high. In the following subsection, the runtimes
of the EWOSA are analyzed.

B. RUNTIME ANALYSIS
The runtime of the EWOSA is shown in Table 4 according
to the number of wavelengths in the mesh-based ONoC. The
EWOSA required tens of seconds to tens of hours depend-
ing on the network size, but this is acceptable at the front
end of the design. As the number of wavelengths used by
the WDM increased, the number of MRs increased, and
consequently, the number of iterations increased owing to
resonance. Accordingly, the total amount of computations
increased in proportion to the number of wavelengths. Thus,
the runtime increased.

V. CONCLUSION
The worst-case OSNR is a critical metric in evaluating
the total power consumption of ONoCs. We established an
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extended worst-case OSNR searching algorithm to be appli-
cable for a wide range of topologies and network sizes.
By in-depth inspection of the crosstalk noise and insertion
loss, including secondary effects, the EWOSA provides a
more rigorous worst-case OSNR analysis capability than
previous studies with reasonable computational complexity.
Furthermore, the EWOSA can be used in theOSNRoptimiza-
tion step of ONoCs and accommodate ONoCs with WDM
functionality and SOAs.
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