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ABSTRACT Similarity join has been widely used in many data analysis and data mining applica-
tions, we mainly focus on the scalability and performance problem of similarity join query on massive
high-dimensional data set. p-stable distribution based projection scheme can implement dimension reduc-
tion effectively. Three novel approaches based on projection scheme are proposed to deal with massive
high-dimensional data similarity join problem: Single projection method, Multiple projection method and
Projection space partitioning method. Comprehensive experimental tests were performed to evaluate the
performance of the above approaches. The experimental results show that the proposed approaches in this
paper have good performance and scalability.

INDEX TERMS Similarity join, MapReduce framework, high-dimensional data, p-stable distribution,
multiple projections.

I. INTRODUCTION
With the development of data acquisition technology and
data acquisition equipment, data size, data precision and
data dimension are increasing rapidly in an unprecedented
way.The dimensions of many types of data can reach thou-
sands or ten thousands of dimensions, such as image, video,
trajectory, time series and so on. High-dimensional data sim-
ilarity join can figure out all the similar data pairs whose
distance is not bigger than the predefined distance threshold
from the massive high-dimensional data set, which plays
an important role in many fields, such as image clustering,
document de-duplication, similarity video detection, etc.

The calculation cost of the similarity join on large scale
high-dimensional data is always very expensive. With the
increasing of data size and dimensionality, the traditional
centralized processing method and index-based algorithm can
no longer satisfy the performance requirements.

MapReduce [1] was first proposed by Google as a dis-
tributed and parallel computing model with high scalability,
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fault tolerance and high availability which is used to deal
with massive data analysis and processing attracting more and
more attention from academia and industry. We try to deal
with the similarity join problem on massive high-dimensional
data by using MapReduce framework and provide the follow-
ing contributions:

o Multiple projections based filtering scheme was pro-
posed which can make sure that the recall and the fil-
tering effect are both relative higher;

o Three novel approaches based on projection scheme
were proposed which can deal with massive high-
dimensional data similarity join problem efficiently:
Single projection method, Multiple projection method
and Projection space partitioning method.

o Detailed experiments were performed to evaluate the
performance of the proposed approaches in this paper,
the results show that our proposed methods have better
performance and scalability compared with other exist-
ing methods.

This paper is organized as the following: Section 2 makes
a detailed survey about the related works on similarity

121665


https://orcid.org/0000-0002-7359-6592
https://orcid.org/0000-0003-2601-9327

IEEE Access

Y. Ma et al.: Projection Based Large Scale High-Dimensional Data Similarity Join Using MapReduce Framework

join, and analyzes their advantages and disadvantages; The
third section gives the definition of high-dimensional data
similarity join, introduces some relevant basic knowledge
and proves relevant theorems; Three novel similarity join
algorithms are proposed respectively in section 4, 5 and
6 which are Single Projection based Similarity Join Algo-
rithm Using MapReduce, Multiple Projections based Similar-
ity Join Algorithm Using MapReduce, Projection Space Par-
titioning based Similarity Join Algorithm Using MapReduce;
Section 7 conducts comprehensive experiments; In Section 8§,
some conclusions and expectations about the work are made.

Il. RELATED WORKS

Similarity join is an important operation which is widely used
in many applications, the scholars have conducted compre-
hensive research works on this problem. Pang et al. [2], Lin
and Wang [3] and Yu et al. [4] mainly review the research
works of similarity join in centralized environment. In view
of the performance and scalability problems faced by large
scale data similarity join, some research works attempted to
use MapReduce framework to solve them. Pang er al. [5]
summarizes the works of massive data similarity join based
on MapReduce framework, Silva et al. [6] and Kimmett ez al.
[7] make experimental analysis and comparison of the typical
similarity join algorithms based on MapReduce framework.
Similarity join problem can be divided into the following cat-
egories according to the different types of data processed: set
similarity join, vector similarity join, spatial data similarity
join, probabilistic data similarity join, string similarity join
and graph data similarity join.

A. SET SIMILARITY JOIN

Lin [8] firstly exploited the similarity join problems based on
MapReduce framework and proposed brute force algorithm
and index-based algorithm. Each set pair needs to be com-
pared once according to the brute force algorithm because
it didn’t adopt any filtering scheme. Index-based algorithm
can achieve a certain degree of filtering, but the filtering
effect is not ideal and there are many duplicated calculations.
Vernica et al. [9] proposed a prefix filtering based massive
set similarity join approach. The improvement of literature
[10] compared to literature [9] is that besides prefix filtering
scheme, literature [10] also proposed length filtering scheme,
so the filtering effect is further enhanced. Rong et al. [11]
proposed a multiple prefix filtering technique which can
further reduce the number of the candidate pairs. A cost
model was also proposed to decide the prefix number. The
scheme based on prefix filtering technology also has some
shortcomings. Firstly, network communication cost is relative
high: each set has to be replicated many times, the number of
replications equals the length of the prefix, so for a longer
set, the data replication rate is too high, which will lead to
a higher network communication cost; secondly, there exist
too many duplicated comparisons: for any two sets, if there
are k common items in their prefix, the comparison will be
repeated k times.
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Elsayed et al. [12] made full use of the characteristics
of MapReduce framework and the structure of Word-Count
MapReduce program, proposed a document similarity join
approach, which can effectively deal with the problem of
duplicated comparisons. Literature [13] extended the types of
data objects so that it can process set, multiple set and vector.
Similarity measures can be inner product, cosine similarity
and Jacquard similarity. Both of the solutions can effectively
avoid duplicated comparisons, do not need to transmit the
document itself, only transmit the corresponding weight of
each word, which can greatly reduce the cost of network
communication. However, there still exist some limitations
in this kind of scheme. Any two documents containing only
one common element need to be compared once, and the
filtering function of similarity threshold and prefix are not uti-
lized, so many unnecessary candidate pairs will be generated.
Baraglia et al. [14] proposed a hybrid solution by combining
the advantages of prefix filtering scheme with Word-Count-
Like scheme. This solution can effectively reduce the number
of candidate pairs and avoid duplicated computation. Each
pair is calculated only once, but additional data transmission
is needed.

Rong et al. [15] and Deng et al. [16] proposed
partition-based similarity join approached for set data. Based
on the traditional Locality Sensitive Hashing technology,
PLSH [17] proposed a new banding technique using flexible
thresholds, which can greatly reduce the number of false
positive examples, improve the computational efficiency, and
achieve the balance between false positive examples and false
negative examples. Amagata et al. [18] proposed a Local-
Index-based dynamic set kNN selfjoin approach(LI-DSN-
Join) which can deal with the KNN Join problem on dynamic
set more efficiently. Bellas and Gounaris [19] conducted a
comprehensive presentation and comparative evaluation of
GPU accelerated set similarity joins which provided a good
reference for other following related works.

B. VECTOR SIMILARITY JOIN

Luo et al. [20] proposed a novel dimension reduction
scheme called Basic Dimension Aggregation Approxima-
tion(abbreviated as BDAA) which was motivated by Pairwise
Aggregation Approximation(abbreviated as PAA), the dis-
tance of the DAA representations is the lower bound of
the original distance of the vectors, so DAA can prune
unqualified pairs without calculating their original distances.
Luo et al. [20] also designed a parallel similarity join algo-
rithm based on MapReduce framework using BDAA which
can filter effectively at a lower cost, and the time complexity
is still O(n?), that is, any two vectors need to be compared
once in low-dimensional space.

Seidl et al. [21] proposed a massive vector similarity join
approach by using grid partitioning. This method has good
parallel characteristics and can be easily implemented in
MapReduce framework. The disadvantage of this method is
that it is only suitable for the situation of low dimension. Once
the dimension is high, its performance will degrade severely.
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Fries et al. [22] proposed a novel MapReduce based similarity
join method called PHiDJ which can improve the similarity
join speed through grouping dimensions and variable length
grid dividing. Seidl et al. [21] adopted uniform gird dividing
method (equal width), while Fries et al. [22] adopted variable
length grid dividing method, which has better adaptability
and filtering effect. Another similarity join algorithm called
MRSJ_IDS which can support incremental data sets was
proposed in [23].

SAX-Based HDSJ [24] conducted dimension reduction
for high-dimensional vectors using Piecewise Aggregate
Approximation technique, the original high-dimensional vec-
tor can be converted into PAA vector.The PAA vector is
converted into SAX string by using Symbolic Aggregate
Approximation(SAX) which can be used to filter effectively.
Ma et al. [25] proposed a multi-PAA based similarity join
approach called MP-V-SJQ which can further increase the
filtering effect and reduce the filtering cost on the basis of
SAX-Based HDSJ [24]. In order to reduce unnecessary com-
parisons and achieve load balancing among computing nodes,
Grid-Based SJ [26] proposed a similarity join approach based
on dynamic grid partition.

Zhang et al. [27] were the first to study the problem
of KNN join based on MapReduce framework. In order to
reduce the cost of the comparisons and network transimis-
sion,Zhang et al. [27] proposed a novel KNN join method
called zZKNNJ which can return approximate results. Lu ez al.
[28] proposed an exact KNN similarity join approach, which
partitions data mainly based on the Voronoi Diagram. Dai and
Ding [29] proposed exact KNN simialrity join algorithm and
the approximate KNN similarity join algorithm based on the
nested loop join framework.

Kim and Shim [30] and Ma and Ci [31] proposed
Top-k similarity join solutions respectively for massive
high-dimensional vectors using MapReduce framework.
Chen et al. [32] proposed a distance based on LSH for
high-dimensional data, and converted the distance based on
LSH into hamming distance of high-dimensional data sig-
nature. On this basis, it designed a top-k similarity join
algorithm using Spark. Compared with Hadoop based solu-
tions, Chen et al. [32] has faster computing speed and better
scalability. Rong et al. [33] proposed a new similarity join
algorithm called symbolic aggregation and vertical decom-
position(SAVD) using Spark.

C. SPATIAL DATA SIMILARITY JOIN

Zhang et al. [34] did some research works on spatial data sim-
ilarity join problem and proposed Spatial Join with MapRe-
duce(SJMR) algorithm which can divide the data uniformly.
A method based on pivot point is designed to ensure that
a pair of spatial data can only be compared once at most.
Liu et al. [35] proposed a novel Top-k spatial join algorithm
using MapReduce(TKSJMR) which can obtain the k spatial
objects with the largest overlapping number with other spatial
objects. Liu et al. [36] proposed a Map-Reduce-Filter-Merge
(MRFM) method under MapReduce framework which can
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solve the problem of parallel spatial join aggregation under
non-index conditions. Liu et al. [37] proposed the paral-
lel R-tree index construction method based on MapReduce
framework, and then proposed the KNN similarity join algo-
rithm based on MapReduce by using R-tree index. A novel
“controllable-replication” framework for spatial join prob-
lems was proposed by Gupta et al. [38] which can reduce
the network transmission costs between cluster nodes, and
deal with the spatial join problems effectively based on
“overlap” and ‘‘inclusion” predicates. Zhang et al. [39]
studied the spatial keyword join query problem under
MapReduce framework, proposed the spatial text object fil-
tering algorithm based on the combination of prefix filtering
and grid partitioning technology, and proposed two opti-
mization methods which can improve the performance of
spatial keyword join query. Dan ez al. [40] mainly focused on
spatial-temporal trajectory similarity join problem and pro-
posed a novel two-level grid index which takes both spatial
and temporal information into account. Zhu et al. [41] were
the first to exploit the Spatial Visual Similarity Join prob-
lem for Geo-Multimedia aiming to find similar geo-image
pairs in both aspects of geo-location and visual content.
Wan et al. [42] proposed hierarchical indexing structures
and Voronoi-based methods to deal with spatial range query
which maybe useful to solve the spatial data similarity join
problem.

D. SIMILARITY JOIN ON OTHER DATA TYPES

Lei et al. [43] and Huang et al. [44] proposed similarity join
algorithms based on EMD (Earth Mover’s Distance) Dis-
tance, mainly aiming at dealing with large-scale probabilistic
data. Ma and Meng [45] proposed two parallel similarity
join methods based on MapReduce framework for large-scale
probabilistic set data: Map side filtering based similarity join
and Reduce side filtering based similarity join.

Rheinlander and Leser [46], Deng et al. [47], Lin et al.
[48] and Li et al. [49] mainly conducted research works
on scalable similarity join problem on massive string data
based on MapReduce framework. Rheinlnder and Leser [46]
proposed a new index structure called PeARL based on trie
tree structure with edit distance as the similarity measure
between strings. Deng et al. [47] mainly extended the sig-
nature mechanism based on partition to support string join
based on set similarity measure(Jaccard similarity measure).
Lin et al. [48] extended PassJoin [49] algorithm, proposed
a faster algorithm PassJoinK, and combined with MapRe-
duce framework, parallelized PassJoinK algorithm, proposed
a new algorithm called PassJoinKMRS which can deal with
scalable string similarity join problem.

In order to deial with massive graph similarity similarity
join problem, Pang et al. [50] proposed a scalable prefix
filtering scheme which can reduce the number of compar-
isons. Based on MapReduce framework, an extensible graph
data similarity join algorithm was designed. Chen et al. [51]
mainly studied graph similarity join problem based on edit
distance. The author mainly proposed an algorithm called
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MGSJoin based on ““filtering and verification” mechanism,
adopted bloom filter technology to reduce redundant comput-
ing and network transmission cost, and integrated multi-way
join strategy to enhance the efficiency of the verification
stage. Zhang et al. [52] did some research works on large
scale RDF data similarity join problem. The similarity join
on the uncertain graph database usually has more practical
application value and has higher time complexity compared
with the certain graph database. Miu et al. [53] and Miu and
Wang [54] have done some research works on the similarity
join problems on the uncertain graph database using MapRe-
duce.

In recent years, many other research works have been done
on different similarity join problems, such as similarity join
on time series [55], [56], approximate KNN similarity join
[57], [58], similarity join on data stream [59].

lIl. PRELIMINARIES

A. NOTATIONS
Table 1 describes the notations which are used in this paper:

TABLE 1. Notations.

Notations Descriptions
ni,ng the cardinality of the data sets.
€ the predefined Euclidean distance threshold.
d the data point’s dimensionality.

dist(vi,v2)  the Buclidean distance between vy and va.

g(v) = a - v, each element of a is a random

g9(v)
variable satisfied with p-stable distribution.
Tm (v) Tm(v) = {(g1(v), g2(v), . .., gm (v)).
the distance between 7, (v1) and m (v2)
AV ('Ul B 'U2)
that is Ap, (v1,v2) = dist(mm (v1), Tm (v2)).
x2(m) Chi-squared distribution, the degree of freedom is m .

B. PROBLEM DEFINITION
High-Dimensional Data Similarity Join Query is defined as
the following:

Definition 1 (High-Dimensional Data Similarity Join
Query(HDSJ)): Given two data sets Q and R, Q =
{1, 92, ..., qn }, R = {r1,m2, ..., rn,}, qi is iy, data point
from Q, q; = (qi1, g2, - .., qia), 1j is jm data point from R,
rj = (rj1, 12, ..., tjad), qi and rj are d-dimensional vector,
that is q; € N, rj € M. dist(.) represents the Euclidean
distance and € refers to the distance threshold, then the
high-dimensional data similarity join query on Q and R
can figure out all the similar data pairs whose distance is
less than or equal to the predefined threshold €. That can
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be recorded as: HDSJ(Q < R) = {{gi,rj)lq;i € Q,rj €
R, dist(q;, rj) < €}. The Euclidean distance between q; and
rj can be calculated as the following:

d
dist(gi. 1)) = | Y (gim — 1m)? (1)
m=1

C. THEOREMS

Theorem 1: Given two d-dimensional vectors vy and vy,
then g(v1) — g(v2) ~ N(O, dist>(vi, v2)).

Theorem 2: Given two d-dimensional vectors vy and vy,
vi, vy € R4 M ~ x2(m).

V2 * dist2(vi,v2) X

Theorem 1, 2 can be derived based on the properties of
p-stable distribution and Chi-squared distribution, and they
have been proofed in our previous work [60]. As described
in Table 1, g(v) = a - v, each element of a is a random
variable satisfied with p-stable distribution. We can project
d-dimensional vector v into m-dimensional space by using
(V) = (g1(v), g2(v), ..., gn(v)) so as to achieve the goal
of dimension reduction.

Theorem 3: If A, (vi,v2) > ke, then the probability that
dist(vi, v2) will be bigger than € is bigger than 1 — P(x* >
k2), that is: P(dist(vi, v2) > €AV, v2) > ke) > 1 —
P(x? > k?).

Proof:

P(dist(vi, v2) > €|Ap (v, v2) > ke)
P(dist(vi,vp) > € and A,,(vi, v2) > ke)
- P(AL (v, v2) > ke)
. Ap(vy, v2) > ke is given.
S P(AL(v, ) > ke) =1
odist(vy, ) >0
- P(dist(vi, vp) > €|An(vi, v2) > ke)
P(dist(vi, vp) > € and Ay,(vi, vp) > ke)
= P(distz(vl, V) > €2 and Ap(vi, vp) > ke)
=P <m < Eizand Ap(vi, ) > ke)
Ap(vi,v2) =0
- P(dist(vi, vp) > €|An(vi, v2) > ke)
_ P( AR v2) ARV V)
dist2(vi, v2) — €?
- P( 4,2,,(v1,vz> _ AL w)
dist2(vy, v2) €2
AZ(vi,v) N
dist2(v1, v2)

and Ay(vi, o) > ke)

and A, (v, vp) > ke)

o Ap(vi, v2) > me and Xz(k)

P( A2 (v, v2)

dist2(v1, v2)
2.2
< P<X2 > %) =P<X2 >k2)
€

A2 (v,
=1-P (M and A,,(vi,v2) > ke)

and A, (vi,v2) > ke)

dist2(vy, v2)
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> 1 —P(X2 > k2)
= P(dist(v1, v2) > €|Ap(vi, v2) > ke) > 1 — P(x° > k?)

|

According to the above theorems, we can find that if the
Euclidean distance between 7,,(v{) and 7, (v2) is grater than
ke, then the Euclidean distance between v; and v, will be
greater than € with the probability which is greater than 1 —
P(x> > m?). Based on this property, we can filter out the
dissimilar vectors at low computation cost by computing the
low dimensional space distance.

Theorem 4. If dist(vi, v2) > €, then the probability that
Am(vi, v2) will be bigger than ke is bigger than P(x* > k2),
that is: P(Ap,(v1, v2) > ke|dist(vi, vp) > €) > P()(2 > k).

Proof:

A, v2) =0

S P(AL (v, vp) > keldist(vy, vy > €))

= P(A2(vi,v2) > k2€2|dist(vy, v2) > €)

_ P< A2 vy, v2) k?e?
dist?(v1,v2) ~ dist?(vi, v2)

A2 (v1.v2) k2e?
dist?(vy,v2) dist?(vy,va

P(dist(vi,v2) > €)
v P(dist(vi,v) > €)=1
S P(A (v, vp) > keldist(vy, vy > €))
_ pf An01 ) ke
dist?(vi,v2) ~ dist2(v1, v2)
) A2 (vi,v2) N
" dist2(vy, v2)
S P(AL (v, vp) > keldist(vy, vy > €))
p éfn(vl, v2) - k?e?
dist2(v1, v2) €?
_ P( AL V) kz)

dist2(v1, v2)
=P <X2 > kz)

= P(An(vi, v2) > keldist(vi, va > €)) > P(x> > k)

|dist(vi, v2) > E)

) and dist(vi, v2) > E)

and dist(vy, vp) > e)

x2(m)

|

Theorem 4 implies that if the distance between v and v, is

greater than €, then the distance between ,,(v1) and m,,(v2)

in the reduced dimensional space will be greater than ke with
the probability that is greater than P(x> > k2).

IV. SINGLE PROJECTION BASED SIMILARITY JOIN
ALGORITHM USING MapReduce

In order to deal with the massive high-dimensional data
similarity join more efficiently, we propose a novel paral-
lel similarity join approach according to the theorem 3 by
using MapReduce paradigm. Figure 1 displays the general
framework of the Single Projection based Similarity Join
Algorithm Using MapReduce(SPSJ), Algorithm 1 describes
the detailed procedure. Single projection means that we
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project d-dimensional vector v into m-dimensional space by
using m,(v) = (g1(v), g2(v), ..., gn(v)) and obtain a m-
dimensional vector 7, (v).

The Nested Loop Join approach is used to perform the
similarity join query. All the vectors in data set Q are evenly
divided into ¢ partitions, all the partitions need to be com-
pared with each other, so each vector has to be replicated ¢
times.

Algorithm 1 has two phases: map phase and reduce phase.
The main task of the map phase is to divide all the vec-
tors in Q evenly into ¢ partitions and assign a random
partition id(<c) to each vector(line 2), m,,(value) repre-
sents the m-dimensional projection of each vector. Then
construct the newKey (line 5, 9) and the newValue(line
6, 10) by combining pid, m,,(value) and value, finally
emit the (newKey, newValue) pairs(line 7, 11) for ¢ times
totally(line 4-11). In the reduce phase, we firstly obtain the
Euclidean distance between 7,,(v1) and m,,(v2), recorded as
temp(line 14), if temp is bigger than €, we can filter out
(v1, v2) safely in advance(line 15), otherwise, the Euclidean
distance between v; and v, in d-dimensional space needs to
be computed again, recorded as dist(line 16), if dist < e,
(v1, v2) is the final answer, and will be emitted(line 17-18).

Algorithm 1 Single Projection Based Similarity Join
Algorithm Using MapReduce

1 map(key, value)//each value is a vector

2 pid < Math.abs(random.nextInt())%c +1;//assigning a
random partition id to each vector.

3 my(value) <— Mapping(value);//m,,,(value) =
(g1(value), g2(value), . . ., gm(value)).

4 fori=1;i <pid;i+ +do
newKey < “p” + i+ “p” + pid;
newValue < (“p” + pid, m,(value), value)
output(newKey, new Value);

g fori=pid+1;i<c;i++do

9 newKey <« “p” + pid + “p” + i,

10 newValue < (“p” + pid, m,,(value), value)

1 output(newKey, newValue);

N S »

12 reduce(newKey, new Values)
13 foreach vector pairs (vi, v2) € newValues do

14 temp < Ap(vi, );

15 if temp < ke then

16 dist < dist(vy, vp);

17 if dist < € then

18 | output((vi, v2), dist);

V. MULTIPLE PROJECTIONS BASED SIMILARITY JOIN
ALGORITHM USING MapReduce

According to Theorem 3 and 4, the lower bound of the recall
and filter effect of the single projection based similarity join
algorithm are 1 — P( X2 > k2) and P( X2 > k2) respectively.
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‘ Divide the data into ¢ partitions randomly

v
Compute the m-dimensional projection of
each vector v: 7, (v ) =(g (+).& ().-+~.g, ("))

2

Duplicate each vector v ¢ times and emit
key-value pairs

ppi ({pp.7, (). v,)

{
pip: <p 7, (v)v)
I Psz(p 72'(\)V>
block 1 pip: (p,»7, ()7, )
: pes [(po 7, (v,).7)
block 2 4,‘_, pip: <pl 7, (v )v>
Pz[’z(p 7r(\)v>
( )
)
)
)
)

X Pz Doy 7 (),

@ pipi
pp2 ((py, 7, (Vs), Vs

(P,

(
pap:2 < s 7 (Vs )5 Vs
PIPz <

37 (V5), Vs

Source Data
55 7T, (v ),V

Map

Block Nested Loop Join

Generating candidate vector pairs in
reduced dimensional space

¥

Refining candidate vector pairs through
computing original euclidean distance

s
N\
¥

pipi <pl, 7, (), "'1) \\\\
Pip1 <P1’”m(‘ys)a"3> \

pipr <p1’”m("5)a‘75> /I \\\

pip2 < 7).V, )
Pip2 <p 7, (V,), v, >
pip: <p 7, (vy )v)
pip2 <p z, (v, )v>
pip2 <P1 irm(\ )5 Vs >
pip2 < >

p:|(p,, 7, (1,),v,)
P2 <p2,/z'm(vl),v4>
pap: <p2,7[”,(\76),1’6>

Reduce

FIGURE 1. General framework of single projection based similarity join algorithm.

The filter effect will decrease as the recall increases, so if
we want to obtain high recall, the filter effect may be low,
for example, if the lower bound of the recall is 0.9, that
is 1 — P(x*> > k?) = 0.9, then the lower bound of the
filter effect will be 0.1, that is P(x%2 > k%) = 0.1. In such
case, the performance of the single projection based similarity
join algorithm will be affected. In most cases, we want to
make sure that the recall and the filter effect are both relative
higher. A novel similarity join approach based on multiple
projections according to theorem 5 and theorem 6 can achieve
the objective. Multiple projections mean that we project d-
dimensional vector v into multiple m-dimensional vectors by
using 7, (v) = gl(v) 12(v) ..,g,h(v)), and obtain several
m-dimensional vector 7,,(v), 7, (v) n,’;(v).

Theorem 5: If Am(vl, v2) > ke or Ai(vl, v) > ke or
A%(vl, v2) > ke, then the probability that dist(vy, vy) will
be bigger than € is greater than 3(1 — P(x? > k?)) — 3(1 —
P(x2 > k2?2 + (1 — P(x2 > k?), that is: P(dist(vi,v2) >
6|A}n(v1, ) > ke or A,i(vl, v) > ke 0rA,3n(v1, V) >
k§)3> 31—P(x? > k?)—3(1—P(x% > k*)*+(1—P(x?* >
k).

Proof: ~ Supposing that A represents dist(vy, v2),
A,ln(vl, v) > ke, A,zn(vl, v2) > ke and Afn(vl, V) > ke are
recorded as B,C and D respectively. According to theorem 3,
we can obtain, P(A|B), P(A|C), P(A|D), P(B), P(C)P(D),
P(AIBU CUD), - P(B),.. P(AB),.. P(AC),.". P(AB), .".
P(ACD), P(ABD), P(ABC), P(ABCD),".© P(A|B), and ..
P(A|B U C U D), as shown at the bottom of the next page.

|

Theorem 6: Ifdist(v1 W) > €, then P(A1 v1,v2) > ke U
A2 (vl, v2) > ke U A (v, v2) > ke|dzst(v1, ) > €) >
3P(x2 > k%) — 3P(x% > k)% 4+ P(x2 > k%)
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The proof procedure of theorem 6 is the same as that of
theorem 5.

According to theorem 5 and theorem 6, we can obtain that
the lower bound of the recall and filter effect are 3(1—P(x2 >
k) —3(1 — P(x% > k*)? 4+ (1 — P(x? > k?)3 and 3P(x2 >
k%) —3P(x% > k?)? + P(x? > k?)3 respectively. Supposing
that P( X2 > k2) = 0.3, so the lower bound of the recall will
be 3% (1—0.3)—3%(1 —0.3)>+ (1 —0.3)3, thatis 0.973. and
the lower bound of the filter effect will be 3% 0.3 —3%0.3% +
0.33, that is 0.657. Compared with the previous algorithm,
the higher filter effect can be obtained when the recall is
approximately the same. We propose Multiple Projection
based Similarity Join Algorithm Using MapReduce(MPSJ)
based on theorem 5 and theorem 6, Figure 2 displays the
general framework of MPSJ.

There are two main improvements compared to SPSJ
algorithm, the first improvement is: at map phase, we gen-
erate multiple m-dimensional projections for each vector
v(supposing that / times) which are 71,,11(\/), n,%l(v), S n,ln(v)
(line 3), then combing the partition id, [ times
m-dimensional projections and the original vector v together
as the value of the output of map phase(line 4 - 11), that
is: (pid, (v) 7, (v) ,n,ln(v),v). the second improve-
ment is: at reduce phase, Block Nested Loop Join
approach is adopted to conduct the similarity join, for
each vector pair (v;, v;), we compute the distance of their
m-dimensional projections, if dist(n,l,(v,-), nrl,l(vj)) > ke,
(vi, vj) can be filtered out in advance, otherwise, the dis-
tance of the next m-dimensional projections will be figured
out again and so on(line 15 - 18). If dist(zr,L(vi), 7)),
dzst(rr (i), n2(v,)) dist(n,ln(v,-), rr,ln(vj)) are all less than
or equal to ke, (v, vj) will be the candidate pair. Finally we
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need to verify the original Euclidean distance between v; and
vj, if dist(vi, vj) < €, {v;, v;) will be the final similar vector
pair(line 19 - 22).

VI. PROJECTION SPACE PARTITIONING BASED
SIMILARITY JOIN ALGORITHM USING MapReduce
SPSJ algorithm and MPSJ algorithm can filter out some vec-
tor pairs which are impossible similar through computing the
m-dimensional distance, every pair of the vectors still needs
to be compared in m-dimensional space, the time complexity
is O(n%). A novel parallel similarity join algorithm based
on Projection Space Partitioning scheme(PSPSJ) is proposed
which can reduce the comparison times effectively, Figure 3
shows the General Framework of PSPSJ Algorithm.

Firstly, figuring out the 1-dimensional projection and
m-dimensional projection of the original d-dimensional

vectors respectively using p-stable distribution, recorded
as m1(v) and m,(v). Then partitioning the data set in 1-
dimensional space, the partitioning scheme is as the follow-
ing: € represents the d-dimensional distance threshold, then
the distance threshold in 1-dimensional space is €; = ki€,
the distance threshold in m-dimensional space is €,, = k€.
All the vectors can be partitioned into several sub partitions
which have the same width (e1) according to their projected
value in 1-dimensional space.

For each sub partition S;, the vectors in itself and its two
adjacent sub partitions(S;—; and S;11) are more likely to be
similar with the vectors in S;, but the vectors in other sub
partitions are not, that is: S; only needs to join with S, i 5,- =
Si—1 USi U Sit1. Then for each vector pair (vi, v2),vi €
Si,vy € 5‘,', the distance of m,,(v1) and m,,(v2) is figured
out firstly, recorded as A, (vi, v2), if Ap(vi,v2) > kpe,

PAIB) > 1—P(x* > k%)
PAIC) > 1 —P(x> > k?)
PAID) > 1—P(x*> > k%)

P(B) = 1
P(C) = 1
P(D) = 1
PAIBUCUD) = w
P(BU C UD)
B P(ABU A(C U D))
" P(B) + P(C UD) — P(B(C U D))
P(AB) 4+ P(A(C U D)) — P(ABA(C U D))
- P(B) + P(C U D) — P(B(C U D))
_ P(AB)+ P(AC UAD) — P(ABC U ABD))
~ P(B)+ P(C) + P(D) — P(CD) — P(BC U BD)
P(AB) 4+ P(AC) + P(AD) — P(ACD) — P(ABC) — P(ABD) + P(ABCD)
- P(B) + P(C) + P(D) — P(CD) — P(BC) — P(BD) + P(BCD)
“P(B) =1, P(C)=1, P(D)=1

. P(AB) = P(B)P(A|B) = P(A|B)
. P(AC) = P(C)P(AIC) = P(A|C)
. P(AB) = P(D)P(A|D) = P(A|D)

" B, C, D are independent of each other

. P(ACD) = P(CD)P(A|CD) = P(C)P(D)P(A|C)P(A|D) = P(A|C)P(A|D)
P(ABD) = P(BD)P(A|BD) = P(B)P(D)P(A|B)P(A|D) = P(A|B)P(A|D)
P(ABC) = P(BC)P(A|BC) = P(B)P(C)P(A|B)P(A|C) = P(A|B)P(A|C)

P(ABCD) = P(B)P(C)P(D)P(A|B)P(A|C)P(A|D) = P(A|B)P(A|C)P(A|D)

= P(A|BUC UD)

P(A|B) 4+ P(A|C) 4+ P(A|D) — P(A|C)P(A|D) — ...+ P(A|B)P(A|C)P(A|D)

~ P(B) + P(C) + P(D) — P(B)P(C) — P(B)P(D) — P(C)P(D) + P(B)P(C)P(D)
_ P(AIB) + P(AIC) + PAID) — P(AIC)P(AID) — ... + P(A|B)P(A|C)P(A|D)

1+1+1—1%1—1%1—1%x1+1%x1%1
““PAIB) > 1 —P(x> > k*),P@A|C) > 1 — P(x*> > k*), PAAID) > 1 — P(x*> > k?)
~ PAIBUCUD) > 3(1 —P(x* > k?) —=3(1 — P(x> > k2> + (1 — P(x*> > k?)®
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FIGURE 2. General framework of multiple projection based similarity join algorithm.
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v
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%PT?Z§?%

Map

Reduce

FIGURE 3. General framework of projection space partitioning based similarity join algorithm.

(v1, v2) can be filtered out. Otherwise, (vi, v») will become
the candidate vectors pair. Finally, we need to verify the
candidate vectors pair (vi, v2) by computing their original
d-dimensional distance.

Algorithm 3 displays the detailed procedure of the sim-
ilarity join algorithm using MapReduce based on pro-
jection space partitioning scheme. In the map phase,
we firstly obtain the 1-dimensional projection m1(value) =
g(value) and m-dimensional projection m,(value) =
(g1(value), ga(value), ..., gn(value)) for each vector respec-
tively(line 2-3), i (value) is used to divide the vectors and
mm(value) is used to filter the vectors. A partition id recorded

121672

as pid = [m(value)/e1] will be created for each vector
making sure that all the partitions have the same with €. Line
5-21 can make sure that each sub partition S; needs only to
be compared with itself and its adjacent sub partitions(S;_1
and S;;1). The main task of the reduce phase is to conduct
secondary filtering and verification for each candidate vector
pair (vi, v2), the distance of m,(v;) and m,(v2) is firstly
computed(line 24), if A,,(vy, v2) is bigger than €, = ke,
then (v, ) can be dismissed safely(line 25). Otherwise,
the original d-dimensional distance recorded as dist needs to
be computed again(line 26), if dist < €, then (vy, v2) will be
the final answer(line 27-28).
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Algorithm 2 Multiple Projection Based Similarity Join
Algorithm Using MapReduce

1 map(key, value)//each value is a vector

2 pid < Math.abs(random.nextInt())%c +1;//assigning a
random partition id to each vector.

3 generating / times m-dimensional projections for each
vector value: rr,i,(value), rrr%,(value),

. ,n,ln(value)//n,"n(value) =

(g’i (value), gé(value), e, g;'n(value)).

4 fori=1;i <pid;i++do

5 newKey <« “p” + i+ “p” + pid;

6 newValue < (“p” + pid, n,L(value), ni(value),
, n,il(value), value)
7 | output(newKey, newValue);

gfori=pid+1;i<c;i++ do
newKey <« “p” + pid + “p” + i,

10 newValue < (“p” + pid, n,i,(value), n,%,(value),
. ,n,ln(value), value)
| output(newKey, new Value);

12 reduce(newKey, new Values)

13 foreach vector pairs (vi, vz) € newValues do
14 i< 1;

15 fori=1;i<l;i++do

16 temp < Al (vi, v2);

17 if temp > ke then

18 L break;

19 if i > [ then

20 dist < dist(vy, v2);

21 if dist < € then

2 | output((vi, v2), dist);

VIl. RESULTS

Detailed experiments are performed to validate our pro-
posed approaches’ performance: Single Projection based
Similarity Join(SPSJ), Multiple Projections based Similarity
Join(MPSJ) and Projection Space Partitioning based Similar-
ity Join(PSPSJ).

A. EXPERIMENTAL SETUP

The experiments are implemented on Hadoop-2.7.3, the clus-
ter contains 11 nodes in which one node is Master node and
the other 10 nodes are slave nodes. the configuration for each
node is described in Table 2. The distance thresholds are 0.1,
0.2, 0.3 0.4 and 0.5 respectively. The data sets used in our
experiments are the same with [20] which can be downloaded
from the internet,! table 3 describes the details of the datasets.

B. PERFORMANCE VS. DISTANCE THRESHOLD
Figure 4 shows the performance of BDAA, SPSJ, MPSJ
and PSPSJ on image-128-5 which contains 500 thousand

1http 1 //corpus — texmex.irisa.fr/
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Algorithm 3 Projection Space Partitioning Based HDSJ

1 map(key, value)//each value is a vector

2 mwy(value) < Mapping|(value);//my(value) = g(value).
Being used to divide the vectors into several partitions
with equal-sized width in the projected 1-dimensional
space.

3 mwy(value) <— Mapping,,(value);//r,,(value) =
(g1(value), gr(value), . . ., gn(value)).

4 pid < [mi(value)/e17;

5 if pid == 1 then

6 newValue < (pid, (w;,(value), value))
7 newKey <« “S” + pid,

8 output(newKey, newValue);

9 pidRight < pid + 1,

10 newKey <« “S” + pid + “S” + pidRight;
11 output(newKey, newValue);

12 else

13 newValue < (pid, (w,,(value), value))
14 newKey <« “S” + pid;

15 output(newKey, new Value);

16 pidRight < pid + 1;

17 newKey <« “S” + pid + “S” + pidRight;
18 output(newKey, newValue);

19 pidLeft < pid — 1;

20 newKey < “S” + pidLeft + “S” + pid,
21 output(newKey, new Value);

22 reduce(newKey, new Values)
23 foreach vector pairs (vi, v2) € newValues do

24 Am(vi, v2) < dist(Tm(v1), Tm(v2));
25 if A,,(vi, ) < ¢, then

26 dist < dist(vy, v);

27 if dist < € then

28 | output((vy, va), dist);

vectors with 128 dimensions under different distance thresh-
old. Although BDAA, SPSJ and MPSJ adopt respective
dimension reduction techniques, every pair of the vectors
needs to be compared once, so the time complexity is square.
While PSPSJ can divide the data set into several partitions,
it is easy to determine which partitions need to be compared
that some vectors pais can be filtered out in advance at a
lower cost. So the performance of PSPSJ is the best when
the distance threshold is less than 0.3. However, when the
distance threshold € > 0.3, the number of the partitions
which can be divided into will be small, each partition con-
tains more vectors accordingly. On the one hand, the filtering
effect will decrease, on the other hand, every partition pair
needs to be processed by one Map task, because the partition
pais number becomes smaller, the parallelism decreases and
the computing power of the cluster can not be fully utilized.
So when the distance threshold € > 0.3, the performance
of PSPSJ decreases dramatically. In conclusion, when the
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TABLE 2. Cluster configuration.

Node Name CPU Memory oS Disk | Map Task | Reduce Task
Master Intel 15-6500 3.2GHz,4 cores 8GB Ubuntu 16.04 1TB - -
Slavel Intel 17-6700 3.4GHz,8 cores 36GB Ubuntu 16.04 | 1TB 8 8
Slave2 Intel 17-6700 3.4GHz,8 cores 20GB Ubuntu 16.04 | 1TB 6 6
Slave3 Intel 17-6700 3.4GHz,8 cores 36GB Ubuntu 16.04 1TB 8 8
Slave4 Intel 15-6500 3.2GHz,4 cores 10GB Ubuntu 16.04 1TB 4 4
Slave5 Intel 15-6500 3.2GHz,4 cores 10GB Ubuntu 16.04 1TB 4 4
Slave6 Intel 15-6500 3.2GHz,4 cores 10GB Ubuntu 16.04 1TB 4 4
Slave7 Intel 15-6500 3.2GHz,4 cores 10GB Ubuntu 16.04 1TB 4 4
Slave8 Intel I5-6500 3.2GHz,4 cores 10GB Ubuntu 16.04 | 1TB 4 4
Slave9 Intel G3220, 3.0GHz, 2 cores 4GB Ubuntu 16.04 | 1TB 2 2
SlavelO Intel G3220, 3.0GHz, 2 cores 4GB Ubuntu 16.04 1TB 2 2

TABLE 3. Datasets details.

Dataset Vector Num.(x 103) Dimensionality Data Size
Image-128-5 500 128 423M
Image-128-4 400 128 348M
Image-128-3 300 128 263M
Image-128-2 200 128 176M
Image-128-1 100 128 85M
Image-960-5 500 960 3.92G
Image-960-4 400 960 3.28G
Image-960-3 300 960 2.46G
Image-960-2 200 960 1.64G
Image-960-1 100 960 0.85G

Image-256 500 256 1.09G
Image-512 500 512 2.19G

distance threshold is bigger than 0.3, MPSJ has the best
performance, otherwise, PSPSJ has the best performance.

Figure 5 shows the performance of the above proposed
methods on image-960-5 which contains 500 thousand vec-
tors with 960 dimensions under different distance threshold.
Because the dimensionality of image-960-5 is bigger than
that of image-128-5, the time cost of the above proposed
methods on image-960-5 is higher than which on image-
128-5. However, the trend of the proposed methods with the
distance threshold on image-128-5 and image-960-5 is the
same.
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C. PERFORMANCE VS. DATA SIZE

Figure 6 shows the performance of BDAA, SPSJ, MPSJ
and PSPSJ on image-128-2, image-128-3, image-128-4 and
image-128-5 whose dimensionality is 128 and the distance
threshold is set to 0.1. The experimental results show that
the run time of BDAA, SPSJ, MPSJ and PSPSJ increase
approximate linearly with the data size increasing, the growth
rate of PSPSJ is minimal and it has the best performance
among BDAA, SPSJ, MPSJ and PSPSJ. The main reason is
that all the projected vectors still need to be compared with
each other when using algorithm BDAA, SPSJ and MPSJ,
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FIGURE 5. Performance with different threshold ¢ (dim = 960, data size =
500 x 103).

800
—6— BDAA
700 - —*— SPSJ g
MPSJ
600 —A— PSPSJ 4

W
=3
=)

Run Time(Sec)
=
2

1000

—o— BDAA i
—*— SPSJ

MPSJ
—A— PSPSJ A

900 -

800 -

700
600

500

Run Time(Sec)

400
300

2004
y.

100 ! !
200 300 400

Data Size(xlﬂ3 )

500

FIGURE 7. Performance with different data size (dim = 128, ¢ = 0.3).

D. PERFORMANCE VS. DIMENSION

Figure 8 and Figure 9 display the performance of
BDAA, SPSJ, MPSJ and PSPSJ on data set image-128-5,
image-256-5, image-512 and image-960-5 which all con-
tain 500 thousand vectors. The experimental results show that
the performance of PSPSJ is the best under different dimen-
sions. The run time of the above methods increase as the data
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FIGURE 8. Performance with different dimension (data size = 500 x 103,
e=0.1).
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FIGURE 6. Performance with different data size (dim = 128, ¢ = 0.1).

the time complexity is O(n?). However, PSPSJ approach can
divide the vectors into several disjoint partitions at a lower
cost, the vectors coming from two non-adjacent partitions
can be filtered in advance according to Theorem 3, so it can
reduce the comparison times effectively. Figure 7 displays the
experimental results when the distance threshold is set to 0.3,
and the results are like with the case in Figure 6.
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size increases, and the run time increases dramatically when
the dimensionality is more than 512, while the growth rate of
PSPSJ is minimal. The main reason is that the dimensionality
of the projected vectors will increase as the dimensionality of
the original vectors increases, however, the projected vectors
coming from two non-adjacent partitions do not need to be
compared with each other, so the size of the dimensions has
a relatively small impact on time performance when using
PSPS]J algorithm.

E. ALGORITHM PERFORMANCE ANALYSIS

The above experimental results show that the performance
of different algorithms is related to the distance threshold e,
The algorithm PSPSJ works best when the distance threshold
€ < 0.3, however, when the distance threshold € is over 0.3,
the algorithm MPSJ becomes the best one. Given the fixed
threshold €, the data size and the data dimensionality have
little influence on the performance of different algorithms.

VIIl. CONCLUSION

In this paper we mainly conduct research on large scale
high-dimensional data similarity joins using p-stable based
projection scheme and propose parallel approaches under
MapReduce framework in order to improve the efficiency.
We perform enough experiments to verify the performance of
our proposed methods, the experimental results prove that our
proposed methods have better performance and scalability.
In the future, we plan to extend our work to deal with other
complicated data types, such as graph similarity join, time
series similarity join and trajectory similarity join. We also
plan to exploit the similarity join under Spark paradigm.
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