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ABSTRACT Force–feedback rendering of virtual tools in contact with virtual surfaces is an open research
problem. A common strategy is to define an integrable implicit equation that represents the surface and to
use the penalty method to haptically render the corresponding force. Nevertheless, some surfaces cannot
be described this way, e. g., soft tissues, thus making real–time force rendering inaccurate. In this work,
we propose a bilateral teleoperation scheme where the interaction between a virtual tool and a surface is
represented by a virtual slave robot subject to holonomic and nonholonomic constraints. This approach
allows to define a position–force controller that, on the one hand, guarantees position tracking between
the virtual tool and the robot end–effector by projecting the operator’s movements on a computer screen
via the simulated robotic dynamic model, while on the other hand the felt reaction force is rendered by
considering the forces generated by the master robot as references for the control system. To the best of
the authors’ knowledge this is the first time that nonholonomic constraints have been used to reproduce
haptically deformable surfaces in a virtual reality system. Since such tactile sensations are subjective, a set of
experiments are carried out to validate the proposed approach by comparing the force responses when using
holonomic and nonholonomic constraints. Special emphasis is made on describing how both representations
can be used to reproduce some tactile phenomena presented in medical training simulators.

INDEX TERMS Haptics, virtual reality system, bilateral teleoperation, holonomic constraint, nonholonomic
constraint, position–force control.

I. INTRODUCTION
Teleoperation and virtual reality systems are two different
approaches developed to allow human operators to interact
with environments without being in actual physical contact
with them. In the former, a slave robot performs a task on
a remote environment commanded by a master manipulator
that provides kinesthetic feedback to the human operator.
In the latter, the remote environment is replaced by a com-
puter simulation in order for the operator to perceive the
effect caused by his/her movements in a virtual environment.
Both approaches have been used extensively, but virtual real-
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ity systems have gained a growing interest in the scientific
community.

A. BACKGROUND
An example of robotic systems interacting with virtual envi-
ronments are medical training simulators, where it is essen-
tial to describe as accurately as possible such virtual envi-
ronments both in a visual and in a tactile way. Recently,
the research efforts are principally aimed at transmitting
the force applied on the real environment to the operator.
The accuracy depends on a number of factors that together
heighten the realism of virtual reality applications. One of
them is the choice between an impedance or an admittance
device depending on the characteristics of the virtual environ-
ment (e.g., stiffness, inertia, damping, friction) and the type of
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contact with the virtual tool. Another factor is the presence of
masking phenomena [1], [2], where the force is not sent to the
operator in direct reflection, but instead inertial properties are
transmitted which do not belong neither to the environment
nor to the haptic device [3]. However, a crucial factor to take
into account is the mathematical description of the surfaces
and its viability to render forces in a realistic manner.

B. PROBLEM FORMULATION
In this work we deal with the enhancement of realism for
robotic systems interacting with virtual rigid or deformable
environments. Realism is essential in simulations for medi-
cal applications since for example medical trainees need to
have a high accurate force response to enhance their tactile
perception of living tissues. Achieving this goal can be done
by considering a simulation training device as a bilateral tele-
operation system as suggested in [4] and [5]. This entails the
design of a control law which considers the dynamic models
of the master robot and the virtual environment to achieve
position–force tracking and, in consequence, to take advan-
tage of the masking effect. With this in mind, the dynamic
model of the tool held by the operator can be taken to be
the dynamic model of the virtual medical tool in contact
with the virtual surface [6]. The relevance of this approach
is that, apart from holding a stylus attached to the master
robot end-effector with the form of such a medical tool (e.g.,
scalpel, forceps, retractors, endoscope), the operator can feel
the dynamic characteristics of the contact [7]. Additionally,
to be useful in building real-world applications, a rendering
system using this approach must be capable of displaying the
models found in common graphic applications [8]. Finally,
although time varying delays have been an area of active
research for many years [9]–[11], it is worthy pointing out
that the system under study does not contain any time delays
because both the control law for the physical manipulator as
well as the virtual slave (tool) are programmed in the same
computer.

C. LITERATURE REVIEW
Haptic rendering should reproduce the location and the
geometry of the analytical representation of a desired vir-
tual surface, and if necessary also its texture and internal
structure, as well as friction effects [12]. With respect to
the basic characteristics of location and geometry, the case
of robot manipulators subject to holonomic constraints has
been widely used in virtual reality systems. For example,
in [13] a virtual planar manipulator is simulated with two
rotational joints constrained to a circle in the plane. In this
case, an operator attempts to keep a constant velocity tangen-
tial to the constraint and an admittance–type robot exerts the
virtual normal force produced during the contact. In addition,
in [14] a geometric constraint solver is implemented to find
all the possible configurations of a mobile object satisfying a
set of holonomic constraints. On the other hand, in a bilateral
teleoperation context, a virtual planar surface is used in [15]
to reproduce the force exerted by a slave robot in contact

with a real plane at the remote environment. As a result,
the operator perceives such plane at the local environment
through the forces produced by the master robot.

The common factor in the aforementioned examples is that
the equation of the virtual surface is algebraically defined
in task–space coordinates or, at least, two of its geometric
characteristics (e.g., normal and tangential vectors or distance
and angle relationships between points, lines and planes)
are known [16]. This simplifies both graphic and haptic
implementation due to the fact that the surface is defined
implicitly [17], but it limits force rendering to a very small
neighborhood restricted to a single point on the surface by
using the penalty method. For that reason some key fea-
tures that a virtual reality system should have in order to
increase realism cannot be achieved. For example, lateral and
axial forces present in classic deformation phenomena, such
as needle puncture or needle steering, cannot be rendered
properly when using the penalty method. In an effort to
overcome this drawback, in [18] a methodology is developed
to determine needle forces during deformable body puncture
based on obtaining axial and lateral forces from a finite set
of mesh nodes for 2D surfaces. On the other hand, in [19]
a particle–based method for the modeling and simulation
of elastoplastic solids as multibody systems is proposed.
Even when this method heightens the realism by adding the
dynamic model of the surface, it is computationally expen-
sive and non suitable to be used on real–time applications.
Therefore, it is necessary to make a trade–off between the
complexity of the surfacemodels and force rendering realism.

A very little exploited tool to solve the problemsmentioned
above is the nonholonomic representation of virtual surfaces.
The works in the literature dealing with this kind of con-
straints are for themost part focused on the control of wheeled
cars [20]–[23]. In a different application, Webster et al. [24]
uses a nonholonomic model to represent the deformation
of a needle steering immersed in soft tissue. Interestingly,
the system is modeled to control the insertion and the shaft
rotation speed in 2D. Rucker et al. [25] uses the Webster’s
model to formulate a sliding mode control law that causes
the needle to reach a desired target in 3D within an error
expressed as a function of the control input speeds. However,
in spite of their modeling of the nonholonomic constraints in
a relatively simple way, they do not deal neither with haptic
nor with visual feedback. Faurling et al. [26] outline that,
in order to model a surgeon’s scalpel, both holonomic and
nonholonomic constraints could be employed by limiting the
depth of its incision and the direction of its motion respec-
tively. Nevertheless, no further information or mathematical
modeling about such phenomenon is presented.

Another important problem when dealing with nonholo-
nomic constraints is that of numerical solvers for Lagrange
multipliers representing the necessary forces to satisfy the
constraints. In this aspect, there are few results in the liter-
ature. A basic method presented in [27] consists in inverting
the dynamics of the Lagrange–d’Alembert equations to solve
for the multipliers. Such a solution is not stable as mentioned
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in [28], where a stable computation of the Lagrange multi-
pliers is proposed for holonomic constraints. As to solving
nonholonomic constraints, in [29] a solution is introduced for
port Hamiltonian systems based on the theory of feedback
integrators.

D. CONTRIBUTION
In this paper, we propose a teleoperation based approach to
render forces haptically from 3D virtual rigid or deformable
environments. By using a spherical surface as a representative
example, experiments are carried out to show how a human
operator is capable of feeling it with an enhanced dexterity
sensation while getting at the time some visual feedback.
To achieve this goal, it is considered that the real and virtual
environments have independent sets of coordinates and that
the virtual tool has its own dynamic characteristics, repre-
sented by a robotic manipulator model. A needle–shaped
avatar is attached to the end–effector of the virtual robot to
allow the operator to get visual information of his/her move-
ments. Regarding the haptic interaction, a position–force
control scheme is employed that has been used previously
in robot teleoperation systems to perform force rendering
for actual physical slaves. Furthermore, in this work both
holonomic and nonholonomic constraints are used to model
the virtual surface so that the operator can feel not only
contact forces but also the penetration of the object should
it be deformable. The main two contributions of the paper are

1) To the best of the authors’ knowledge, this is the first
time that nonholonomic constraints are used to feel the
penetration of a deformable object in haptic systems.

2) A novel computation approach for Lagrange multipli-
ers of this kind of constraints is proposed.

E. ORGANIZATION OF THE MANUSCRIPT
The rest of the paper is organized as follows. In Section II,
a mathematical model for the virtual teleoperation system
is presented as well as some of its properties. A gen-
eral overview of holonomic and nonholonomic constraints
representations is also introduced. Section III presents the
position–force control scheme and its integration with the
graphic application. In Section IV, the experimental setup and
the corresponding outcomes are shown to illustrate the effec-
tiveness of the proposed approach. Finally, some concluding
remarks are given in Section V.

II. SYSTEM OVERVIEW
To describe the operation of the haptic system we consider
two independent sets of task space coordinates as shown
in Figure 1. The operator manipulates the haptic interface,
i.e., the master robot in the real environment with Cartesian
coordinates xm ∈ SE(3), where pm ∈ R3 is the end–effector
position and Rm ∈ SO(3) represents its orientation. On the
other hand, the virtual tool must respond to the movements
of such interface in the virtual environment with Cartesian

FIGURE 1. Haptic system.

coordinates xv ∈ SE(3), where pv ∈ R3 is the virtual tool
position and Rv ∈ SO(3) represents its orientation.
In a teleoperation context, both position and orientation

of the master robot are taken as reference values for the
virtual tool and they are projected visually on the screen
through the avatar of the system. The operator moves freely
the virtual tool until a contact with the virtual surface takes
place. From that moment on, the master robot exerts a force
that is used as well as a reference for the virtual manipula-
tor and must be applied on the virtual surface. By closing
the feedback loop, the control algorithm produces a tactile
sensation on the operator. Ideally, both visual and haptic
feedbackmust match, thus allowing to have a visual reference
of the virtual tool combined with the feeling of possible
dynamic changes of the contact with the virtual sphere. In a
similar approach, Faurling et al. [13] make evident that the
virtual environment can be represented by a set of generalized
coordinates qv ∈ Rn, which are related to the task–space
coordinates of the virtual robot by the nonlinear kinematic
equation

xv = f (qv). (1)

The set of coordinates qv allows the dynamic model
of the virtual tool to be fully described in terms of the
Euler–Lagrange equations of motion. Furthermore, we can
embed into the kinematic map (1) a set of holonomic
or nonholonomic constraints that represent the virtual sur-
face, relating the master robot task–space coordinates with
the virtual robot task–space coordinates. The virtual tool
behaves according to the equations of motion simulated
in the computer and it always satisfies the programmed
constraints.
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A. DYNAMIC MODEL AND PROPERTIES
Consider a real master (m) and a virtual slave (v) robot system
made up of two manipulators both of them with n degrees
of freedom. Each robot spans a task space of dimension k
and depending on the master/virtual devices they might be
scaled to fulfill the intended virtual application. The master
dynamics is given by

Hm(qm)q̈m + Cm(qm, q̇m)q̇m
+Dmq̇m + gm(qm) = τm − τ h , (2)

and the virtual slave dynamics is modeled by

Hv(qv)q̈v + Cv(qv, q̇v)q̇v + Dvq̇v + gv(qv) = τ v + τ e, (3)

where qm,v ∈ Rn are the vectors of generalized coordinates,
Hm(qm),Hv(qv) ∈ Rn×n are the positive definite inertia
matrices, Cm(qm, q̇m)q̇m,Cv(qv, q̇v)q̇v ∈ Rn are the vectors
of Coriolis and centripetal forces, Dm,Dv ∈ Rn×n are diago-
nal matrices of viscous friction coefficients, gm(qm), gv(qv) ∈
Rn are the vectors of gravitational torques, and τm, τ v ∈ Rn

are the vectors of generalized inputs,1 τ h ∈ Rn is the torque
applied by the human operator on themaster side and τ e ∈ Rn

is the virtual torque generated due to the contact with the
virtual environment. Note that in general some disturbances
and complex friction terms could be included in the dynamic
models (2)–(3). However, the goal of this work is not to test
the robustness of the control law, but to get the maximal
realism in a haptic system where virtual deformable surfaces
are described by nonholomic constraints. For that reason,
it is unnecessary to include perturbations or friction terms
on the virtual side because they exist only if you want to
program them, and we do not want to. On the other hand,
the actual physical manipulator can undergo some external
perturbations of course, but the robot used in the experiments
is a highly reliable haptic device practically free of them and
of nonlinear friction effects as well. Therefore, neither exter-
nal perturbations nor complex friction terms are considered
in (2)–(3).
Property 1: With a proper definition of the robot parame-

ters, it is [30, pp. 263]

H i(qi)q̈i + C i(qi, q̇i)q̇i + Diq̇i + gi(qi) = Y i(qi, q̇i, q̈i)θ i ,

(4)

where Y i(qi, q̇i, q̈i) ∈ Rn×li is the regressor and θ i ∈ Rli is a
constant vector of parameters, for i = m, v and li the number
of parameters of each robot model. 4

The interested reader can find an example about how to
choose a vector of parameters in [31].
Assumption 1: The master and the virtual slave robots

share the same geometric structure but they do not necessarily
have the same dynamic model parameters, i.e., none of the
different model matrices and vectors in (2) and (3) need to be
equal. 4

1Note that the virtual robot, denoted with the subscript v, takes the place
of the slave robot in a master–slave teleoperation scheme.

The torque applied by the human operator can be charac-
terized as

τ h = JTm(qm)Fh, (5)

where Fh ∈ R3 is the force applied by the operator in
task–space coordinates and Jm ∈ R3×n is the geometric Jaco-
bian of the master manipulator. In the same way, the torque
applied on the virtual surface can be expressed as

τ e = JTv (qv)Fv, (6)

where Fv ∈ R3 is the force applied in virtual task–space
coordinates and Jv(qv) ∈ R3×n is the geometric Jacobian of
the virtual manipulator. Note that since our test bed has only
three degrees of freedom actuated, we do not consider that
the operator can apply a torque on the master end–effector
and that the virtual force has to comply with this as well.

B. VIRTUAL HOLONOMIC CONSTRAINTS
It is said that a constraint is well defined if it is associated
with physically realizable constraint forces. That is the case
for example of an industrial robot in contact with a car bonnet
in a painting or welding task. But for virtual environments
there do not exist constraint forces associated to any contact
with a surface unless they are properly programmed. Thus,
the constraint is not well defined and it is called virtual
constraint [32]. For instance, one can assume that the virtual
robot is subject to k holonomic constraints given by

ϕv(xv) = 0, (7)

where a suitable normalization is done for its gradient,
Jϕxv(xv) = ∇ϕv(xv) ∈ Rk×n, to have rows with unitary
norms. The representation of the same constraint (7) but in
virtual coordinates is

ϕv(qv) = 0. (8)

The gradient of constraint (8) is Jϕv(qv) = ∇ϕv(qv) ∈ Rk×n.
These two gradients are related by

Jϕv(qv) = Jϕxv(xv)Jv(qv). (9)

Hence, the torque due to the contact with the virtual surface
in (3) can be defined as

τ e = JTϕv(qv)λv, (10)

where λv ∈ Rk is a vector of Lagrange multipliers that
represents the virtual forces applied on the surface. This
allows to rewrite (3) as

Hv(qv)q̈v + Cv(qv, q̇v)q̇v + Dvq̇v + gv(qv)

= τ v + JTϕv(qv)λv. (11)

Constraint (8) reduces the number of degrees of freedom of
the virtual robot and the dimension of its configuration space
to a (n− k)-dimensional submanifold [33].
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C. VIRTUAL NONHOLONOMIC CONSTRAINTS
Nonholonomic constraints cannot be expressed as a function
of only the generalized coordinates as in (7) or (8). Instead,
they are commonly expressed by means of the so–called
Pfaffian constraints. In this work, these kind of constraints are
written more intuitively in terms of the virtual end–effector
velocities vv =

[
ṗv ωv

]T as

Av(xv)vv = 0 , (12)

where ṗv,ωv ∈ R3 are the linear and angular velocities of
the virtual end–effector and Av(xv) ∈ Rk×n is the corre-
sponding Pfaffian constraint matrix. If the dynamic equations
are defined in the virtual joint–space coordinates qv, these
constraints are projected via [13]

Av(qv) = Av(xv)Jv(qv) . (13)

Assuming that the virtual robot is subject to k
velocity-level equations of nonholonomic constraints char-
acterized by

Av(qv)q̇v = 0 , (14)

the torque due to the contact with the virtual environment
in (3) can be expressed as

τ e = AT
v (qv)λv, (15)

where λv ∈ Rk is the vector of Lagrange multipliers which
determines the magnitude of the constraint forces on the
virtual surface. Then, it is possible to rewrite equation (3) as

Hv(qv)q̈v + Cv(qv, q̇v)q̇v + Dvq̇v + gv(qv)

= τ v + AT
v (qv)λv. (16)

The nonholonomic constraints reduce the number of avail-
able degrees of freedom of the virtual robot to an (n − k)-
dimensional submanifold, but they do not reduce the dimen-
sion of its configuration space [33].

III. CONTROL SCHEME
Whenworkingwith virtual environments, a common practice
consists in associating the position of the haptic interface
directly to that of the avatar. Therefore, it is not necessary any
position control since the operator’s movements are reflected
in an exact way on the graphic application. On the contrary to
this approach, we use the position of the haptic master robot
as desired trajectory for the virtual robot to track. Although
this procedure appears to be unnecessarily more complex,
it allows to assign a desired dynamic behavior to the virtual
environment, which in turn allows the operator to feel the
virtual tool as a consequence of the masking effect by the
implementation of a control law designed for this goal. In this
section we propose the use of two hybrid control algorithms
for haptic interaction with constrained virtual mechanical
systems based on a scheme employed in robotic teleoperation
to achieve both position and force tracking. A block diagram
is shown in Figure 2.

FIGURE 2. Block diagram of the proposed scheme.

A. POSITION CONTROL
Consider once again i, j = m, v, where i 6= j. Define

qdi(t) , qj(t) (17)

as desired position trajectories, and

q̇di(t) , q̇j(t) (18)

as desired velocity trajectories, i.e., if i = m, then j = v and
vice versa. The corresponding tracking error is defined as

1qi = qi − qdi. (19)

Based on [34], we propose

si = q̇i − q̇di +3xi1qi (20)

and

σ̇ i = Kβisi + sign(si), (21)

where Kβi ∈ Rn×n is a positive definite diagonal matrix and
sign(si) = [ sign(si1), . . . , sign(sin)]T with sij element of si
for j = 1, . . . , n, and the sign(x) function for x ∈ R is defined
as

sign(x) =

{
1 if x ≥ 0
−1 if x < 0

. (22)

Consider now the velocity reference as

q̇ri = q̇ri +3xi1qi − Kγ iσ i, (23)

where Kγ i ∈ Rn×n is a positive definite diagonal matrix.
Define also the auxiliary variable

sai = q̇i − q̇ri. (24)

Suppose that both robots are in free motion; for that case the
control laws for the master and the virtual manipulators are
proposed as2

τm = −Kamq̇m − Kpmsam (25)

τ v = Kavq̇v + Kpvsav, (26)

respectively, where Kam, Kav, Kpm, Kpv ∈ Rn×n are positive
definite diagonal matrices.

2Note that the discontinuity due to the sign function in (21) disappears
in the control input because it is the integral σ i what is used in (23), thus
avoiding undesirable chattering effects.
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B. POSITION–FORCE CONTROL FOR VIRTUAL
HOLONOMIC CONSTRAINTS
As explained before, we consider that a sphere can be used
as a representative example among many possible kind of
objects with different dimensions and geometries because it is
rounded but infinitesimally it can be reconstructed by tangent
planes on each point of its surface. Since the movement is
constrained only in one direction, it is also only necessary to
take into account the one–dimensional case for the constraint
(ϕv : Rn

→ R). That means, however, that the force
generated is normal at a single point of the contact surface
and other possible effects, as friction or tangential forces,
must be omitted [12]. To reproduce this effect, we use first
the implicit surface method, so that λv = λv ∈ R represents
the normal force of the virtual manipulator on the sphere.
To reflect contact forces, a Lagrange multiplier is computed
by means of the Generic Penalty Method used in [35], i.e.,

λv = αv

(
ϕ̈v(qv)+ 2ξωnϕ̇v(qv)+ ω

2
nϕv(qv)

)
, (27)

where ξ, ωn > 0. Note that the corresponding virtual force
can be obtained through the relationship

Fv = JTϕxv(xv)λv. (28)

On the other hand, the force exerted by the human operator,
Fh, can be measured with a sensor mounted at the master
manipulator end–effector. By taking into account (27)–(28)
together with (5)–(6), a PI force controller can be used for
the virtual reality system. Define

Fdi(t) , Fj(t), (29)

as desired force trajectories, where if i = h then j = v and
vice versa as stated before. The force tracking errors are

1Fi = Fi − Fdi (30)

and the corresponding integral, the momenta tracking error is

1pi =
∫ t

0
1Fi dt. (31)

Note that we use the standard notation for momenta pi
although the same notation is used for position. We claim
there is no confusion because it always appears 1pi for that
case. Instead of (25)–(26), for the master and the virtual robot
the corresponding control laws are respectively given by

τm = Ym(qm, q̇m, q̈m)θm − Kamq̇m − Kpmsam
+ JTm(qm)(Fv − K fm1ph) (32)

τ v = Kavq̇v + Kpvsav − JTv (qv)(Fh − K fv1pv), (33)

where K fi ∈ Rn×n are diagonal matrices. In the master
control law (32) the term Ym(qm, q̇m, q̈m)θm is employed to
enhance the transparency of the system by canceling online
the master manipulator dynamics. Therefore, the identifica-
tion of the model parameters θm must be carried out offline,
e.g., by employing metholodogies such as those described
in [36]. Although one can expect that there will be an error

in the nominal value of θm used in the implementation, this
drawback is compensated by the fact that once in contact
with the virtual surface the operator will necessarily move the
master end–effector slowly which implies that q̇m and q̈m are
very small and therefore the elements of θm associated with
the most complex nonlinear effects in the robot dynamics
(the inertia matrix, the Coriolis and centripetal forces and
friction) become negligible. For that reason, as shown by the
experimental results in the next section, tracking errors are
smaller in constrained motion than in free motion, which is
in our advantage.

C. POSITION–FORCE CONTROL FOR VIRTUAL
NONHOLONOMIC CONSTRAINTS
When constraints are nonholonomic, they cannot be defined
as a function of a set of generalized coordinates and they have
to be defined in the Pfaffian form (12) or equivalently (14).
As a consequence, the Lagrange multipliers cannot be com-
puted by using (27), so that a problem to be solved is how
to get them in order to satisfy (16). Unfortunately, most
computation methods for Lagrange multipliers are thought
for systems with holonomic constraints [28], [35], [37] and
thus require a position–level definition like those in (7) or (8).
A solution is given in [27], but it turns out to be unstable
because its underlyingmechanism is a second order integrator
with zero input. In this work, we propose a modification of
the approach employed in [28] for holomic constraints. Let us
define, for simplicity’s sake,Hv = Hv(qv),Cv = Cv(qv, q̇v),
gv = gv(qv), Av = Av(qv), and ψ = ψ(qv, q̇v) = Av(qv)q̇v.
Note that actually ψ represents the nonholonomic constraint
given in (14), whose derivative is given by

ψ̇ = Av(qv)q̈v + Ȧv(qv)q̇v = 0. (34)

By recalling that Hv is a positive definite matrix whose
inverse always exists, q̈v can be gotten from (16) to get the
Lagrange multipliers by substituting in (34) as

λv = (AvH−1v AT
v )
−1 [ψ̇ − Ȧvq̇v

−AvH−1v (τ v − Cvq̇v − Dvq̇v − gv)
]
. (35)

Note that it is very tempting to substitute ψ̇ ≡ 0, but the
fact is that the constraint ψ = 0 does not hold on its own
and it has to be enforced when computing and simulating
the virtual robot dynamics. In principle of course, one would
have to calculate ψ̇ from (34) and then compute its inte-
gral to get ψ = 0. However, an integrator is intrinsically
unstable, which means that any small numerical drift will
cause eventually to obtain a value for ψ far away from zero.
Pretty much in the same fashion as done in [28], we propose
instead the following solution to describe the derivative of the
nonholonomic constraint in substitution of (34)

ψ̇ = −2αvψ − βv

∫ t

t0
ψdϑ, (36)

with αv, βv > 0 chosen to ensure fast convergence to the
origin while the initial condition of the integral is set to zero.
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This equation is therefore completely equivalent to ψ̇ = ψ =
0 but stable. Since ψ̇ in (36) is computed without needing the
knowledge of q̈v, it can be substituted in (35) to get λv without
causing a computational loop. Also note that on the contrary
to [28] where it is the second derivative of the constraint what
is involved in computing the Lagrange multipliers, here it is
the first derivative of ψ which is involved, so that one could
use ψ̇ = −aψ with a > 0 as well. Experimental results show
that it is better to employ the relationship given in (36). To the
best of the author’s knowledge this is the first time that this
relationship is used to compute the Lagrange multipliers for
nonholonomic constraints. Now, by substituting (35) and (36)
in the motion equation (16), we get a complete description of
the dynamics of a virtual system satisfying constraint (14).

Note that the virtual surface has to be reproduced for the
human operator through a force controller. The first step for
this goal is to take into consideration that the virtual force Fv
is related to λv by the relationship

λv = {AvAT
v }
−1AvJTvFv, (37)

which is obtained by equating (6) with (15). Then, desired
values are defined as

λdi(t) , λj(t), (38)

where as usual if i = v then j = m and vice versa. However,
there does not exist an actual physical sphere on the master
side, so that one cannot get a ‘‘real’’ Langrange multiplier λm
to be employed as desired value; but since we want to recon-
struct the virtual surface on the master side we propose to use

λm = {AvAT
v }
−1AvJTmFh, (39)

bymimicking (37) and whereFh will be gotten from the force
sensor once the surface reconstruction begins.

Finally, instead of (25)–(26), for the master and the vir-
tual robot the proposed position–force control for the virtual
dynamic system subject to nonholonomic constraints is

τm = Ym(qm, q̇m, q̈m)θm − Kamq̇m − Kpmsam
+AT

v (qv)(λv − K fm1λm) (40)

τ v = Kavq̇v + Kpvsav − AT
v (qv)(λm − K fv1λv). (41)

Note that in a natural way a force error will be created when
closing the control loop, so that we introduce an integral term
of that error in the form

1λi =

∫ t

0
(λi − λdj) dt. (42)

It is important to stress once again that the novelty of
our approach is not the control design because we employ
very well-known techniques, but instead the novelty lies in
the effective use of nonholonomic constraints to describe
deformable virtual surfaces. Therefore, we do not provide
a technical stability proof but a set of reliable experiments,
which are shown in the next section.

IV. EXPERIMENTAL RESULTS
This section presents the experimental setup and the results
of the proposed approach as well as the performance of the
controllers for both holonomic and nonholonomic virtual
constraints. The experimental platform consists of a Geo-
magic Touch haptic robot with six revolute joints. An ATI
Nano-17 six–axis force sensor is adapted at the last link,
as shown in Figure 3. A PC executes the control loop with a
sample time of T = 2 [ms] (the fastest that we could get). The
virtual environment consists of a sphere developed using the
graphic standardOpenGL 2.0. It should be noted that both the
control algorithm and the graphic simulation run in the same
application developed in Visual Studio/C++.

FIGURE 3. Experimental platform.

One practical limitation of the Geomagic Touch robot is
that only the first three joints are actuated. Still, the operator
is able to move the master end–effector with any orientation.
Therefore, we have made a trade–off and decided to use only
five of the six joints since it is unnecessary for the operator
to rotate the last one. Furthermore, a projection of both the
force reflection and the controller torques is necessary, but
we neglect the contribution of the last two joints. This con-
sideration is not restrictive because our virtual environment
considers force but not torque feedback, avoiding the problem
of sensor/actuators asymmetry in haptic interfaces [38]. Fur-
thermore, the contribution of the last two joints to the force
reflection is much smaller in magnitude when compared with
the contribution of the first three joints. On the other hand,
the virtual robot does not have this limitation, and therefore
it is considered to be fully actuated.

A. TASK DESCRIPTION
We present a detailed description of the interaction pro-
cess between the virtual tool and the virtual environment,
both for a rigid and a deformable sphere. Since as future
research we would like to extend these basic simulations
to the more complex case of medical training applications,
we adopt the avatar shape of a needle, as can be seen
in Figure 4. In medicine, the procedures using this tool are
very common, being the needle insertion the most studied
and simulated [39], for which the operator takes a sterile
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FIGURE 4. Holonomic constraint: Interaction sequence between the
avatar and the rigid virtual surface.

needle and slowly approaches it to the patient. Once in con-
tact, he/she needs to know, through a tactile feeling, whether
soft (muscle, organ) or rigid (bone) tissue has been affected.
In both cases, the contact surface produces a reaction force
in opposition to the operator’s movements. While in a rigid
surface the force does not let the needle to penetrate the
tissue, in a deformable one this is possible. Furthermore,
the force behaviors are different since in the first case there
is a major contribution in the normal direction, which would
allow the operator to move the needle laterally on the surface.
However, in the second case the normal force contribution is
smaller and the surrounding tissue would not allow moving
the needle along the lateral directions.We look to carry out an
experiment on the virtual sphere reproducing these behaviors.
Therefore, in our approach we assume that the virtual tool
is attached at the end–effector of a five degrees of freedom
manipulator (not visible in the graphic simulation). This may
seem to be unrealistic because evidently a needle does not
have such a dynamics. Nevertheless, we use the robot model
as a representative example of other medical tools like endo-
scopes, resectoscopes, forceps, etc., attached to a teleoperated
surgical robot arm. For that case one would actually have
such a complex dynamics that must be modeled. The graphic
simulations in those cases include pulling, gripping, clamping
and cutting and therefore it is convenient to have a complete
description of both the kinematics and the dynamics of the
tool/tissue interaction [40].

The task starts with the Geomagic Touch robot in its
home position. The operator takes the master robot stylus
adapted at the tip to bring it closer to the virtual surface.
The desired trajectory in free motion is imposed in this way.
At the same time, the virtual robot follows it in the virtual
environment, without any scaling between the virtual and the

real workspaces. Both the avatar movement and the virtual
surface are perceived visually through a computer screen.
When the collision-detection algorithm detects contact with
the surface, the force-response algorithm generates a virtual
force trajectory by computing the corresponding Lagrangian
multipliers, either by employing (27) for the rigid sphere
or (35) for the deformable one. The operator perceives an
interaction force exerted by the master robot and registered
by the Nano–17 force sensor until the contact is over.

B. RIGID SPHERE: HOLONOMIC CONSTRAINT
Rigid virtual objects are built from 3D basic geometric prim-
itives as cones, pyramids, planes, cubes or spheres for an
implicit representation approach [41]. In turn, complex envi-
ronments are built from these objects. Ultimately, the basis
of a highly complex virtual environment is a set of basic
geometric shapes that we can represent with mathematical
equations. In this context, the surface used to test the validity
of the control algorithm proposed in Section III is a sphere
described by

ϕv(xv) = (xv − h)2 + (yv − k)2 + (zv − l)2 − r2 = 0, (43)

where (xv, yv, zv) stands for the virtual environment
task–space coordinates, i.e. xv =

[
xv yv zv

]T, r = 0.1[m] is
the sphere radius, and (h, k, l) = (0.4, 0, 0)[m] are the sphere
center coordinates. It is important to note that, in contrast
with other works, a third dimension coordinate zv was added
in order to improve realism of the virtual reality application.
For example, [13] and [35] consider only two dimensions to
test different control schemes for a haptic and a teleoperation
system, respectively. The interaction process described in
Section IV-A is summarized in Algorithm 1 for holonomic
constraints.

The gains for the control law (32) are Kam = 0.055I ,
Kpm = 0.0055I , K fm = 10.05I , 3xm = 0.25I ,
Kβm = 0.01I , and Kγm = 0.015I , where I is the identity
matrix of appropiate dimensions. For the virtual manipulator
Kav = 0.2I , Kpv = diag(0.2, 0.2, 0.2, 0.1, 0.1), K fv = 0.2I ,
3xv = 20I , Kβv = I , and Kγ v = 0.2I were chosen. Finally,
by using the Generic Penalty Method, the surface parameters
are αv = 0.02, ξ = 100 and ωn = 200.
The proposed interaction sequence is presented in Figure 4.

In the first frame (top left), the virtual avatar starts from its
initial position and moves freely in the virtual environment.
Thismovement responds to the operator thanks to the position
controller part of (33). In the second frame (top right) the
avatar slowly approaches the virtual sphere but has no contact
yet. In the third box (bottom left), the avatar begins the contact
with the virtual surface, changing its color to green. At the
same time, three circles showing the normal direction to the
surface at the contact point appear in the simulation to help
the operator align the direction of the sensor and thus to
obtain a more reliable force measurement. Therefore, the user
should try to orient his/her wrist according with these mark-
ers, as seen in the last frame of the sequence (bottom right).
It is important to note that even when force measurements
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Algorithm 1Virtual Environment Simulation for Holonomic
Constraints
Require: Sample Time T

Require: Forward kinematics xv = f (qv)
Require: Vector of parameters θm
Require: Holonomic constraint description ϕv(xv)
Require: Parameters αv, ξ and ωn in (27)

Require: Gain matrices in (20)-(23), (32) and (33)

1: Initialize qv = qv0
2: repeat
3: Measure qm and Fm

4: Derivate qm and q̇m
5: Evaluate Hv(qv), Cv(qv, q̇v) and gv(qv)
6: Evaluate q̈v of (11)
7: Integrate q̈v and q̇v
8: Evaluate Ym(qm, q̇m, q̈m)θm
9: Evaluate Jm(qm) and Jv(qv)
10: Evaluate Jϕxv(xv)
11: Evaluate λv of (27)
12: Evaluate τ e = Jϕxv(xv)Jv(qv)λv
13: Define qdi(t) and q̇di(t), as in (17)–(18)

14: Evaluate 1qi as in (19).

15: Evaluate si as in (20)

16: Evaluate σ̇ i as in (21)

17: Evaluate q̇ri as in (23)

18: Evaluate sai as in (24)

19: Evaluate Fv = JTϕxv(xv)λv
20: Define Fdi(t) , Fj(t) as in (29)

21: Evaluate 1Fi in (30)

22: Evaluate 1pi in (31)

23: Evaluate τ v of (33)
24: Evaluate τm of (32)

25: Output motion commands to display
26: until haptic simulation ends

are not precise during the lapse of time between contact and
the alignment with the markers, the force controller must be
capable of correctly reproducing the virtual force generated
at the virtual environment and consequently, of allowing the
operator to feel the sphere all along the experiment.

The position tracking in Cartesian coordinates is shown
in Figure 5. The operator moves freely the master
end–effector until t = 8[s]. From this time on until t = 40[s],
the virtual robot is in contact with the virtual surface, so that
also the master motion is constrained and from t > 40[s] both
manipulators are in free movement again until the experiment
finishes.

FIGURE 5. Holonomic constraint: Position tracking in Cartesian
coordinates: master (—), virtual (– –).

In Figure 6, the corresponding position tracking error is
presented. Note that it is larger in free motion than in contact
with the virtual surface. The reason is that the movement is
slower in constrained motion.

FIGURE 6. Holonomic constraint: Position tracking error.

Force tracking is presented in Figure 7, where the virtual
force Fv is zero till the contact begins. On the other hand,
the master force Fh is not exactly zero because the operator
is holding the corresponding end–effector the whole experi-
ment. At the end of the contact, oscillations take place as a
characteristic of the Generic Penalty Method. Nevertheless,
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FIGURE 7. Holonomic constraint: Force tracking in Cartesian coordinates:
master (—), virtual (– –).

those oscillations are vaguely perceived by the operator and
force tracking is preserved. In Figure 8, the corresponding
force tracking error is presented.

FIGURE 8. Holonomic constraint: Force tracking error.

C. DEFORMABLE SPHERE: NONHOLONOMIC
CONSTRAINT
Let us assume that we want the needle to penetrate the sphere,
so that it is no longer able to move laterally once inside,
just like in a venipuncture scenario. However, we also want

the needle to pivot to change its orientation. We claim that
this is the kind of scenario that can adequately be described
by employing nonholonomic constraints. To the best of the
authors’ knowledge, nonholonomic constraints have been
little exploited to represent the interaction with deformable
surfaces. For example, in [26] it is claimed that tomodel a sur-
geon scalpel both holonomic and nonholonomic constraints
could be employed by limiting the depth of its incision and
the direction of its motion, respectively. However, there is no
analysis or modeling of this process. The most representative
proposal is the derivation of the nonholonomic generalized
unicycle model presented in [24], where a coordinate-free
representation is used to model the insertion of a flexible
needle into soft tissue. We use a similar approach by employ-
ing the homogeneous matrix representation, but taking into
consideration both the kinematic and the dynamic model of
the virtual robot and the fact that nonholonomic constraints
are more intuitively obtained if they are defined in task space
coordinates. Moreover, the computation of the Lagrangian
multipliers for nonholonomic constraints, which we proposed
in (36), is an important improvement with respect to previous
works.

Let 0pv ∈ R3 be the Cartesian position of the virtual
robot end–effector and 0Rv ∈ SO(3) a rotation matrix which
describes its orientation. Let us divide this rotationmatrix into
three column vectors as

0Rv =
[
0xnv 0ynv

0znv
]
, (44)

for which each column represents the direction of the three
axes of the end–effector coordinate frame, but described in
the base frame. This allows to define Pfaffian constraints
like (12) in an intuitive form, i.e.,

Av(0xnv, 0ynv,
0znv)vv = 0 . (45)

We claim that one can define a set of nonholonomic con-
straints if the manipulator degrees of freedom is greater
than those necessary to control the end–effector position,
i.e., n > 2 for planar robots and n > 3 for robots in a three
dimensional workspace.

For example, consider a virtual planar robot with a tool
attached at its end–effector as shown in Figure 9. In this
case, the end–effector velocities can be described by vv =[
0ṗv

0ωn
]T, where 0ṗv =

[
0ṗvx 0ṗvy

]T is the linear velocity
and 0ωn is the angular velocity around an axis normal to the
robot plane. If the robot is not allowed to move in the 0ynv
direction, the corresponding Pfaffian constraint is given by

[
0yTnv 0

]
vv =

[
−s123 c123 0

]0ṗvx
0ṗvy
0ωn

 = 0, (46)

where s123 = sin(qv1 + qv2 + qv3) and c123 = cos(qv1 +
qv2 + qv3). By choosing e1 =

[
c123 s123 0

]T and e2 =[
0 0 1

]T as a basis for the null-space of the Pfaffian matrix,
one can construct the equivalent control system q̇v = e1 u1+
e2 u2, which represents the directions of allowed motion
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FIGURE 9. Nonholonomic constraint: Virtual robot in interaction with a
penetrable surface.

[27, p. 320]. It is easy to verify that the Lie bracket is
[e1, e2] =

[
−s123 c123 0

]T, which shows the non-involutivity
of the distribution and thus establishes the nonholonomic
nature of the constraints. Notice also that if the degrees of
freedom were 2, the null-space would be of dimension 1,
which is necessarily involutive, and the constraints would be
holonomic.

Based on the same logic, our experiment consists on a
five degrees of freedom virtual manipulator interacting with
the same virtual sphere as for holonomic constraints. Once
in contact with it, the end–effector is not allowed to move
laterally, in our case along the 0y5v and 0z5v axes, after a
conventional Denavit–Hartenberg allocation, but it is allowed
to move along the 0x5v axis, i.e., along the pointing direction
of the end–effector. Moreover, the end–effector is allowed to
rotate to change direction, as a three dimensional version of
the nonholonomic unicycle.

The experiment has four steps, as shown in Figure 10. First,
the virtual robot is in free motion and only the teleoperation
part of control (41) is active. In the second part, the needle
is inserted into the sphere. Next, in the third part, the nee-
dle is rotated approximately 45 degrees without changing
its position. Finally, the needle is inserted deeper into the
sphere with the new orientation. A video of this experi-
ment and the one presented in Section IV-B is available at
https://www.youtube.com/watch?v=e3PRBz4QOgQ&
feature=youtu.be.

The process described in Section IV-A is summarized in
Algorithm 2, with the Pfaffian constraints given by

Av(xv)vv =
[0y5v 01×3
0z5v 01×3

] [
ṗv
ωv

]
= 0. (47)

Note that on the contrary to the rigid sphere where the
dimension of the Langrange multipliers vector is one, for the
deformable sphere it is two. The reason is that in the first
case the one single multiplier represents the magnitude of the
force perpendicular to the surface, while the two multipliers
of the nonholonomic constraint represent the magnitudes of
the forces that prevent lateral movements to take place once
the needle has penetrated the deformable body.

The human operator forces in lateral directions is difficult
to measure directly with the force sensor. Instead, we exploit

Algorithm 2 Virtual Environment Simulation Method for
Nonholonomic Constraints
Require: Sample Time T

Require: Forward kinematics xv = f (qm)
Require: Vector of parameters θm
Require: Nonholonomic constraint description Av(xv)
Require: Gain matrices of (20)-(23), (40) and (41)

1: Initialize qv = qv0
2: repeat
3: Measure qm and Fh

4: Derivate qm and q̇m
5: Evaluate Hv(qv), Cv(qv, q̇v) and gv(qv)
6: Evaluate q̈v of (11)
7: Integrate q̈v and q̇v
8: Evaluate Ym(qm, q̇m, q̈m)θm
9: Evaluate Jm(qm) and Jv(qv)
10: Evaluate Jϕxv(xv)
11: Evaluate λv as in (35)

12: Evaluate τ e = AT
v (qv)λv

13: Define qdi(t) and q̇di(t) as in (17)-(18)

14: Evaluate 1qi as in (19)

15: Evaluate si as in (20)

16: Evaluate σ̇ i as in (21)

17: Evaluate q̇ri as in (23)

18: Evaluate sai as in (24)

19: Evaluate λm = {AvAT
v }
−1AvJTmFh

20: Define λdi(t) , λj(t) as in (38)

21: Evaluate 1λi as in (42)

22: Evaluate τ v of (41)
23: Evaluate τm of (40)

24: Output motion commands to display
25: until haptic simulation ends

the projection of such forces into the master manipulator joint
torque, i.e., we compute λm from (39). The gains for the
master robot control law (32) are Kam = 0.055I , Kpm =

0.055I , K fm = diag = 0.01I , 3xm = 0.25I , Kβm = 0.01I ,
and Kγm = 0.015I , whereas for the virtual manipulator
Kav = 0.2I , Kpv = diag(0.2, 0.2, 0.2, 0.1, 0.1), K fv = 2I ,
3xv = 20I , Kβv = I , and Kγ v = 0.2I were chosen.
Figure 11 presents a 3D plot of the virtual end–effector

position and orientation, showing all four stages of the exper-
iment. Before t = 4[s] the virtual manipulator is in free
motion, driven only by the master robot by means of the
teleoperation scheme. Approximately at t = 4[s] the virtual
robot gets in contact with the sphere. From this time on
until approximately t = 10[s], the end–effector, i.e., the
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FIGURE 10. Nonholonomic constraint: Interaction sequence between the
avatar and the nonholonomic virtual surface.

FIGURE 11. Nonholonomic constraint: Cartesian trajectory of the
master (—) and virtual (- - -) manipulators, along with the virtual
end–effector coordinate frame for different instants of time (red, green
and blue arrows represent 0x5v, 0y5v and 0z5v axes, respectively).

needle, is enforced to follow a straight trajectory driven by
the constraint forces. Between approximately t = 10[s]
and t = 30[s] the user changes the needle orientation to a
vertical position (pivoting). Then he drives the needle in a
straight line with the new orientation, until the experiment
ends. In the same figure, the end–effector coordinate frame
axes are depicted for some time instants to show that the
needle trajectory is always along the x5v axis (red arrow),
which is very difficult to satisfy without the aid of non-
holonomic constraints. The corresponding time–evolution of
the Cartesian position coordinates is displayed in Figure 12,

FIGURE 12. Nonholonomic constraint: Cartesian position of the
master (—) and the virtual (- - -) manipulators.

FIGURE 13. Nonholonomic constraint: Cartesian position error.

whereas the tracking error in these coordinates is shown
in Figure 13. The virtual constraint forces, represented by
the Lagrange multipliers λv and the forces felt by the human
operator, represented by λm are shown in Figure 14 and the
corresponding errors in Figure 15.

D. DISCUSSION
It is convenient to stress once again the differences between
using either holonomic or nonholonomic constraints with
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FIGURE 14. Nonholonomic constraint: Cartesian forces at the
end–effector of the master (—) and the virtual (- - -) manipulators.

FIGURE 15. Nonholonomic constraint: Cartesian force errors.

respect to the definition of the virtual surface. In the former
it is always necessary an implicit expression like (43) to
generate the reaction force. Therefore, equation (27) requires
ϕv(qv) to evaluate λv. In addition, since in graphic computing
it is usual to work in Cartesian coordinates [8], it is mandatory
to employ the gradient Jϕxv(qv) in (28). On the other hand,
for nonholonomic constraints both the virtual robot dynamic
model and thematrixAv(qv) are needed to generate the virtual
forces λv of equation (35). But if the constraint is defined in
task–space coordinates, just like we do, it is also necessary
to employ the Jacobian Jv(qv) as in (13) to project them in
joint–space coordinates. Nevertheless, an implicit equation of
the virtual constraint is not required. This happens to be very
relevant for haptic rendering of tasks involving penetration,
cutting or indentation for example, because for those cases no
implicit equation can be defined and finite element methods
are usually employed, which is computationally expensive,
so that a trade–off between force and visual renderingmust be
established [42]. A common choice is to give up force realism
for better visualization by using position measurements and
spring–damper equations. This problem is solved with our
proposal.

A second aspect to highlight is the realism of the appli-
cation for force rendering, although no torques can be ren-
dered because only the first 3 joints of the master robot are

actuated. In the case of holonomic constraints it is evident
that by considering a single point of contact the operator must
feel the force that prevents him/her to move the virtual tool
in the normal direction at that position, where the velocity
is zero, as can be appreciated in red in Figure 7. In fact,
it is necessary to have the three green markers in the visual
rendering in order for the operator to be able to orient the
robot end–effector and generate a suitable force measurement
to be used in the control algorithm. On the contrary, for
nonholonomic constraints the goal is not to reproduce the
normal force but the lateral forces that would be present in the
penetration of a deformable body, just as for a venipuncture
procedure for example. In that scenario, the operator is able
to perform trajectories like the one observed in Figure 11.
He/she is capable of changing the direction of the virtual
tool by making the value of ωv different from zero, which is
compatible with the Pfaffian constraint matrix Av(xv). It is
important to note that in a much more complex scenario,
obtaining the forces by means of (35) has the advantage of
allowing the inclusion of dynamic characteristics that not
necessarily belong to the virtual robot but to the virtual
environment. Such characteristics could include parameters
as Poisson ratio, the Young’s modulus or the Lamé coeffi-
cients [19], which are generally used for graphic applications
where the principal objective is to give a better description of
deformable surfaces.

Finally, the performance of the control algorithms is stud-
ied. It is not possible to make a direct comparison between
holonomic and nonholonomic constraints because the main
goals are different in each case, specially for force rendering.
For the former the contact force is measured at a single point
of the rigid surface, so that we observe a good behavior
in Figures 7 and 8, which means that the operator is cor-
rectly feeling the sensation of touching a rigid sphere without
penetrating it. However, for nonholonomic constraints there
is not a single point where the sensor can obtain a reliable
measurement because the operator can move the master robot
end–effector forward (being the velocity different from zero)
but not laterally. A direct consequence of this is that no reli-
able force measurements are available and its direct use must
be given up. Instead, force feedback must come indirectly
through the manipulator joint torques by using equations (2),
(5), and (39). This avoids to capture the behavior of the force
interaction between the human operator and the virtual envi-
ronment and, in consequence, one has less quality informa-
tion exchange between the real and the virtual environments.
Nevertheless, as can be seen in Figures 14 and 15, the per-
formance of the control algorithm is quite good. The relevant
aspect in our approach is tomake the operator feel the reaction
forces present when executing the trajectory of Figure 11,
avoiding the lateral motion of the virtual tool. Such forces
are represented in task–space coordinates by the vector λm
and their direction is not normal as in the case of holonomic
constraints but lateral, similar to what happens with a needle
inserted in soft tissue. On the other hand, for position tracking
we show that for both kinds of constraints the corresponding
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errors are larger for free than for constrained motion. The
reason is that the latter implies a slower motion which makes
the controller task much easier because the higher nonlinear
effects of robot manipulators come both from Coriolis and
centrifugal forces, as well as from the inertia matrix and these
terms are practically neglected for low velocities. Note that
this is a huge advantage since the free motion case is of
little relevance in our study while a larger position error in
constrained motion would cause an incorrect visualization of
the virtual avatar. Certainly, it also plays an important roll the
human operator’s skillfulness, because depending on his/her
abilities and skills, the master robot end–effector will be
manipulated with higher or lower velocities, meaning that for
different operators the controllers’ performances are expected
to be different as well.

V. CONCLUSIONS AND FUTURE WORK
In this work, a proposal on haptic interaction with holonomic
and nonholonomic virtual constraints is presented. This is
carried out by adapting a teleoperation control scheme to a
virtual reality system, allowing to embed a robot dynamic
model into a virtual environment. By doing so we address
the teleoperated slave system as a problem of a virtual robot
in constrained motion described by either holonomic or non-
holonomic constraints. We studied the differences between
the use of one or the other representation both mathemat-
ically and intuitively, and the particularities of each case,
e. g., they can be employed to render forces by using the
Generic Penalty Method or the Pfaffian constraints matrix,
respectively.

Since holonomic constraints for representing rigid sur-
faces have been widely studied, we centered our interest in
nonholonomic constraints and the differences that they have
with the former. The principal advantage is that they can
be employed to render forces that could potentially approxi-
mate those present during manipulations inside deformable
surfaces. To the best of the authors’ knowledge this is the
first time that this kind of constraints are used to reproduce
tactile sensations on the operator with a practical signifi-
cance. Although only a sphere is employed, we showed that
the approach can be used in more practical applications,
as for instance virtual reality in medical simulators. A com-
plete discussion is presented at the end of the experimental
section.

Future research will focus on the combination of holo-
nomic and nonholonomic constraints in a similar application
using more sophisticated virtual reality models as in a real
surgical simulator. This entails a number of challenges as the
development of collision–detection algorithms for nonholo-
nomic constraints or its adaptation to finite element methods
for virtual surfaces generation. Our approach should allow
to combine such methods with virtual dynamic models and
control algorithms to let the operator perceive a large variety
of tactile sensations, which is needed to develop haptic inter-
action in practical real–world applications.
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