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ABSTRACT This study presents a modified algorithm of the grey wolf optimizer to solve the problem of
learning rate selection in the multilayer type-2 asymmetric fuzzy controller (MT2AFC). The improvements
of our modified optimizer are: the best position of the swarm is memorized, thus making the alpha wolves
only update when a better position appears in the next iteration; search performance is enhanced by
giving more freedom to update the grey wolf position. The proposed optimizer algorithm is then applied
to optimize the suitable learning rates for the proposed controller. The multilayer type-2 asymmetric
membership function is used in the fuzzy control network to enhance the learning ability and flexibility
of the designed network architecture. The gradient descent method is used to adjust the parameters of
the proposed MT2AFC controller online. The stability of the system is guaranteed using the Lyapunov
approach. Besides, the self-evolving algorithm is used to construct the network structure autonomously.
Ultimately, the numerical simulations of the chaotic synchronization systems are carried out to verify the
effectiveness of our proposed method.

INDEX TERMS Grey wolf optimizer, interval type-2 fuzzy neural network, asymmetric membership
function, chaotic synchronization systems.

I. INTRODUCTION
In the past decade, some studies have shown type-2 fuzzy
logic systems (T2FLSs) have better uncertainty handling
capacity than type-1 fuzzy logic systems (T1FLSs) [1]–[5].
The membership degrees in T1FLSs are crisp numbers,
whereas the membership degrees in T2FLSs are fuzzy
membership grades. By including the uncertainty terms in
the membership function, the T2FLSs can better handle
higher degrees of uncertainty than T1FLSs [6]. However,
the T2FLSs come with more complex rules and computa-
tional cost. Therefore, the interval type-2 fuzzy logic systems
(IT2FLSs) in [7] have been proposed to reduce the compu-
tation operations for T2FLSs. Some notable studies in the
past decade on T1FLSs and IT2FLSs are given in [8]–[18].
In 2019, Roman et al. proposed a combined model-
free adaptive control with fuzzy component [8]. In 2020,
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Mohammadzadeh and E. Kayacan presented a novel
fractional-order type-2 fuzzy control method for online fre-
quency regulation in acmicrogrid [11]. In 2020,Moreno et al.
introduced an interval type-2 fuzzy model with justifiable
uncertainty [18]. Recently, many studies used symmetric
membership functions in the IT2FLSs because their adap-
tive laws are easily designed. The studies in [19]–[21] pre-
sented type-2 asymmetric membership functions (T2AFM)
for IT2FLSs, which is supposed to increase system accuracy.
A T2AMF comprises two Gaussian upper membership func-
tions and two Gaussian lower membership functions.

This paper proposes a multi-layer structure for T2AFM to
enhance the learning ability and flexibility of the IT2FLSs.
With this structure, the proposed network inputs will be
better covered. The number of rules will be reduced
compared with all membership functions into one layer.
Moreover, splitting membership functions into different
layers allows easy adding of new required membership
functions or removal of unused membership functions,
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while still satisfying the number of member functions
required for the network operation. The operation of gener-
ating and deleting member functions is called a self-evolving
algorithm. The self-evolving and self-organizing algo-
rithm has recently been used in many studies to construct
the network structure autonomously [22]–[28]. In 2017,
Chen and Liu proposed an intelligent tracking control of
a PMLSM using a self-evolving probabilistic fuzzy neural
network [22]. In 2018, Lin et al. introduced a self-evolving
function-link interval type-2 fuzzy neural network for non-
linear system identification and control [25]. In addition,
in 2018, Qiao et al. presented a self-organizing deep belief
network for nonlinear system modeling [27].

The study in [29] shows, in the gradient descent based
updating method, the learning rate for adaptive laws signif-
icantly affects system performance. If the chosen learning
rate is large, the learning process may involve oscillating
convergence or even divergence. Contrarily, if the learn-
ing rate is too small, the system is slow to converge or is
even trapped in the local minimum. Many studies used the
trial-and-error method to obtain the learning rates, but this
method often takes a long time to obtain the most suitable
values. To tackle this problem, the studies in [30], [31]
proposed particle swarm optimization (PSO) to promote
the parameter learning efficiency. However, the PSO algo-
rithm also has some disadvantages, such as premature con-
vergence and slow convergence in the iterative process.
Therefore, this study designed a modified algorithm of a
grey wolf optimizer (MGWO) to optimize the learning rates
for the adaptive laws of the proposed MT2AFC controller.
The grey wolf optimizer (GWO) was first introduced by
Mirjalili in 2014, which is a type of meta-heuristic algorithm
based on the grey wolf community hierarchy and hunting
mechanisms [32]. Recently, some notable studies on different
GWO variants have been presented to better respond to the
complex search space of optimization problems [33]–[41].
In 2018, Abdo et al. presented a developed GWO for solving
non-smooth optimal power flow problems [33]. In 2019,
Khanum et al. proposed two new improved variants of GWO
for unconstrained optimization [35]. In 2020, Gupta andDeep
presented a memory-based GWO for global optimization
tasks [40]. According to [41], the variants GWO can be listed
as modified versions, hybridized versions, parallel versions,
and multi-objective versions. In which, the modified versions
of GWO can be categorized into four types such as updating
mechanisms, new operators, encoding scheme of the individ-
uals, population structure and hierarchy. This study improved
the conventional GWO algorithm by adding a global memory
variable to save the best position of the swarm and adding a
multidimensional random coefficient in the swarm position
update formula. These enhancements make theMGWO algo-
rithm more flexible and converge more rapidly.

In the past decade, besides PSO and GWO, many other
metaheuristic algorithms have been proposed, such as evolu-
tionary algorithms (genetic algorithm [42], [43], differential
evolution [44], [45], shuffled complex evolution [46], [47]),

physics-based algorithms (wind driven optimization
[48], [49], flower pollination algorithm [50], [51], gravita-
tional search algorithm [52], [53]), swarm-based algorithms
(artificial bee colony [54], [55], cat swarm optimiza-
tion [56], [57], whale optimization algorithm [58], [59],
grasshopper optimization [60], [61], moth-flame optimiza-
tion [62], [63]), and human-based algorithms (harmony
search [64], [65], human behavior-based optimization
[66], [67]). However, in metaheuristic algorithms, balancing
the exploration and exploitation operation is the biggest
challenge [68]. The exploration operation expands the search
space to find more promising regions, whereas the exploita-
tion evaluates the solutions to obtain optimal solutions within
the search space. Some metaheuristic algorithms have good
exploration ability, but their convergence speed is low. In con-
trast, some metaheuristic algorithms have good exploitation
ability with rapid convergence speed, but they are easily
trapped in a local minimum [69]. Therefore, in recent years,
developing a meta-heuristic algorithm with optimal explo-
ration and exploitation operation has attracted the attention
of many researchers.

Synchronization chaotic systems have attracted great inter-
est because of their potential applications in various fields
such as electronics, signal processing, secure communication,
aerospace, and biological systems [70]–[77]. Synchroniza-
tion of chaotic systems is the control of the slave system
to mimic the behavior of the master system. It is a very
challenging topic in nonlinear sciences because chaotic sys-
tems have nonlinear behavior and are often sensitive to the
initial values [78]. In the past decade, notable synchroniza-
tion methods of chaotic systems have been introduced such
as the fuzzy adaptive controller, sliding mode controller,
type-2 fuzzy controller, and the cerebellar model articulation
controller [79]–[84]. However, most of the above methods
have complicated implementation, and system performance
can be further improved.

Based on the above discussion, we propose a new method
to synchronize the chaotic systems, combining the advan-
tages of interval type-2 fuzzy logic systems, asymmetric
membership functions, themulti-layer structure, themodified
grey wolf optimizer, and the self-evolving algorithm. The
novelty of this study is the design of a multilayer structure
for the type-2 asymmetric fuzzy controller, which uses the
self-evolving algorithm to autonomously construct the net-
work structure. Moreover, a new modified grey wolf opti-
mizer is proposed for optimizing the learning rates of the
parameter adaptive laws. Compared with existing research
in [24]–[26], the proposed network has some advantages,
such as the initial network structure being easy to design and
rapidly obtaining suitable learning rates. The main contribu-
tions of the proposed modified grey wolf optimizer MT2AFC
(MMT2AFC) synchronization system are (1) A newmodified
grey wolf optimizer is proposed for optimizing the learn-
ing rates for the proposed network; (2) A new multi-layer
structure is proposed to enhance the learning ability and
flexibility of the IT2FLSs; (3) A self-evolving algorithm is
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FIGURE 1. The architecture of the MMT2AFC control system.

used to autonomously construct the network structure; (4) An
asymmetric membership function is used to enhance system
accuracy; (5) The numerical results of the chaotic synchro-
nization system are presented to verify the validity of the
proposed method.

The remainder of this paper is organized as follows.
Section II presents the details of the proposed MMT2AFC
controller and its parameter learning. Section III provides
the structure learning algorithm and the modified grey wolf
optimizer. Section IV explains the simulation results for the
chaotic synchronization systems. Finally, Section V offers
conclusions.

II. STRUCTURE of MMT2AFC
A. MULTILAYER INTERVAL TYPE-2 FUZZY WITH
ASYMMETRIC MEMBERSHIP FUNCTIONS
The l th fuzzy inference rule for the MMT2AFC is presented
as follows:

Rule l : IF x1 is µ̃1jk and x2 is µ̃2jk , . . . , and xni is µ̃nijk
Then w̃klm =

[
wklm wklm

]
(1)

where X =
[
x1, x2, . . . , xni

]T
ε<ni is the input vector; i =

1, 2, . . . , ni is the number of the input; j = 1, 2, . . . , nj is
the number of blocks in each layer; k = 1, 2, . . . , nk is the
number of layers; l = 1, 2, . . . , nl is the number of rulers;
µ̃ijk is the membership function for the jth block of the k th

layer in the ith input; w̃klm is presented for the consequent part

of the fuzzy systems, which is used to the connect the mth

output with the l th firing node in the k th layer.
As shown in Fig. 1, the structure of the proposed

MMT2AFC network is formed by five spaces. The final out-
put of the proposed controller can be represented as follows:

umMMT2AFC

= om =
1
2

(
om + om

)
=

1
2

[
q

nk∑
k=1

nl∑
l=1

(
f klwklm

)
+ (1− q)

nk∑
k=1

nl∑
l=1

(
f
kl
wklm

)]
(2)

where q is the weighting gain for adjusting the contribution
of the lower and upper membership functions; wklm and wklm
respectively are the upper and lower fuzzy connecting weight,
which are expressed as
w1
w2
...

wnm



=


w111...w1nl1; w211...w2nl1; ... ;wnk11...wnknl1
w112...w1nl2; w212...w2nl2; ... ;wnk12...wnknl2

...
...

...
...

w11nm ...w1nlnm; w21nm ...w2nlnm; ... ;wnk1nm ...wnknlnm


(3)
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FIGURE 2. The asymmetric membership function of the MMT2AFC control system. (a) The upper MF; (b) The lower MF; (c) The combined MF.
w1
w2
...

wnm



=


w111...w1nl1; w211...w2nl1; ... ;wnk11...wnknl1
w112...w1nl2; w212...w2nl2; ... ;wnk12...wnknl2

...
...

...
...

w11nm ...w1nlnm; w21nm ...w2nlnm; ... ;wnk1nm ...wnknlnm


(4)

f kl and f kl respectively are the upper and lower fuzzy firing
strength, which are defined as

f kl =
ni∏
i=1

µijk and f kl =
ni∏
i=1

µ
ijk

(5)

where µijk and µijk respectively are the upper and lower
type-2 asymmetric membership function, which are illus-
trated in Fig. 2 and can be represented as follows:

µijk =



exp


−

(
xi − mlijk

)2
2
(
vlijk
)2

 , xi ≤ mlijk

1, mlijk ≤ xi ≤ mrijk

exp


−

(
xi − mrijk

)2
2
(
vrijk
)2

 , mrijk ≤ xi

(6)

µ
ijk
=



θ exp


−

(
xi − mlijk

)2
2
(
vlijk
)2

 , xi ≤ mlijk

θ, mlijk ≤ xi ≤ mrijk

θexp


−

(
xi − mrijk

)2
2
(
vrijk
)2

 , mrijk ≤ xi

(7)

wheremlijk ,m
r
ijk andm

l
ijk ,m

r
ijk are the means of two upper and

two lower Gaussian MFs, respectively; vlijk , v
r
ijk and v

l
ijk , v

r
ijk

are the variance of two upper and two lower Gaussian MFs,
respectively;

To avoid unreasonable MFs, the following constraints
should be added.

mlijk ≤ m
l
ijk ≤ m

r
ijk ≤ m

r
ijk

vlijk ≤ v
l
ijk ≤ v

r
ijk ≤ v

r
ijk

0.5 ≤ θ ≤ 1
(8)

Figure 3a illustrates the fuzzy rule creation mechanism for
the conventional type-2 fuzzy system, in which all member
functions are placed in one layer; therefore, the number of
fuzzy rules is formed by the multiple of the number of mem-
ber functions in the inputs. The structure of our proposed
controller splits the membership functions into several layers,
as illustrated in Fig. 3b. Therefore, the number of rules can
be reduced significantly while still ensuring the full member
functions information.

FIGURE 3. The membership functions and rule base illustrative example.
(a) The conventional type-2 fuzzy system. (b) The proposed MMT2AFC
system with two layers.
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B. PARAMETER LEARNING
Considering the following uncertain nonlinear system:

x(n)(t) = A (x(t))+ B (x(t)) u(t)+ d(t)

= A0 (x (t))+1A (x (t))

+ [B0 (x (t))+1B (x (t))] u (t)+ d (t)

= A0 (x (t))+ B0 (x (t)) u (t)+ ξ (x (t)) (9)

In which,

ξ (x (t)) = 1f (x (t))+1g (x (t)) u (t)+ d (t) (10)

where x(t) and u(t) respectively are the system output and
the control input; A (x), B (x) and A0 (x (t)), B0 (x (t)) respec-
tively are the bounded nonlinear functions and its nominal
parts;1A (x (t)) and1B (x (t)) respectively are the unknown
uncertainties ofA (x) andB (x); d(t) and ξ (x (t)) respectively
are the external disturbance and the lumped uncertainty term.

First, considering the system tracking error vector e (t) =[
e (t) , ė (t) , . . . , e(n−1) (t)

]T
, where e (t) is the tracking error

between the desired signal xd (t) and the system output x(t)
as follows:

e (t) = xd (t)− x (t) (11)

From (9), if the lumped uncertainty term ξ (x (t)) and the
nominal parts A0 (x (t)), B0 (x (t)) are obtained exactly,
the ideal controller can be obtained as:

u∗ (t) = B−10 (x (t))
[
x(n)d (t)− A0 (x (t))

− ξ (x (t))+ GT e (t)
]

(12)

where GT is the feedback gain vector.
Applying (12) into (9), the error dynamics is obtained as:

e(n) + GTe = 0 (13)

If G is chosen to satisfy the Hurwitz stability for (13), then
lim
t→∞

e (t) = 0. However, the uncertainty term ξ (x (t)) is
unknown or perturbed, therefore, we approximate the ideal
controller u∗ (t) by an optimal MMT2AFC controller as
follows:

u∗(t) = u∗MMT2AFC (w
∗,w∗,ml∗,ml∗,mr∗,mr∗,

vl∗, vl∗, vr∗, vr∗, t)+ ς (t) (14)

where ς (t) is the approximation error; w∗,w∗,ml∗,ml∗,
mr∗,mr∗, vl∗, vl∗, vr∗, vr∗ are the optimal parameters for
w,w,ml,ml,mr ,mr , vl, vl, vr , vr .

Since the u∗MMT2AFC cannot be obtained, an estimation
controller, ûMMT2AFC , is employed to estimate it as follows:

û (t) = ûMMT2AFC (ŵ, ŵ, m̂
l
, m̂

l
, m̂r , m̂

r
, v̂l, v̂

l
, v̂r , v̂

r
, t)

+ ûF (t) (15)

where ûF is the simple fuzzy compensator controller;
ŵ, ŵ, m̂l, m̂

l
, m̂r , m̂

r
, v̂l, v̂

l
, v̂r , v̂

r
are the estimation of

w∗,w∗,ml∗,ml∗,mr∗,mr∗, vl∗, vl∗, vr∗, vr∗.

Consider the Lyapunov function candidate

V1 (s (t)) =
1
2
s2 (t) (16)

where s(t) is the high-order sliding surface, which is given
as:

s(t) = e(n−1) + g1e(n−2) . . .+ gn

∫ t

0
e (τ )dτ (17)

Then, take the derivative of (17), to obtain

ṡ(t) = e(n) + GT e (18)

where G = [gn, . . . , g2, g1]T is the positive gain.
Taking the derivative of (16) and using (9), (11), (18),

obtains

V̇1(s(t)) = s(t)ṡ(t) = s(t)
[
e(n) + GT e

]
= s(t)

[
x(n)d (t)− (A0 (x (t))+ B0 (x (t))

×
(
ûMMT2AFC + ûF (t)

)
+ ξ (x(t))

)
+ GT e

]
(19)

Then, the adaptation laws for ŵ, ŵ, m̂l, m̂
l
, m̂r , m̂

r
, v̂l, v̂

l
, v̂r ,

v̂
r
are given as

ŵklm (t + 1)

= ŵklm (t)− η̂w
∂V̇ (t)

∂ẇklm

= ŵklm (t)− η̂w
∂V̇1(t)

∂ ûmMMT 2 AFC

∂ ûmMMT 2 AFC

∂om

∂om
∂ŵklm

= ŵklm (t)+
1
2
η̂wqB0s(t)f kl (20)

ŵklm(t + 1)

= ŵklm(t)− η̂w
∂V̇1(t)
∂ŵklm

= ŵklm(t)− η̂w
∂V̇1(t)

∂ ûmMMT 2 AFC

∂ ûmMMT 2 AFC

∂Om

∂om
ŵklm

= ŵklm(t)+
1
2
(1− q)η̂wB0s(t)f kl (21)

m̂lijk (t + 1)

= m̂lijk (t)− η̂m
∂V̇1(t)

∂m̂lijk

=m̂lijk(t)−η̂m

(
∂V̇1(t)

∂ ûmMMT 2 AFC

∂ ûmMMT 2 AFC

∂om

∂om
∂f

kl

∂fkl
∂µµ

ijk

∂µljk

∂m̂lljk

)

= m̂lijk (t)+
1
2
η̂mB0s(t)(1− q)wklm

(
fkl
µ
ijk

)
∂µ

ijk

∂m̂lijk
(22)

m̂rijk (t + 1)

= m̂rijk (t)− η̂m
∂V̇1(t)
∂m̂rijk

=m̂rijk(t)−η̂m

 ∂V̇1(t)
∂ ûmMMT 2 AFC

∂ ûmMMT 2 AFC

∂om

∂om
∂f

kl

∂f
kl

∂µ
yk

∂µijk

D̂m̂rijk


= m̂lijk (t)+

1
2
η̂mB0s(t)(1− q)wk ln

(
f
kl

µ
ijk

)
∂µ

ijk

∂m̂lijk
(23)
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v̂lijk (t + 1)

= v̂lijk (t)− η̂v
∂V̇1(t)

∂ v̂lijk

=v̂lijk(t)−η̂v

(
∂V̇1(t)

∂ ûmMMT 2 AFC

∂ ûmMMT 2 AFC

∂om

∂om
∂f

kl

∂f
kl

∂µ
ijk

∂µ
ijk

∂ v̂lijk

)

= v̂lijk (t)+
1
2
η̂vB0s(t)(1− q)wklm

(
f
kl

µ
ijk

)
∂µ

ijk

∂ v̂lijk
(24)

v̂rijk (t + 1)

= v̂rijk (t)− η̂v
∂V̇1(t)
∂ v̂rijk

= v̂rijk (t)−η̂v

(
∂V̇1(t)

∂ ûmMMT 2 AFC

∂ ûmMM 2 AFC

∂om

∂om
∂f

kl

∂f
kl

∂µ
iik

∂µ
ikk

∂ v̂rijk

)

= v̂rijk (t)+
1
2
ηη̂vB0s(t)(1− q)wklm

(
f
kl

µ
ijk

)
∂µ

ijk

∂ v̂rijk
(25)

m̂
l
ijk (t + 1)

= m̂
l
ijk (t)− η̂m

∂V̇1(t)

∂m̂
l
ijk

=m̂
l
ijk(t)−η̂m

 ∂V̇1(t)
∂ ûmMMT 2 AFC

∂ ûmMMT 2 AFC

∂om

∂om
∂f kl

∂f kl
∂µijk

∂µijk

∂m̂
l
ijk


= m̂

l
ijk (t)+

1
2
η̂mB0s(t)qwklm

(
f kl
µijk

)
∂µijk

∂m̂
l
ijk

(26)

m̂
r
ijk (t + 1)

= m̂
r
ijk (t)− η̂m

∂V̇1(t)

∂m̂
r
ijk

= m̂
r
ijk (t)−η̂m

(
∂V̇1(t)

∂ ûmMMTAFC

∂ ûmMMT 2 AFC

∂om

∂om
∂f kl

∂f kl
∂µijk

∂µijk

∂m̂
r
ijk

)

= m̂
r
ijk (t)+

1
2
η̂mB0s(t)qwklm

(
f kl
µijk

)
∂µijk

∂m̂
r
ijk

(27)

vlijk (t + 1)

= vlijk (t)− η̂v
∂V̇1(t)

∂vlijk

= vlijk(t)−η̂v

(
∂V̇1(t)

∂ ûmMMT 2 AFC

∂ ûmMMT 2 AFC

∂om

∂om
∂f kl

∂f kl
∂µijk

∂µijk

∂vlijk

)

= vlijk (t)+
1
2
η̂vB0s(t)qwklm

(
f kl
µijk

)
∂µijk

∂vlijk
(28)

vrijk (t + 1)

= vrijk (t)− η̂v
∂V̇1(t)
∂vrijk

= vrijk (t)−η̂v

(
∂V̇1(t)

∂ ûmMM 2 AFC

∂ ûmMMT 2 AFC

∂om

∂om
∂f kl

∂f kl
∂µijk

∂µijk

∂vrijk

)

= vrijk (t)+
1
2
η̂vB0s(t)qwklm

(
f kl
µijk

)
∂µijk

∂vrijk
(29)

where η̂w, η̂m, η̂v are the positive learning-rates.
The derivative terms in (22) – (29) can be obtained by

considering the region of input as shown in Table 1 and
Table 2.

By using the adaptation laws given in (20)-(29), the esti-
mation parameters for ûMMT2AFC can be obtained.

C. FUZZY COMPENSATOR CONTROLLER
The fuzzy compensator controller in (15) is designed
to compensate for the discrepancy between the proposed
MMT2AFC and the ideal controller. For rapid response to
the tracking errors, these three simple rules are considered

R1 : If si is P, then uiF is UP

R2 : If si is Z , then uiF is UZ

R3 : If si is N , then uiF is UN (30)

where N, P, Z, respectively, indicate the negative, positive,
and zero triangular-typed input MFs for the fuzzy antecedent
part; UN, UP, UZ, respectively, indicate the negative, pos-
itive, and zero output MFs for the consequent fuzzy part.

TABLE 1. The derivative terms for updating the lower parameters.
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TABLE 2. The derivative terms for updating the upper parameters.

FIGURE 4. The input and output membership functions.

The membership function for the fuzzy input sets and fuzzy
output sets are given in Fig. 4. Using the center of gravity
defuzzification method, the output of the fuzzy compensator
controller is achieved as:

uiF =

3∑
a=1

λiaθ
i
a

3∑
a=1

θ ia

= λi1θ
i
1 + λ

i
2θ

i
2 + λ

i
3θ

i
3 (31)

where λi = [λi1, λ
i
2, λ

i
3] are the fuzzy weights; θ i =

[θ i1, θ
i
2, θ

i
3] are firing strengths. By choosing the MFs for the

fuzzy antecedent part as Fig. 4a, the firing strengths, and
fuzzy outputs can be given as

Case 1 : (si ≤ −κ)

θ i1 = 0; θ i2 = 0; θ i3 = 1;

uiF = λ
i
3θ

i
3

Case 2 : (−κ ≤ si ≤ 0)

θ i1 = 0; θ i2 = (si + κ)/κ; θ i3 = 1− β i2;

uiF = λ
i
2θ

i
2 + λ

i
3θ

i
3

Case 3 : (0 ≤ si ≤ κ)

θ i1 = 1− θ i2; θ
i
2 = (κ − si)/κ; θ i3 = 0;

uiF = λ
i
1θ

i
1 + λ

i
2θ

i
2

Case 4 : (si > κ)

θ i1 = 1; θ i2 = 0; θ i3 = 0;

uiF = λ
i
1θ

i
1 (32)

To minimize the computational budget, choosing λi1,

λi2, λ
i
3 as the singletons-typedMFs as Fig. 4b and let λi1 = λ̂i,

λi2 = 0, λi3 = −λ̂i. Then, (31) can be rewritten as

uiF = λ̂i
(
θ i1 − θ

i
3

)
(33)

Rewriting (19) using (14), (15) and (33), obtains

V̇1 =
m∑
i=1

Bi0
[
si(t)ςi(t)− si(t)λ̂i

(
θ i1 − θ

i
3

)]
≤

m∑
i=1

Bi0
[
|si(t)| . |ςi(t)| − si(t)λ̂i

(
θ i1 − θ

i
3

)]
=

m∑
i=1

Bi0
[
|si(t)| . |ςi(t)| − λ̂i |si(t)| .

∣∣∣θ i1 − θ i3∣∣∣]
= −

m∑
i=1

Bi0
[
|si(t)| .

∣∣∣θ i1 − θ i3∣∣∣]
(
λ̂i −

|ςi(t)|∣∣θ i1 − θ i3∣∣
)

(34)

where m is the dimension of vector si. In (34), if there is an
estimated value λ̂i >

|ςi(t)|∣∣θ i1−θ i3∣∣ , then V̇ ≤ 0 can be satisfied.

Define an optimal value λ∗i to achieve minimum value of λ̂i
as:

λ∗i =
|ςi(t)|∣∣θ i1 − θ i3∣∣ +4i (35)

where 4i is a positive constant.
Defined an estimation error vector λ̃i =

[
λ̃1, . . . , λ̃i, . . . ,

λ̃m

]T
, where λ̃i is given as:

λ̃i = λ
∗
i − λ̂i (36)
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Define the new Lyapunov function as:

V2 (s (t)) =
1
2
sT (t) s (t)+

1
2
λ̃
T
λ̃ (37)

Taking the derivative of (37), and using (12), (14), (19)
and (33), one obtains

V̇2 (s (t))

= sT (t) ṡ (t)+ λ̃
T ˙̃
λ

=

m∑
i=1

Bi0
[
si(t)ςi(t)− λ̂isi(t)

(
θ i1 − θ

i
3

)
+ λ̃i
˙̃
λi

]
≤

m∑
i=1

Bi0
[
|si(t)| · |ςi(t)| + λ̃isi(t)

(
θ i1 − θ

i
3

)
−λ∗i |si(t)| ·

∣∣∣θ i1 − θ i3∣∣∣+ λ̃i ˙̃λi]
=

m∑
i=1

Bi0
[
|si(t)| · |ςi(t)| + λ̃i

[
si(t)

(
θ i1 − θ

i
3

)
+
˙̃
λi

]
−λ∗i |si(t)| ·

∣∣∣θ i1 − θ i3∣∣∣] (38)

Choose the estimation laws as
˙̂
λi = −

˙̃
λi = si(t)

(
θ i1 − θ

i
3

)
(39)

Rewrite (38), using (35), one obtains

V̇2 (s (t))

≤

m∑
i=1

Bi0

[
|si(t)|·|ςi(t)|−|si(t)|

∣∣∣θ i1−θ i3∣∣∣
(
|ςi(t)|∣∣θ i1−θ i3∣∣+4i

)]

=

m∑
i=1

Bi0
[
|si(t)| · |ςi(t)|−|si(t)|

(
|ςi(t)| +4i

∣∣∣θ i1 − θ i3∣∣∣)]
= −

m∑
i=1

Bi04i |si(t)|
∣∣∣θ i1 − θ i3∣∣∣ ≤ 0 (40)

According to (40), V̇2 (s (t)) is negative semidefinite, there-
fore the stability of theMMT2AFC system can be guaranteed.

III. STRUCTURE LEARNING ALGORITHM AND LEARNING
RATE OPTIMIZER
A. STRUCTURE LEARNING FOR MMT2AFC
The design structure of the MMT2AFC significantly affects
the system performances. Therefore, a self-evolving algo-
rithm is proposed in this study to construct the network struc-
ture autonomously. The objective of the structure learning is
to obtain a suitable number of layers of the proposed network
online. The self-evolving method consists of the growing and
pruning algorithm, which operate based on the contribution
of each layer as follows:

1) GROWING ALGORITHM
First, determine the maximummembership grade in all layers
for the ith input as

ρimax = max
[
µi11, . . . , µi1nk , µi21, . . . ,

µi2nk , . . . , µinj1, . . . , µinjnk
]

(41)

FIGURE 5. Flowchart of MGWO.

FIGURE 6. Block diagram of the MMT2AFC synchronizer chaotic systems.

where

µijk =
µ
ijk
+ µijk

2
(42)

Then, consider its contribution by comparing with a pre-
scribed growing threshold, Pg, as

ρimax < Pg (43)
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FIGURE 7. The dynamics of the 4-D Lorenz-Stenflo chaotic system in controlled state by using MMT2AFC controller (a) x1 − x2 orbits,
(b) x1 − x3 orbits, (c) x1 − x4 orbits, (d) x1 − x2 − x3 orbits.

If the condition in formula (43) is satisfied, it means none of
the current layers contribute much to the fuzzy completeness
norm, and a new layer should be added. The initial parame-
ters for the upper and lower type-2 asymmetric membership
function are set as follows.[
mlijk ,m

l
ijk ,m

r
ijk ,m

r
ijk

]
= [(xi − 2κ) , (xi − κ) , (xi + κ) , x (Ii + 2κ)] (44)[
vlijk , v

l
ijk , v

r
ijk , v

r
ijk

]
= [(vinit − 2ϑ) , (vinit − ϑ) , (vinit+ϑ) , (vinit+2ϑ)] (45)

where vinit , κ and ϑ are the initial value of the vari-
ance, the mean uncertainty, and the variance uncertainty,
respectively.

2) PRUNING ALGORITHM
First, determine the minimummembership grade in all layers
for the ith input as

ρimin = min
[
µi11, . . . , µi1nk , µi21, . . . ,

µi2nk , . . . , µinj1, . . . , µinjnk
]

(46)

Then, consider its contribution by comparing with a pre-
scribed pruning threshold, Pd , as

ρimin < Pd (47)

If the condition in formula (47) is satisfied, it means the
minimum membership grade does not contribute much to the
fuzzy completeness norm and it should be deleted.

Based on the proposed structure learning algorithm,
the structure of the MMT2AFC network can adjust online to
achieve a suitable number of layers.

B. THE MODIFIED GREY WOLF OPTIMIZER
This section applies the MGWO to optimize the suitable
learning rates for the adaptive laws of the MT2AFC proposed
controller. The proposed optimal algorithm in this work is a
modification of the original GWO in [32]. The advantages
of our proposed MGWO are having the best global position
memorization in the swam; and increasing the movement
freedom of the grey wolf members by adding the random
terms of multidimensional motion, M and ψnd , in the equa-
tion for updating the position of the swarm. Figure 5 shows
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FIGURE 8. The time domain orbits of state variables. (a) x1, y1, (b) x2, y2, (c) x3, y3, and (d) x4, y4.

the flowchart of the MGWO algorithm. The equations for
updating the grey wolf position, EX , are based on the best first
three positions, EXα, EXβ , EXδ , in the swarm as follows

EDα =
∣∣∣ EC1 · EXα − EX

∣∣∣ ; EDβ =
∣∣∣ EC2 · EXβ − EX

∣∣∣ ;
EDδ =

∣∣∣ EC3 · EXδ − EX
∣∣∣ (48)

EX1 =
∣∣∣EXα − EA1 · EDα∣∣∣ ; EX2 =

∣∣∣EXβ − EA2 · EDβ ∣∣∣ ;
EX3 =

∣∣∣EXδ − EA3 · EDδ∣∣∣ (49)

EX (t + 1) =
EX1 + EX2 + EX3

3
+M

[
ψ1; ψ2; ...;ψnd

]
(50)

where EDα, EDβ , EDδ , respectively, are the distance vectors
between the EXα, EXβ , EXδ and the EX ; EA1, EA2, EA3 and EC1, EC2, EC3
are the coefficient vectors; EX1, EX2, EX3 are the direction vectors
for calculating the next position of a grey wolf; ψnd is the
random coefficient factor; nd is the dimension of the search
space; the variable for adjusting the movement freedom is
denoted byM , which is given by

M =
(
satlin

(
‖e(t)‖2

))
(51)

The coefficient vectors are expressed as:

EA = 2ar1 − a; EC = 2r2 (52)

where the value of a is decreased from 2 to 0 linearly with
iterations; r1, r2 are the random numbers in [0, 1].

IV. ILLUSTRATIVE EXAMPLES
This section gives two examples to illustrate the effectiveness
of our proposed method. The block diagram of the chaotic
synchronization using the MMT2AFC controller is shown
in Fig. 6. In which, based on the feedback tracking errors e(t),
the proposed controller will generate the control signals u(t)
to synchronize the slave system y(t) and the master sys-
tem x(t). As shown in Eq. (15), the control signals u(t)
combine the main controller, umMMT2AFC , in Eq. (2) and the
fuzzy compensator controller, uiF , in Eq. (31). The structure
learning algorithm is given in section III (A) to obtain a
suitable structure of the proposed network online, and the
MGWO is given in section III (B) to optimal the learning
rates of the parameter adaptive laws online. The initial param-
eters for the proposed controller are chosen as vinit = 0.2,
κ = 0.01, ϑ = 0.01, Pg = 0.1, Pd = 0.01, n = 2;
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FIGURE 9. The time domain of control signals. (a) u1, (b) u2, (c) u3, and (d) u4.

the sampling time is 0.001 seconds; the minimum and max-
imum number of layers are respectively limited to one layer
and seven layers.
Example 1: The synchronization of the four dimensions

(4-D) chaotic system.
Consider the following 4D Lorenz–Stenflo chaotic system

in [85].
The chaotic positions of the master system, x(t) =

[x1(t), x2(t), x3(t), x4(t)], are given by:

ẋ1(t) = α (x2(t)− x1(t))+ γ x4
ẋ2(t) = τx1(t)− x1(t)x3(t)− x2(t)

ẋ3(t) = x1(t)x2(t)− βx3(t)

ẋ4(t) = −x1(t)− αx4 (53)

The chaotic positions of the slave system, y(t) =

[y1(t), y2(t), y3(t), y4(t)], are given by:

ẏ1(t) = α (y2(t)− y1(t))+ γ y4 + d1(t)+1f (y1)+ u1(t)

ẏ2(t)= τy1(t)− y1(t)y3(t)−λy2(t)+d2(t)+1f (y2)+ u2(t)

ẏ3(t) = y1(t)y2(t)− βy3(t)+ d3(t)+1f (y3)+ u3(t)

ẏ4(t) = −y1(t)− αy4 + d4(t)+1f (y4)+ u4(t) (54)

where α, τ , β, γ are the parameters for defining the chaotic
attractor; u(t) = [u1(t), u2(t), u3(t), u4(t)] is the active

control vector; d(t) = [d1(t), d2(t), d3(t), d4(t)] is the exter-
nal disturbances vector; 1f (t) = [1f (y1),1f (y2),1f (y3),
1f (y4)] is the vector uncertainties of the chaotic system.
The synchronization error vector, e(t) = [e1(t), e2(t),

e3(t), e4(t) ], between the master and slave systems is defined
as

e1(t) = y1(t)− x1(t)

e2(t) = y2(t)− x2(t)

e3(t) = y3(t)− x3(t)

e4(t) = y4(t)− x4(t) (55)

As in [74], we set α = 1, β = 0.7, γ = 1.5 and τ = 26.
The initial conditions for the system are chosen as [x1, x2,
x3, x4] = [0.028, 0.02, 0.03, 0.048]T and [y1, y2, y3, y4] =
[0.01, 0.037, 0.029, 0.008]T . The system uncertainties and
the external disturbances are chosen as [1f (y1),1f (y2),
1f (y3),1f (y4)] = rd[0.2y1, 0.2y2, 0.2y3, 0.2y4]T and
[d1(t), d2(t), d3(t), d4(t)] = [0.2 cosπ t, 0.5 cosπ t,
0.3 cosπ t, 0.4 cosπ t]T , respectively.

Figure 7 shows the dynamics state of the 4-D Lorenz-
Stenflo chaotic system when the MMT2AFC controller is
activated. In which, the dashed and dotted lines, respec-
tively, correspond to the master system and slave system.
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FIGURE 10. The time-domain of tracking errors. (a) e1, (b) e2, (c) e3, and (d) e4.

FIGURE 11. The number of layers using the self-evolving algorithm.

Figure 8 displays the time domain orbits of the state vari-
ables. The control signals and tracking errors are given
in Fig. 9 and Fig. 10, respectively. The online adjustment
in the number of layers using the self-evolving algorithm is
shown in Fig. 11. The alteration in the learning rates using

FIGURE 12. The alteration of the learning rates using the MGWO
algorithm.

MGWO is shown in Fig. 12. These simulation results show
the proposed MMT2AFC controller can control the slave
system effectively to synchronizewith themaster system. The
comparison results in the root mean square error (RMSE)
among our proposed controller and other recent controllers
are tabulated in Table 3.
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FIGURE 13. The dynamics of the chaotic satellite system in a controlled state by using MMT2AFC controller (a) x1 − x2 orbits, (b) x1 − x3 orbits,
(c) x2 − x3 orbits, (d) x1 − x2 − x3 orbits.

TABLE 3. Comparison results in RMSE synchronization of the chaotic
system.

Example 2: Synchronization of the chaotic satellite
system.

Consider the following chaotic satellite systems in [74].
The chaotic positions of the master system, x(t) =

[x1(t), x2(t), x3(t)], are given by:

ẋ1(t) = σxx2(t)x3(t)−
1.2
Ix
x1(t)+

√
6

2Ix
x3(t)

ẋ2(t) = = σyx1(t)x3(t)+
0.35
Iy

x2(t)

ẋ3(t) = σzx1(t)x2(t)−

√
6
Iz
x1(t)−

0.4
Iz
x3(t) (56)

The chaotic positions of the slave system, y(t) =

[y1(t), y2(t), y3(t)], are given by:

ẏ1(t) = σxy2(t)y3(t)−
1.2
Ix
y1(t)+

√
6

2Ix
y3(t)

+ d1(t)+1f (y1)+ u1(t)

ẏ2(t) = σyy1(t)y3(t)+
0.35
Iy

y2(t)+ d2(t)+1f (y2)+ u2(t)

ẏ3(t) = σzy1(t)y2(t)−

√
6
Iz
y1(t)−

0.4
Iz
y3(t)

+ d3(t)+1f (y3)+ u3(t) (57)

where Ix , Iy, Iz are the principal moments of inertia; σx =
Iy−Iz
Ix
, σy =

Iz−Ix
Iy

, σz =
Ix−Iy
Iz

are the chaotic coefficients;
u(t) = [u1(t), u2(t), u3(t)] is the active control vector;
d(t) = [d1(t), d2(t), d3(t)] is the external disturbances vector;
1f (t) = [1f (y1),1f (y2),1f (y3)] is the vector uncertain-
ties of the chaotic system. The synchronization error vector,
e(t) = [e1(t), e2(t), e3(t)], between the master and slave
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FIGURE 14. The time domain orbits of state variables. (a) x1, y1, (b) x2, y2, (c) x3, y3.

systems is defined as

e1(t) = y1(t)− x1(t)

e2(t) = y2(t)− x2(t)

e3(t) = y3(t)− x3(t) (58)

As in [74], we set Ix = 3, Iy = 2, Iz = 1. The initial
conditions for the system are chosen as x(0) = [3, 4, 2] and
y(0) = b1, 2,−4c. The system uncertainties and external
disturbances are chosen as 1f (t) = [0.8y1, 0.8y2, 0.8y3]T

and d(t) = [cosπ t, 0.5 cos t, 1.5 cos 2t]T , respectively.
The dynamics state of the chaotic satellite system under

the control of the MMT2AFC controller is shown in Fig. 13.
In which, the dashed and dotted lines, respectively, corre-
spond to themaster system and slave system. Figure 14 shows
the time domain orbits of the chaotic satellite state vari-
ables. Figures 15 and 16 respectively show the control sig-
nals and the tracking errors. The online adjustment in the
number of layers using the self-evolving algorithm and the
alteration of the learning rates using MGWO are shown

TABLE 4. The statistical test results for example 1.

in Figs. 17 and 18, respectively. These simulation results
show the proposed MMT2AFC controller can control the
slave satellite system effectively to synchronize with the
master satellite system. Table 3 shows the comparison results
in root mean square error (RMSE) among our proposed
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FIGURE 15. The time domain of control signals. (a) u1, (b) u2, (c) u3.

TABLE 5. The statistical test results for example 2.

controller and other recent controllers. Figures 8 and 14 show
the MMT2AFC controller can rapidly achieve better control
performance in synchronizing the chaotic systems, evenwhen

considering external disturbances and system uncertainties.
The control signals in Figs 9 and 15 show the proposed
controller can rapidly respond to the changes in the system,
and it can control the system well from the beginning of the
synchronization process. Figs. 10 and 16 show the proposed
controller can make the slave chaotic system closely follow
the master chaotic system faster than other controllers with
the smallest RMSE tracking error. Figures 11 and 17 show,
by using the self-evolving algorithm, at the beginning of the
control process, the number of layers is rapidly generated to
better cover the rapid changes in the tracking errors. After
that, it can quickly adjust to the appropriate number of layers.
Figures 12 and 18 show, by using the MGWO algorithm,
the learning rates of the proposed controller can adjust to
suitable values online. In both studied examples, even con-
sidering the system uncertainties and external disturbances,
the proposed MMT2AFC achieves the fastest response,
smallest RMSE tracking error, and highest synchronization
performance. The t-Test statistical analysis for the different
controllers is given in Tables 4, 5. In both examples, the statis-
tical results show the P_value was lower than the alpha level
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FIGURE 16. The time-domain of tracking errors. (a) e1, (b) e2, (c) e3.

FIGURE 17. The number of layers using the self-evolving algorithm.

(α =0.05). Thus, we can conclude the RMSE results of our
proposed controller had a statistically significant difference
from other controllers. Therefore, the superiority of the pro-
posed controller is illustrated.

FIGURE 18. The alteration of the learning rates using the MGWO
algorithm.

V. CONCLUSION
This study developed a new MMT2AFC controller. The
asymmetric membership function is applied to enhance
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system accuracy. The learning rate selection problems were
considered for the proposed network using our modified
grey wolf optimizer. Moreover, choosing a suitable network
size for the designed controller was addressed by using the
self-evolving algorithm. The adaptive laws were developed
to update the controller’s parameters online, and thus the
tracking errors can be quickly converged and boundedness.
The effectiveness of the proposed controller was verified
by two examples of the synchronization of chaotic systems.
Compared with some state-of-the-art methods, this method
shows excellent performance for synchronizing the chaotic
systems with the smallest RMSE tracking errors. Besides the
application for synchronization problems, this method can be
easily applied to a large number of nonlinear control systems.
However, in the self-evolving algorithm, choosing thresholds
for the growing and pruning rule significantly affect system
performance. Applying the modern optimization method to
estimate these thresholds will be our future work.
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