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ABSTRACT In this paper, a fuzzy observer-based tracking control scheme is proposed for a class of
strict-feedback uncertain nonlinear system with input saturation. To facilitate the fuzzy logic system (FLS)
design, the original uncertain nonlinear system is transformed into an output feedback system firstly. Then,
an adaptive state observer is constructed. In order to efficiently tackle the input saturation, an auxiliary
system (AS) is introduced. Using the estimated states and AS, the dynamic surface control (DSC) strategy is
developed based on backstepping method. Under the DSC scheme, the tracking control problem is reduced
to optimal regulation problem of an affine system. Subsequently, an adaptive dynamic programming (ADP)
based optimal control scheme is proposed. The stability of the overall system is guaranteed by Lyapunov
theory. Finally, guidance simulation is made to confirm the effectiveness of the developed control method.

INDEX TERMS Adaptive dynamic programming, dynamic surface control, adaptive fuzzy control, input
saturation, missile guidance systems.

I. INTRODUCTION
During the past two decades, adaptive control for nonlin-
ear systems has attracted considerable attention and many
important control schemes have been proposed and applied to
the missile guidance systems [1]–[6]. These methods aim to
increase the destructive power, or reduce the sensitivity to the
target’s maneuverability, or enhance the survivability of the
missile. Besides, there are some optimal ones [7]–[11]. Such
guidance laws can not only reduce the energy consumption
in flight, but also constrain the miss distance. As the missiles
are developed towards miniaturization, to study the guidance
optimality is undoubtedly beneficial and necessary.

On the other hand, in order to make the designed guidance
law play the expected effect in practical use, control satu-
ration should be explicitly considered in the control design.
Control saturation is caused by the physical limitation of
actuator, and the control performance may degrade if this
problem is neglected. In severe cases, it may even bring
instability to the system [12]. Given this, many scholars
have studied the design of guidance laws considering control
saturation [13]–[16]. In [13], three dimensional guidance law
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for ground stationary target is investigated. To handle the
control saturation, an auxiliary system is introduced. In order
to deal with the maneuvering target, in [14], the authors
utilize sliding mode control (SMC) and observer to design a
guidance law with input constraint. In [15], input-to-state sta-
bility(ISS) theory is used to compensate the effect of control
saturation and guarantee the system stability. In [16], an opti-
mal control theory based guidance law is proposed. Because
the control input, i.e., the acceleration command, has a pro-
found effect on the homing performance, the authors also
take this importance constraint into consideration. It should
be noted that the guidance laws in [13]–[15] do not take
any optimality into consideration. Although the guidance
law in [16] is an optimal one, the proposed guidance law
relies on a linearized model, which is based on small angle
assumption. When such assumption is invalid, the system
performance may be degraded. Therefore, to enhance the
system stability, optimal guidance law based on nonlinear
kinematic model while considering control saturation should
be further developed.

As we know, dealing nonlinear optimal control prob-
lem requires solving the Hamilton-Jacobi-Bellman (HJB)
equation. Although dynamic programming as an traditional
method can solve optimal control problem, it suffers from
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the curse of dimensionality. ADP can avoid this difficulty,
and is widely used in nonlinear control design [17]–[20].
In [17], the HJB equation is solved by a novel adaptive
value iteration method, where proper approximation error
can be adaptively updated, such that the performance index
can always converge. In [18], ADP method is applied to the
optimal stabilization problem of a class of nonlinear system
which contains uncertain dynamics and unknown orders.
For model-free cases, in [19], recurrent neural network is
used to construct system model based on input and output
information, and ADP is utilized to derive an optimal con-
troller. In [20], the tracking control problem of strict-feedback
nonlinear system is investigated. The authors use backstep-
ping technique to derive a feedforward controller, which can
convert the tracking control problem into optimal regulation
problem. Moreover, they further investigate the case of the
system with unknown dynamics in [21]. Similar to [20],
the work in [21] also uses backstepping method, which is
an useful tool for nonlinear control design [22]–[26]. It is
worth noting that there exists the problem of explosion of
complexity for traditional backstepping method. DSC can
effectively tackle this problem [27]. In [28], a high effi-
ciency tracking control scheme for nonlinear systems based
on DSC technique and a novel event-triggered mechanism
is proposed. In [29], the problem of decentralized secure
control for Cyber-physical systems (CPSs) in the presence
of intermittent denial-of-service (Dos) and external distur-
bances is investigated. To reduce the computational burden,
DSC method is also utilized in the design of control laws.
Considering that the missile-target relative motion can be
described by a strict-feedback uncertain nonlinear system,
optimal tracking control design based on DSC technique for
such system should be further investigated.

In practical engineering, plants with partially unmeasur-
able states are commonly seen [30], [31]. The missile guid-
ance systems are no exception, such as the line-of-sight
(LOS) rate cannot be measured directly. It is often obtained
through filtering the output signals of a rate gyro which
is mounted on the inner gimbal of the seeker. Therefore,
the obtained LOS rate is vulnerable to time delays and
noise. Besides, the gimballed seekers would squeeze into the
warhead’s already cramped space. For these reasons, some
more practical guidance laws have been proposed [32], [33].
Despite the guidance law proposed in [32] owns the form
of proportional navigation guidance, the generated guidance
command does not contain LOS rate information. In [33]
initial LOS rate information is needed to formulate the ref-
erence LOS rate profile, which is tracked by SMC based
controller. However, neither of the two approaches consider
any optimality.

Motivated by the aforementioned analysis, this paper pro-
poses a tracking control scheme for a class of strict-feedback
nonlinear system with unknown internal dynamics and par-
tially unmeasurable states. We utilize FLS to approximate the
internal dynamics. On this basis, an adaptive state observer is
constructed. To explicitly tackle the control saturation issue,

an AS is integrated. Using the estimated states and DSC
method, we derive a novel feedforward controller, which
reduces the tracking control problem to regulation issue.
Subsequently, an FLS based optimal control strategy is intro-
duced to estimate the value function. The estimated value
function is then used to construct the optimal feedback con-
troller. Finally, we analyze the stability of the overall sys-
tem based on Lyapunov theory. Compared with the existing
works, the main contributions of this paper can be summa-
rized as follows:
1) Compared with [8], [11], [16], the optimal guidance

law proposed in this paper does not need small angle
assumption. Instead, it is totally based on missile-target
nonlinear kinematic model. Therefore, the scheme pre-
sented in this paper can be applied to more complex
cases.

2) Compared with [10], [20], this paper copes with input
saturation issue explicitly, which makes the proposed
method be more practical.

3) In this paper, the strict-feedback system is transformed
into an output feedback system firstly, then an adaptive
observer is constructed to estimate the states. Com-
pared with [9], [20], [34], [35], this paper does not
require the whole states of the system are measurable.
For missile guidance systems, the benefit is that it
can save space inside the warhead and be equipped
with other advanced equipment to enhance themissile’s
power.

4) The stability of the whole system is analyzed with
considering all the uncertainties and errors introduced,
which is quite challenging.

The rest part of this paper is organized as follows: In
Section II, we give some preliminaries and the problem to be
studied. In Section III, an FLS based observer is constructed
firstly, then DSC method is utilized to derive a feedforward
controller. In Section IV, ADP is used to design the opti-
mal controller. The stability analysis of the whole system is
conducted in Section V. Simulation and results are given in
Section VI. In Section VII, concluding remarks are presented.

II. PROBLEM STATEMENT AND PRELIMINARIES
A. PROBLEM STATEMENT
Consider a class of strict-feedback uncertain nonlinear sys-
tem with partially unmeasurable states as follows:

ẋi = fi(x̄)+ gi(x̄)xi+1, i = 1, 2, . . . , n− 1

ẋn = fn(x̄)+ gn(x1)u(v(t))

y = x1 (1)

where x̄ = [x1, x2, . . . , xn], states xi, i = 2, . . . , n are unmea-
surable, y ∈ < denotes system output; fi(x̄) are unknown
smooth nonlinear functions; u ∈ < denotes input, and is given
by

u(v(t)) = sat(v(t)) =

{
uM sign(v(t)), |v(t)| ≥ uM
v(t), otherwise

(2)
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where uM denotes the upper bound of u(t). Control object
of this paper is to design an adaptive optimal controller for
system given in (1), such that the output y can track the
reference signal yd in an optimal manner.
Assumption 1 ( [35]): Assume the control gain functions

gi(x̄) 6= 0, and existing two constants which satisfy 0 <

gmin < gmax , such that gmin < gi(x̄) < gmax .
Assumption 2: Assume that yd and its time derivative ẏd

satisfy |yd | < Y0, |ẏd | < Y1, where Y0 and Y1 are two postive
constants.
Assumption 3 ( [36]): The plant is input-to-state stable

(ISS).
Remark 1: Assumption 3 is reasonable due to the fact that

a feasible control lawwhich can globally stabilize an unstable
plant in the presence of input saturation does not exist. For
instance, consider a system ẋ = Ax+u(v(t)), where x denotes
the state variable, and u(v(t)) is saturated input denoted by (2).
IfA > 0 with the initial condition x(0) > uM

A , then, it is easy
to verify that there does not exist any feasible control which
satisfies (2) to stabilize the system; if A < 0, a bounded
input is capable to stabilize the above system. Therefore,
Assumption 3 is needed to facilitate the stability analysis.

B. FUZZY LOGIC SYSTEMS
An FLS consists of a fuzzifier, knowledge base, fuzzy infer-
ence engine, and a defuzzifier. The knowledge base is com-
prised of a collection of fuzzy IF-THEN rules, which can be
described as follows:

Rulel : IF x1 is Fl1,x2 is Fl2, . . ., xn is Fln,

THEN, y is Gl, l = 1, 2, . . . ,M (3)

where x = (x1, . . . , xn) and y represent FLS input and output.
Fli are fuzzy sets,Gl denotes the output fuzzy singleton of the
i rule,M denotes the quantity of rules in the knowledge base.
The output of a FLS can be given by:

y(x) =

∑M
l=1 ȳl

(∏n
i=1 µFli (xi)

)
∑M

l=1

(∏n
i=1 µFli (xi)

) (4)

where ȳl = maxy∈RµGl (y), µFli (xi) represents the degree of
xi in Fli. (4) can be rewritten as

y(x) = θTϕ(x) (5)

where θ = [ȳ1, . . . , ȳM ]T is adjusable parameter vector, and
ϕ(x) = [ϕ1(x), . . . , ϕM (x)]T denotes fuzzy basis function
vector given by follows:

ϕl(x) =

∏n
i=1 µFli (xi)∑M

i=1
(∏n

i=1 µFli (xi)
) (6)

III. PROBLEM TRANSFORMATION
THROUGH ADAPTIVE DSC
In this section, to facilitate feedforward controller design
in the existence of partially unmeasurable states, we firstly
transform the original system into an output feedback system,
then, an FLS based observer will be constructed to estimate

the states. Subsequently, DSC technique is used to design a
feedforward controller, which can convert the tracking con-
trol problem into optimal regulation issue.

A. SYSTEM TRANSFORMATION AND
ADAPTIVE OBSERVER DESIGN
To facilitate the DSC design, we can transform the system
denoted as (1) into an output feedback nonlinear system as
follows [37]:

ξ̇i = ξi+1 +4i(y)

for 1 ≤ i ≤ n− 1

ξ̇n = 4n(y)+ β(y)u(v(t)) (7)

where y = ξ1 = x1. According to coordinate transformation,
it is easy to verify that β(y) = gn(y).
Due to the universal approximate property of FLS, we can

express the nonlinear functions 4i as

4i(y) = θ∗Ti ϕ(y)+ εi,4 (8)

where θ∗Ti and ϕ(y) denotes ideal vector and fuzzy basis func-
tion, respectively. ε4 is approximation error which satisfies
|εi,4| ≤ δi,M .
Since the states ξi, i = 2, n can not be measured directly,

it is essential to design an observer to reconstruct them.
Therefore, a novel FLS based observer is proposed as:

˙̂
ξ = Aξ̂ + k(y− ŷ)+ θ̂ϕ(y)+ bβ(y)u(v(t)) (9)

where

A =

 0 I
...

. . .

0 · · · 0

 , b =


0
...

0
1

 , θ̂ =

θ̂T1
θ̂T2
...

θ̂Tn

 , k =

k1
k2
...

kn

 ,
with θ̂i representing the estimate of θi, and it satisfies
|θi| ≤ θi,M .

Note that u(v(t)) is segemented. A smooth function can be
used to approximate it [33]:

h(v) = uM tanh(
v
uM

) = uM
ev/uM − e−v/uM

ev/uM + e−v/uM
(10)

the approximation error 1(v) satisfies

|1(v)| = |(sat)(v)− h(v)| ≤ uM (1− tanh(1)) = d̄ (11)

Thus, (9) changes into

˙̂
ξ = Aξ̂ + k(y− ŷ)+ θ̂ϕ(y)+ bβ(y)h(v)+ D(t) (12)

where D(t) = bβ(y)1(v).

B. FEEDFORWARD CONTROLLER DESIGN
Based on (12), a feedforward controller is designed in this
subsection. The detailed design process is given as follows.
Step 1: Denote the estimate tracking error as:

ê1 = ŷ− yd (13)
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Differetiating ê1 with respect to time, one obtains
˙̂e1 = ˙̂y− ẏd

=
˙̂
ξ1 − ẏd

= ξ̂2 + k1(y− ŷ)+ θ̂1ϕ(y)− ẏd (14)

Assume that ξid = ξaid +ξ
∗
id are virtual inputs, with ξ

a
id denot-

ing virtual feedforward controller, and ξ∗id denoting optimal
controller, which will be given in the next section. Choosing
ξa2d as

ξa2d = f̂1 − γ1ê1 − k1(y− ŷ)− θ̂T1 ϕ(y)+ ẏd (15)

where f̂1 = θ̂T1 ϕ(e1) with ϕ(e1) = ϕ(y) − ϕ(yd ). k1, γ1 > 0
are design parameters.

Introducing a first-order filter λ2, and letting ξ2d go
through it with a time constant τ2, yields

τ2λ̇2 + λ2 = ξ2d , λ2(0) = ξ2d (0) (16)

Denoting ê2 = ξ̂2 − λ2 and η2 = λ2 − ξ2d , we have λ̇2 =
−η2/τ2 and ξ̂2 = ê2 + η2 + ξ2d . Considering (15), (14) can
be rewritten as

˙̂e1 = ê2 + η2 + ξ̂∗2d + f̂1 − γ1ê1 (17)

For η2, the following inequality holds

η̇2 = λ̇2 − ξ̇2d

= −
η2

τ2
+

(
−
∂ξ2d

∂ξ̂1

˙̂
ξ1 −

∂ξ2d

∂ ê1
˙̂e1 −

∂ξ2d

∂θ̂1

˙̂
θ1 −

∂ξ2d

∂yd
ẏd
)

= −
η2

τ2
+ N2(ê1, ê2, η2, θ̂1, yd , ẏd , ÿd ) (18)

where N2(ê1, ê2, η2, θ̂1, yd , ẏd , ÿd ) =
(
−

∂ξ2d

∂ξ̂1

˙̂
ξ1 −

∂ξ2d
∂ ê1
˙̂e1 −

∂ξ2d

∂θ̂1

˙̂
θ1 −

∂ξ2d
∂yd

ẏd
)
is a continuous function. So, the bounded-

ness of N2 can be verified. According to [12], there exists a
postive constant B2, such that |N2| ≤ B2.
Considering the following Lyapunov function

V1 =
1
2
ê21 +

1
2
η22 +

1
2
ξ̃21 +

1
2
θ̃T1 θ̃1 (19)

where ξ̃i = ξi − ξ̂i denotes state estimate error, θ̃i = θi − θ̂i
denotes weight estimate error. Calculating the time derivative
of V1, yields

V̇1 = −γ1ê21 + ê1(ĥ1(e1)+ ξ
∗

2d + ê2)

+ η2(−
η2

τ2
+ N2)+ ξ̃1 ˙̃ξ1 + θ̃

T
1
˙̃θ1 (20)

Using (12), the error dynamics of the observer can be given
by

˙̃ξ = Ãξ − kcT ξ̃ + θ̃Tϕ(y)+ ε4 (21)

where c = [1, 0, . . . , 0]T , ε4 = [ε1,4, . . . , εn,4]T . The
update laws for θi are proposed as

˙̂
θi = −êi(ϕ(y)− ϕ(yd ))− ϑiθ̂i ‖ ϕ(y) ‖2 −ζiθ̂i

− ιiθ̂i(θ̂Ti θ̂i), i = 1, . . . , n (22)

where ϑi, ζi, ιi > 0 are design parameters.

Substituting (21) and (22) into (20), one obtains

V̇1 = −γ1ê21 + ê1(ĥ1(e1)+ h̃1(e1)+ ξ
∗

2d + ê2 + η2)

+ η2(−
η2

τ2
+ N2)+ ξ̃1ξ̃2 − k1ξ̃1ξ̃1 + θ̃T1 ϕ(y)̃ξ1

+ ε1,4ξ̃1 + ϑ1θ̃
T
1 θ̂1 ‖ ϕ(y) ‖

2
+ζ1θ̃

T
1 θ̂1

+ ι1θ̃
T
1 θ̂1(θ̂

T
1 θ̂1) (23)

where h̃1(e1) = θ̃T1 ϕ(e1). Using Young’s inequation, one can
have

θ̃T1 ϕ(y)̃ξ1+ε1,4ξ̃1≤
1
2
‖ θ̃1 ‖

2
‖ ϕ(y) ‖2 +

1
2
ε21,4+ξ̃

2
1 (24)

Besides, we notice that

1
2
‖ θ̃1 ‖

2
‖ ϕ(y) ‖2 +ϑ1θ̃1θ̂1 ‖ ϕ(y) ‖2

≤

(
− (ϑ1 +

1
2
) ‖ θ̃1 ‖2 + ‖ θ̃1 ‖ θ1,M

)
‖ ϕ(y) ‖2

≤
ϕ2Mθ

2
1,M

4(ϑ1 + 1
2 )

(25)

where ϕM = max{‖ϕ(y)‖}. On the other hand,

ι1θ̃
T
1 θ̂1(θ̂

T
1 θ̂1)

=
(
ι1θ̃

T
1 θ1 − ι1θ̃

T
1 θ̃1

)
‖θ1‖

2

− 2ιi(θ̃Ti θi)
2
+ 3ι1θ̃Ti θ̃1(θ̃

T
1 θ1)− ι1(θ̃

T
1 θ̃1)

2

≤ ι1θ
3
1,M‖θ̃1‖ + 3ι1θ1,M‖θ̃1‖3 − ι1‖θ̃1‖4 (26)

Thus, (23) can be rewritten as

V̇1 ≤ −
(
γ1 −

1
2

)
ê21 + ê1

(
f̂1(e1)+ f̃1(e1)

+ ξ∗2d + ê2

)
−
( 1
τ2
− 1

)
η22 +

1
2
B22 + ξ̃1ξ̃2

− k1ξ̃21 +
1
2
ε21,4 + ξ̃

2
1 +

ϕ2Mθ
2
1,M

4(η1 + 1
2 )
+
(
ι1θ

3
1,M

+ ζ1θ1,M
)
‖θ̃1‖ + 3ι1θ1,M‖θ̃1‖3 − ι1‖θ̃1‖4 (27)

Step i(2 ≤ i ≤ n− 1): In the ith step, we denote the estimate
tracking error variable as

êi = ξ̂i − λi (28)

Taking the time derivative of (28), yields

˙̂ei =
˙̂
ξi − λ̇i

= êi+1 + ξa(i+1)d + ξ
∗

(i+1)d + ki(y− ŷ)+ θ̂
T
i ϕ(y)

− λ̇i (29)

Choosing ξa(i+1)d as

ξa(i+1)d = f̂i − êi−1 − γiêi − ki(y− ŷ)− θ̂Ti ϕ(y)+ λ̇i (30)

Introducing a first-order filter λi+1, and letting ξ(i+1)d go
through it with a time constant τi+1, yields

τi+1λ̇i+1 + λi+1 = ξ(i+1)d , λi+1(0) = ξ(i+1)d (0) (31)
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Denoting êi+1 = ξ̂i+1 − λi+1 and ηi+1 = λi+1 − ξ(i+1)d ,
we have λ̇i+1 = −ηi+1/τi+1 and ξ̂i+1 = êi+1+ηi+1+ξ(i+1)d .
On (30), (29) can be rewritten as

˙̂ei = êi+1 + ηi+1 + ξ̂∗(i+1)d + ĥi − γiêi (32)

For ηi+1, the following inequality holds

η̇i+1 = λ̇i+1 − ξ̇(i+1)d

= −
ηi+1

τi+1
+

(
−
∂ξ(i+1)d

∂ξ̂i

˙̂
ξi −

∂ξ(i+1)d

∂ êi
˙̂ei

−
∂ξ(i+1)d

∂θ̂i

˙̂
θi −

∂ξ(i+1)d

∂λi
λ̇i

)
= −

ηi+1

τi+1
+ Ni+1(êi, êi+1, ηi+1, θ̂i, λi, λ̇i, λ̈i) (33)

where Ni+1(êi, êi+1, ηi+1, θ̂i, λi, λ̇i, λ̈i) =
(
−

∂ξ(i+1)d

∂ξ̂i

˙̂
ξ1 −

∂ξ2d
∂ ê1
˙̂e1−

∂ξ2d

∂θ̂i

˙̂
θi−

∂ξ(i+1)d
∂λi

λ̇i

)
is a continuous function. There-

fore, the boundedness of Ni+1 can be verified. Accord-
ing to [12], there exists a postive constant Bi+1, such that
|Ni+1| ≤ Bi+1.
Consider the following Lyapunov function as

Vi = Vi−1 +
1
2
ê2i +

1
2
η2i+1 +

1
2
ξ̃2i +

1
2
θ̃Ti θ̃i (34)

Taking the time derivative of (34), and using Young’s inequal-
ity, one can obtain

V̇i = V̇i−1 − γiê2i + êi

(
f̂i + f̃i + ξ∗(i+1)d − êi−1 + êi+1

+ ηi+1

)
+ ηi+1(−

ηi+1

τi+1
+ Ni+1)+ ξ̃ĩξi+1

− kĩξ1ξ̃i + θ̃Ti ϕ(y)̃ξi + εi,4ξ̃i + ϑiθ̃
T
i θ̂i ‖ ϕ(y) ‖

2

+ ζiθ̃
T
i θ̂i + ιiθ̃

T
i θ̂i
(
θ̂Ti θ̂i

)
≤ −

i∑
j=1

(
γj −

1
2

)
ê2j +

i∑
j=1

êj(f̂j + f̃j + ξ∗(j+1)d )

+ êiêi+1 −
i∑

j=1

(
1
τi+1
− 1)η2i+1 +

1
2

i∑
j=1

B2i+1

+

i∑
j=1

ξ̃j̃ξj+1 −

i∑
j=1

kj̃ξ1ξ̃j +
i∑

j=1

1
2
ε2j,4 +

i∑
j=1

ξ̃2j

+

i∑
j=1

ϕ2Mθ
2
j,M

4(ϑj + 1
2 )
+ 3

i∑
j=1

ιjθj,M‖θ̃j‖
3
+

i∑
j=1

(
ιjθ

3
j,M

+ ζjθj,M
)
‖θ̃j‖ −

i∑
j=1

ιj‖θ̃j‖
4 (35)

Step n: In this step, denoting the estimate tracking error as:

ên = ξ̂n − λn − % (36)

where the auxilliary control signal % is used to deal with input
saturation problem.

Taking the time derivative of (36), yields

˙̂en =
˙̂
ξn − λ̇n+1 − %̇

= kn(y− ŷ)+ θ̂nϕ(y)+ β(y)h(v)+ D(t)

− λ̇n − %̇ (37)

Denoting the auxilliary system as

%̇ = −l% + β(y)(h(v(t))− v(t)) (38)

Choosing vad as

vad = β
−1(f̂n − ên−1 − (γn −

1
2
)ên − kn(y− ŷ)

− θ̂Tn ϕ(y)+ λ̇n − l%
)

(39)

Substituting (39) into (37), one obtains

˙̂en = f̂n − ên−1 − γnên + β̄v∗d + D(t) (40)

Considering the following Lyapunov function

Vn = Vn−1 +
1
2
ê2n +

1
2
ξ̃2n +

1
2
θ̃Tn θ̃n (41)

Taking the time derivative of (41), and using Young’s inequal-
ity, one can obtain

V̇n = V̇n−1 − (γn −
1
2
)ê2n + ên

(
f̂n + f̃n + v∗d − ên−1

)
− knξ̃1ξ̃n + θ̃Tn ϕ(y)̃ξn + εn,4ξ̃n + ϑnθ̃

T
n θ̂n ‖ ϕ(y) ‖

2

+ ζnθ̃
T
n θ̂n + ιnθ̃

T
n θ̂n

(
θ̂Tn θ̂n

)
+

1
2
‖ D(t) ‖2

≤ −

n∑
j=1

(γj −
1
2
)ê2j −

n−1∑
j=2

(
1
τi
− 1)η2i +

1
2

n−1∑
i=2

B2i

+ ξ̃TAoξ̃ +
n∑
j=1

1
2
ε2j,4 +

n∑
j=1

ϕ2Mθ
2
j,M

4(ϑj + 1
2 )
−

n∑
j=1

ιi‖θ̃i‖
4

+

n∑
j=1

(
ιiθ

3
i,M + ζiθi,M

)
‖θ̃i‖ + 3

n∑
j=1

ιiθi,M‖θ̃i‖
3

+
1
2
g2max d̄

2

+ ÊT
(f̂1...

f̂n

+
̃f1...
f̃n

+[In−1 0
0 β(y)

]
ξ∗2d
...

ξ∗Nd
v∗(t)


)

(42)

where Ê = [ê1, ê2, . . . , ên]T , Ao = A − k + In, and U∗ =
[ξ∗2d , . . . , ξ

∗
nd , v

∗(t)]T .
At this point, we have finished the feedforward controller

design. As mentioned above, the proposed controller con-
sists of a feedforward controller and an optimal controller,
and it can be given by U = Ua

+ U∗, where Ua
=

[ξa2d , . . . , ξ
a
nd , v

a(t)]T . Note that in (42), if let U∗ = 0 for
t > 0, the tracking system will not be stable. In other words,
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the proposed Ua transforms the tracking control problem to
be studied into stabilization problem of the following system
in affine form:

˙̂E = F̂ + F̃ + GU∗ (43)

where G =

[
In−1 0
0 β(y)

]
, F̂ = [f̂1, . . . , f̂n]T , F̃ =

[̃f1, . . . , f̃n]T . In the following section, we will design a feed-
back controller based on ADP technique. The controller can
stabilize the system (43) in an optimalmanner, and guarantees
the stability of the whole closed-loop system.

IV. ADAPTIVE OPTIMAL CONTROLLER DESIGN
Consider the following nonlinear system

˙̂E = F + GU∗ (44)

where F = F̂ + F̃ . The corresponding cost function can be
constructed as

V =
∫
∞

t
Q(E)+ U∗TRU∗dτ (45)

where Q(E) denotes a postive semidefinite penalty function
on states, R is a postive definite matrix. Next, we can obtain
a Hamiltonian as

H = Q+ U∗TRU∗ + (∇V )T (F + GU∗) (46)

where ∇V = ∂V/∂Ê . By solving the stationary condition
∂H (Ê,U∗)/∂U∗ = 0, one can obtain the optimal control law
as follows

U∗ = −R−1GT∇V/2 (47)

Based on (46) and (47), HJB equation and the neces-
sary and sufficient conditions of optimal control are given
by

Q(Ê)+ (∇V )∗T F̂ − (∇V )∗TGR−1GT∇V ∗/4 = 0 (48)

with V ∗(0) = 0.
According to [35], we assume that the optimal system

dynamics satisfy

‖F + GU∗‖ ≤ δ(Ê) =
4
√
K‖∇J (Ê)‖ (49)

where δ(Ẑ ) is a function of system states, K is a postive
constant, and J (Ê) is a continuous differetiable Lyapunov
candidate, which satisfies J̇ (Ê) = (∇J )T ˙̂E = (∇J )T (F +
GU∗) ≤ 0. What’s more, it can be shown that there exists a
postive definite matrix P̄(Ê) ∈ <n×n, which leads

(∇J )T (F + GU∗) = −(∇J )T P̄(∇J ) (50)

According to the universal approximate property, we can
express the cost function as

V = W Tφ(Ê)+ ε(Ê) (51)

where W is optimal vector, φ(Ê) is fuzzy basis vector, and
ε(Ê) is approximation error. Assume that the optimal vec-
tor and approximation error are upper bounded, such that

‖ W ‖≤ WM ,‖ φ(Ê) ‖≤ φM . According to [30], we can
also assume that the gradient of approximation error along
Ê is upper bounded, such that ‖ ∇φ ‖≤ φ′M .

Thus, the gradient of cost function can be given by

∂V/∂Ê = ∇V = W T
∇φ(Ê)+∇ε (52)

Using (52), HJB equation (46) and the optimal control
law (47) can be rewritten as

U∗=−R−1GT∇Tφ(Ê)W/2−R−1GT∇T ε/2 (53)

H∗(Ê, Ŵ )=Q+ Ŵ T
∇φ(Ê)F

−W T
∇φ(Ê)D∇Tφ(Ê)W/4+ εHJB (54)

where D = GR−1GT > 0 is bounded, such that Dmin ≤
‖D‖ ≤ Dmax for known constants Dmin and Dmax . The
residual error εHJB = ∇T ε

[
F − D

(
∇φ(Ê)W + ∇ε

)]
/2 +

∇
T εD∇ε = ∇T ε(F + GU∗) + ∇T εD∇ε/4. Consider-

ing the boundedness of the gradient of ε, and using (49),
yields

‖εHJB‖ ≤ ε
′
Mδ(Ê)+ ε

′2
MDmax/4 (55)

Moving on, the estimate of V can be expressed as

V̂ = Ŵ Tφ(Ê) (56)

where Ŵ denotes the estimate ofW . Similar, we can express
the estimate optimal control law as

Û∗ = −R−1GT∇Tφ(Ê)Ŵ/2 (57)

On (56) and (57), Hamiltonian can be approximated as

Ĥ∗(Ê, Ŵ ) = Q+ Ŵ T
∇φ(Ê)F̂

− Ŵ T
∇φ(Ê)D∇Tφ(Ê)Ŵ/4 = ec (58)

To obtain the update law of Ŵ , we define an object function
as

Ec =
1
2
eTc ec (59)

During the control process, the update law of Ŵ should not
only be able to minimize Ec, but also can guarantee the
stability of the overall system. To this end, the update law
of Ŵ is formulated as

˙̂W = −
α1σ̂

ρ2
ec +

α1

2

∑
(Ê, Û∗)∇φ(Ê)D∇Tφ(Ê)∇J (60)

where σ̂ = ∇φ(Ê)(F̂ + GÛ∗), ρ = (1 + σ̂ T σ̂ ),α1 > 0 is
design parameter, and the term

∑
(Ê, Û∗) is given by∑

(Ê, Û∗) =

{
0 if J̇ (Ê) < 0
1 otherwise

(61)

Remark 2: For the FLS weight update law (60), the first
term is used to minimize (59), and it is derived according
to gradient descent algorithm. The second term is used to
guarantee the system stability during control process.
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Next, denoting the estimation error ofW as W̃ ,which satisfies
W̃ = W − Ŵ . Noting that

Q(Ê) = −W T
∇φ(Ê)F

+W T
∇φ(Ê)D∇Tφ(Ê)W/4− εHJB (62)

and substituting (62) into (58), one can obtain

Ĥ∗(Ê, Ŵ ) = −W̃ T
∇φ(Ê)F̂(Ê)−W T

∇φ(Ê)F̃(Ê)

+
1
2
W T
∇φ(Ê)D∇Tφ(Ê)W̃

−
1
4
W̃ T
∇φ(Ê)D∇φT (Ê)W̃ − εHJB (63)

Using (63), and observing that ˙̃W = −
˙̂W and σ̂ =

∇φ(Ê)( ˙̂E+D∇ε/2)−∇φ(Ê)F̃+∇φ(Ê)D∇Tφ(Ê)W̃/2, one
can obtain the error dynamics of (60) as

˙̃W = −
α1σ̂

ρ2

[
W̃ T
∇φ(Ê)

(
Ê∗ + D∇T ε/2

)
+ W̃ T

×∇φ(Ê)F̃ −W T
∇φ(Ê)F̃

]
−

1
4
α1σ̂

ρ2

(
W̃ T

×∇φ(Ê)D∇Tφ(Ê)W̃ + εHJB
)
−
α1

2

∑
(Ê, Û∗)

×∇φ(Ê)D∇φT (Ê)∇J (64)

which will be used in stability analysis.
Remark 3: Noting that (64) contains the term of F̃ , which

is different from [20], [35], [38]. On the one hand, this
makes the stability analysis bemore challenging; On the other
hand, it increases the complexity of the FLS of the adaptive
observer.

V. STABILITY ANALYSIS
In this section, we utilize the Lyapunov theory to analyze the
stability of closed-loop system.
Theorem 1: For the nonlinear system given by (1) and its

transforming system (7), if the state observer is designed
as (12), the update laws of the corresponding FLS are
designed as (22), the feedforward controllers are designed
as (15),(30) and (39), and the optimal controller is designed
as (57), the corresponding adaption law is given by (60), and
the control parameters are properly selected, then, all of the
signals will be uniformly ultimately bounded (UUB).

Proof: Considering the following Lyapunov function as

VHJB =
1
2

n∑
i=1

ê2i +
1
2

n∑
i=2

η̂2i + α2J (Ê)+
α−11

2
W̃ T W̃

+
1
2
ξ̃T ξ̃ +

1
2
tr
(
θ̃T θ̃

)
(65)

where J (Ê) is chosen to satisfy J (Ê) = (ÊT Ê)
3
2 /3. Taking

the time derivative of (65), yields

V̇HJB =
n∑
i=1

êi ˙̂ei +
n−1∑
i=2

η̂i ˙̂ηi + α2∇JT
˙̂E + α−11 W̃ T ˙̃W

+ ξ̃T ˙̃ξ + tr
(
θ̃T ˙̃θ

)
(66)

Recalling (42) and (64), one can obtain

V̇HJB ≤ −γmin ‖ Ê ‖2 +Ê(F + GU∗)+ α2∇JT
˙̂E

−

[
W̃ T
∇φ(Ê)

( ˙̂E∗ + D∇ε/2)]2/ρ2 − 3
8
W̃ T

×∇φ(Ê)
( ˙̂E∗ + D∇ε/2)W̃ T

∇φ(Ê)D∇Tφ(Ê)

× W̃/ρ2 −
1
8

(
W̃ T
∇φ(Ê)D∇Tφ(Ê)W̃

)2
/ρ2

− W̃ T
∇Êφ(Ê)(

˙̂E∗ + GU∗)W T
∇φ(Ê)F̃/ρ2

−
1
4
W̃ T
∇Êφ(Ê)D∇

Tφ(Ê)W̃ W̃ T
∇φ(Ê)F̃/ρ2

+
1
2
W̃ T
∇φ(Ê)D∇Tφ(Ê)W̃W T

∇φ(Ê)F̃/ρ2

−
1
4
W̃
(
∇φ(Ê)( ˙̂E∗ + D∇ε/2

)
−

(
W̃ T
∇φ(Ê)

× F̃
)2
/ρ2 + W̃ T

∇φ(Ê)F̃W T
∇φ(Ê)F̃

+
1
2
∇φ(Ê)D∇T

Ê
φ(Ê)W̃εHJB/ρ2 −

1
2
W̃ T

×

∑
(Ê, Û∗)∇Êφ(Ê)D∇φ

T (Ê)∇J (Ê)+ ξ̃T Ãξ

− ξ̃T kcT ξ̃ + ξ̃T θ̃ϕ(y)+ ξ̃ ε4 +
n∑
i=1

ζiθ̃
T
i θ̂i

+

n∑
i=1

ϑiθ̃
T
i θ̂iϕ

T (y)ϕ(y)+
n∑
i=1

ιiθ̃
T
i θ̂i(θ̂

T
i θ̂i)

−

n−1∑
j=2

(
1
τi
− 1)η2i +

1
2

n−1∑
i=2

B2i (67)

where γmin=min{γ1 − 1
2 , . . . , γn −

1
2 }. Applying Young’s

inequality and completing the squares, (67)can be rewritten
as

V̇HJB ≤ −γmin ‖ Ê ‖2 +Ê(F + GU∗)+ α2∇JT
˙̂E

−
752
1152
‖W̃‖4∇φ4min/ρ

2
+

( 17

8D2
min

+
5
4

)
δ4(Ê)/ρ2

+
4
17
‖F̃‖4/ρ2 +

5
4
D2
minε

′
M4W 4

M/ρ
2

+
17
16
D2
maxε

′4
M +

5
4

(
ε′4M + ε

′4
MD

2
max
)
+

1
2
‖ ε4 ‖

2

+
1
2

n∑
i=1

θ2i,M + ((A− kcT )max + 1)‖̃ξ‖2

−

n∑
i=1

(ϑi −
1
2
)‖θ̃i‖2ϕT (y)ϕ(y)−

n∑
i=1

1
2
ζi‖θ̃i‖

2

+

n∑
i=1

ηiθi,M‖θ̃i‖ϕ
T (y)ϕ(y)+

n∑
i=1

ιiθ̃
T
i θ̂i(θ̂

T
i θ̂i)

−
1
2
W̃ T

∑
(Ê, Û∗)∇φ(Ê)D∇φT (Ê)∇J (Ê)

−

n−1∑
j=2

(
1
τi
− 1)η2i +

1
2

n−1∑
i=2

B2i (68)
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where (49)and (55) are used, and (A − kcT )max denotes the
maximal eigenvalue of the matrix (A− kcT ).
Note that ‖F̃‖4 satisfies

‖F̃‖4 = ‖θ̃ϕ(e1)‖4 =
( n∑
i=1

(
θ̃Ti ϕ(e1)

)2)2
≤ nϕ̄4M

n∑
i=1

‖θ̃i‖
4 (69)

where Cauchy Schwarz inequality is used, and ϕ̄M =

max{‖ϕi(e1)‖}, i = 1, . . . , n. Besides, the term
∑n

i=1 ιiθ̃
T
i θ̂i

(θ̂Ti θ̂i) satisfies
n∑
i=1

ιiθ̃
T
i θ̂i(θ̂

T
i θ̂i)

=

n∑
i=1

ιiθ̃
T
i θi(θ

T
i θi)−

n∑
i=1

3ιi(θ̃Ti θi)
2

−

n∑
i=1

ιi(θ̃Ti θ̃i)
2
+

n∑
i=1

3ιiθ̃Ti θ̃i(θ̃
T
i θi)

≤

n∑
i=1

ιiθ
3
i,M‖θ̃i‖ + 3

n∑
i=1

ιiθi,M‖θ̃i‖
3

−

n∑
i=1

ιi‖θ̃i‖
4 (70)

thus

−

n∑
i=1

1
4
ζi‖θ̃i‖

2
+

n∑
i=1

ιiθ̃
T
i θ̂i(θ̂

T
i θ̂i)+

4
17
‖F̃‖4/ρ2

≤

n∑
i=1

1
2
ιiθ

6
i,M +

n∑
i=1

((
−

1
4
ζi +

1
2
ιi
)
‖θ̃i‖

2

+ 3ιiθi,M‖θ̃i‖3 −
(
ιi −

4nϕ̄4M
17ρ2

)
‖θ̃i‖

4
)

(71)

In (67), to leads the second term
n∑
i=1

((
−

1
4
ζi +

1
2
ιi)‖θ̃i‖2 + 3ιiθi,M‖θ̃i‖3

− (ιi −
4nϕ̄4M
17ρ2

)‖θ̃i‖4
)
≤ 0 (72)

the design parameters ιi and ζi should be selected to make the
following inequality hold

9ι2i θ
2
i,M − 2(ιi −

4nϕ̄4M
17ρ2

)(
1
4
ζi −

1
2
ιi) < 0

ιi −
4nϕ̄4M
17ρ2

> 0

1
2
ζi − ιi > 0

(73)

On (49), (68), (71) and (72), with noticing that 1/ρ2 ≤ 1,
the following inequality holds

V̇HJB ≤ −
(
γmin −

1
2

)
‖ Ê ‖2 +

√
K
2
‖ Ê ‖ +α2∇JT

˙̂E

+β1‖∇J‖−β2‖W̃‖4/ρ2−β3‖̃ξ‖2−
1
4

n∑
i=1

ζi‖θ̃i‖
2

+

n∑
i=1

{[
−(ϑi −

1
2
)‖θ̃i‖2 + ηiθi,M‖θ̃i‖

]
‖ϕ(y)‖2

}
︸ ︷︷ ︸

≤
(ϑiθi,M )2

4(ϑi−
1
2 )

−
1
2
W̃ T

∑
(Ê, Û∗)∇Êφ(Ê)D∇φ

T (Ê)∇J + β4

−

n−1∑
j=2

(
1
τi
− 1)η2i (74)

where β1 = 17
8D2

min
K + 5

4K ,β2 = 752
1152∇

4φmin,β3 =

−((A − kcT )max + 1), and β4 = 5
4 (ε
′4
M + ε′4MD

2
max) +

n
2 ε̄

2
4M+

1
2

∑n
i=1 θ

2
i,M+

∑n
i=1

1
2 ιiθ

6
i,M+

1
4K+

1
2

∑n
i=2 B

2
i with

ε̄4M=max{ε̄1,4, ε̄2,4,
. . . , ε̄n,4}, the design parameters ϑi,ζi and τi are chosen to
make ϑi > 1

2 ,ζi > 0, and τi < 1 respectively. Besides, γi
should be selected to make γmin − 1

2 > 0. The vector k is
chosen tomakeA−kcT beHurwitz, and ensure (A−kcT )max+
1 < 0.
In what follows, we discuss the system stability in two

cases based on (74).
Case 1: J̇ (Ê) < 0 In this case, according to (61), one has∑
(Ê, Û∗) = 0. Since∇J > 0, there exists a postive constant
˙̂Emin satisfying 0 < ˙̂Emin < ‖

˙̂E‖. Thus, (74) changes into

J̇HJB ≤ −
(
γmin −

1
2

)(
‖ Ê ‖ +

√
K

4(γmin − 1
2 )

)2
−

(
α2

×
˙̂Emin − β1

)
‖∇J‖ − β2‖W̃‖4/ρ2 − β3‖̃ξ‖2

−
1
4

n∑
i=1

ζi‖θ̃i‖
2
+ β5 (75)

where β5 = K
16(γmin− 1

2 )
+ β4 +

∑n
i=1

(ϑiθi,M )2

4(ϑi− 1
2 )
> 0. Provided

that α2
˙̂Emin − β1 > 0, the following inequalities hold

‖ Ê ‖ ≤

√
β5

γmin −
1
2

+

√
K

4(γmin − 1
2 )
,

‖∇J‖ ≤ β5/(α2
˙̂Emin − β1)

‖W̃‖ ≤ 4
√
β5ρ2/β2, ‖̃ξ‖ ≤

√
β5/β3, and

‖θ̃i‖ ≤
√
4β5/ζi, i = 1, . . . , n

Case 2: J̇ (Ẑ ) ≥ 0
In this case, according to (61), one has

∑
(Ẑ , Û∗) = 1.

Add and substract α2∇J (D∇Tφ(Ê)W/2+∇ε/2+F̃) to (74),
we can obtain

V̇HJB ≤ −(γmin −
1
2
)
(
‖ Ê ‖ +

√
K

4(γmin − 1
2 )

)2
+∇JT (F + GU∗)+ α2∇JTD∇ε/2+ α2∇JT F̃

−β2‖W̃‖4/ρ2−β3‖̃ξ‖2−
1
4

n∑
i=1

ζi‖θ̃i‖
2
+β5 (76)
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FIGURE 1. The schematic of the proposed method.

Recalling (50) and (69), and completing the squares, one
obtains

J̇HJB ≤ −γmin
(
‖ Ê ‖ +

√
K

4(γmin − 1
2 )

)2
−

1
2
α2

× P̄min‖∇J‖2 − β2‖W̃‖4/ρ2 − β3‖̃ξ‖2

−

n∑
i=1

(1
4
ζi −

4− α2
P̄min

)
‖θ̃i‖

2
+ β6 (77)

where β6 = β5 +
D2
max+ε

′2
M

4P̄min
> 0, the design parameter ζi

is chosen to make ζi >
16−4α2
P̄min

. Therefore, the closed-loop
system is still UUB, and the bounds satisfy

‖ Ê ‖ ≤

√
β6

γmin −
1
2

+

√
K

4(γmin − 1
2 )
,

‖∇J‖ ≤
√
2β6/(α2P̄min)

‖W̃‖ ≤ 4
√
β6ρ2/β2, ‖̃ξ‖ ≤

√
β6/β3, and

‖θ̃i‖ ≤

√
β6/

(1
4
ζi −

4− α2
P̄min

)
, i = 1, . . . , n

This completes the proof.
Next, we will show the boundedness of the real

tracking error e1. Denoting 01 = max
{√

β5

γmin−
1
2
+

√
K

4(γmin− 1
2 )
,

√
β6

γmin−
1
2
+

√
K

4(γmin− 1
2 )

}
, then the following inequal-

ity holds

|ê1| ≤‖ Ê ‖≤ 01 (78)

thus

−01 ≤ ê1 = ŷ− yd ≤ 01 (79)

Denoting 02 = max{
√
β5/β3,

√
β6/β3}, then we have

−02 ≤ ξ̃1 = y− ŷ ≤ 02 (80)

Adding (79) with (80), one has

|e1| = |y− yd | ≤ 01 + 02 (81)

(81) shows that the real tracking error is upper bounded.
Remark 4: It should be noted that tracking control prob-

lem for uncertain nonlinear system has been widely inves-
tigated, for example [39], [40]. Those methods also utilize
backstepping method to design a stable system. The differ-
ence is that, optimality is taken into consideration in this
paper. Therefore, the proposedmethod can not only guarantee
a stable closed-loop system, but also minimize the consump-
tion of control energy.
The overall structure of the proposed control strategy is
schematized in Fig. 1.

VI. SIMULATION AND RESULTS
In order to validate the effectiveness of the proposed con-
trol strategy, in this section, a numerical example is investi-
gated firstly, then, the missile guidance problem is examined.
What’ more, the proposed control strategy is compared with
two observer based backstepping methods proposed in [41]
and [42].

A. NUMERICAL EXAMPLE
Considering a strict-feedback nonlinear system given by

ẋ1 = −2x1 + x2
ẋ2 = f2(x1, x2)+ g2(x1)u

y = x1 (82)

where f2(x1, x2) = −x31 − x2 + 1
4x2(cos(2x1 +

x31 ) + 1)2 −
x21
2x2

is unknown function, and the function
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g2(x1) = cos(3x1 + x31 )+ 2. Assume that the state x2 is
unmearable. The constraint on input is set as uM = 20.
In feedforward control design, the control parameters are

selected as: γ1 = 20, γ2 = 40, k1 = 180, k2 = 180, ϑ1 =
2, ϑ2 = 4, ζ1 = 2, ζ2 = 2, ι1 = 4, ι2 = 4, l =
10, τ2 = 0.01s. The fuzzy membership functions are chosen
as follows:

µFl1 (σ ) =
1

1+ exp[−0.5(σ + 2+ l)2]
µFl2 (σ ) = exp[−0.5(σ + 2− l)2]

µFl3 (σ ) = (exp[−0.5(σ + 2− l)2])2

µFl4 (σ ) = (exp[−0.5(σ + 2− l)2])3

where σ is input of FLS, then, ϕl(y) =
∏4

i=1 µFli (y)/∑4
l=1

(∏4
i=1 µFli (y)

)
, ϕl(yd ) =

∏4
i=1 µFli (yd )

)
/
∑4

l=1( ∏4
i=1 µFli (yd )

)
.

In feedback controller design, the cost function is choosen as

V =
∫
∞

t
ê21 + ê

2
2 + U

∗TU∗dτ

The fuzzy membership function are chosen as follows:

µFl (Ê) = exp[−0.5(ê1 − l + 2)2] exp[−0.5(ê2 − l + 3)2]

then, φl(Ê) = µFl (Ê)/
∑5

l=1 µFl (Ê). Besides, the design
parameter is selected as α1 = 6.4.
For the comparison methods [41] and [42], to achieve

almost the same tracking performance, the following control
parameters: c1 = c2 = 1, ρ12 = ρ22 = 0.1, ω1 = 10,
ω2 = 22, ϑf 1 = ϑf 2 = 0.05, γf 1 = γf 2 = 0.4,
H = [1, 100]T , Q = diag[8, 200], ϑW = 4,γW = 0.8 are
selected for the method in [41], while the following control
parameters:l1 = 4.02, l2 = 48, c1 = 4, c2 = 13,r1 = r2 =
0.01, a2 = 1,b1 = 2, b2 = 0.4, λ1 = 1, π1 = 0.2, δ1 = 0.06
are selected for the method in [42].

The desired trajectory is set as yd = 1.2 sin t . The initial
conditions are set as: x(0) = [0.5,−0.5]T , %(0) = 0, and all
initial estimated weights are set to be zero.

Simulation results are presented in Figs. 2-8. From Fig. 2,
we can see that all of the three methods can track the desired
trajectory precisely. Fig. 3 shows the observer performance
comparison of the three methods. It can be seen from the
picture that the key state estimation error under the proposed
fuzzy based observer is smaller than those under the other
two methods. As the analysis above, that is important to
the convergence of the real tracking error. Fig. 4 shows the
trajectories of tracking error. As it shows, the tracking error
under the presented method converges more faster. Addition-
ally, we can see that the three methods achieve comparable
tracking precision. However, the methods in [41] and [42]
demand larger control effort than the proposed method do,
which can be indicated in Fig. 5 and Fig. 6. Fig. 7 depicts
the trajectories of the norms of θ̂1 and θ̂2. Combining that
with Fig. 4, we can see that when the tracking error is large,
the norms of estimatedweights are also large.When the track-
ing error enters the steady state, the norms of the estimate

FIGURE 2. Trajectory of output signals.

FIGURE 3. Observer performance comparison of the three methods.

weights vary in a small region. Fig. 8 shows the trajectory
of Ŵ . From it we can see that the estimated weights tend to
converge.

B. APPLICATION TO MISSILE-TARGET
INTERCEPTION SYSTEMS
In this subsection, we built mathematical model of missile-
target engagement. Then, guidance simulation is conducted
to validate the effectiveness of our control scheme.

Consider that a missile and a target is in engagement,
as shown in Fig. 9. The velocities of the missile and target
are assumed to be constant, and are denoted by VM and VT ,
respectively. Their flight path angles are denoted by γM
and γT , respectively. Their lateral accelerations are denoted
by aM and aT , respectively. The missile-target relative
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FIGURE 4. Tracking error.

FIGURE 5. Trajectory of control input.

distance is defined as r , and LOS angle is defined as λ. Thus,
nonlinear kinematic model can be described by

ṙ = VT cos(γT − λ)− VM cos(γM − λ)

r λ̇ = VT sin(γT − λ)− VM sin(γM − λ)

γ̇M =
aM
VM

, γ̇T =
aT
VT

ẋM = VM cos γM , ẏM = VM sin γM
ẋT = VT cos γT , ẏT = VT sin γT (83)

where (xM , yM ) and (xT , yT ) denotes the coordinates of the
missile and the target, respectively.

Denoting x1 = λ, x2 = λ̇,then, according to (83), we can
obtain the following strict-feedback nonlinear system

ẋ1 = x2
ẋ2 = f2(x1, x2)+ g(x1)aM
y = x1 (84)

FIGURE 6. Trajectory of control cost.

FIGURE 7. Norms of θ̂1 and θ̂2.

FIGURE 8. Trajectory of Ŵ .

where f2(x1, x2) = −
2ṙ
r x2 +

cos(γT−x1)
r aT ,g(x1) =

−
cos(γM−x1)

r ,u = aM . f2(x1, x2) is unknown due to the term
of the acceleration of the target. Assume that x2 can not be
measured.

According to [3], a successful interception can be achieved
by making the LOS rate converge to zero.
Remark 5: It should be noted that when |γM − x1| = π

2 , u
loses control ability. Luckily, |γM − x1| = π

2 is not a stable
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FIGURE 9. Planar engagement geometry.

equilibrium [4]. Therefore, it is feasible to choose aM as the
control input.
During simulation, the velocity of missile and target are set
as 280m/s and 220m/s, respectively. Assume that the target
performs waving maneuvering with aT = 60 sin t . Due to the
physical limits of the actuator, the constraint on input is set
as u ≤ 100. Without loss of generality, the desired trajectory
can be set as yd = 0.

In feedforward control design, the control parameters are
chosen as: γ1 = 1, γ2 = 12, k1 = 180, k2 = 180,
ϑ1 = 2, ϑ2 = 4, ζ1 = 4, ζ2 = 4, ι1 = 4, ι2 = 4,
l = 20, τ2 = 0.01s. The fuzzy membership functions
and the cost function are as the same as those in the for-
mer subsection. In the feedback control design, the control
parameters are selected as: α1 = 12.4.The fuzzy mem-
bership functions are as the same as those in the former
subsection.

For the comparison methods [41] and [42], to achieve
almost the same tracking performance, the following control
parameters: c1 = c2 = 1, ρ12 = ρ22 = 0.1, ω1 = 10,
ω2 = 22, ϑf 1 = ϑf 2 = 0.05, γf 1 = γf 2 = 0.1, H =
[1, 100]T , Q = diag[8, 200], ϑW = 4,γW = 0.6 are selected
for the methods [41], while the following control parameters:
l1 = 2, l2 = 66, c1 = 10, c2 = 1,r1 = r2 = 0.01, a2 = 0.2,
b1 = 0.1, b2 = 0.1, λ1 = 1, π1 = 0.1, δ1 = 0.01 are selected
for the methods [42].

Initial conditions are set as:(xM , yM ) = (−3000, 0),
(xT , yT ) = (0, 0). γM (0) = 30o,γT (0) = 60o.
Simulation results are given in Figs. 10-16. Fig. 10 shows

the flight trajectories. As we see in the picture, suc-
cessful interceptions are achieved by the three methods.
Fig. 11 depicts the trajectory of LOS angle. From Fig. 11,
we can see that the LOS angles can converge to the desired
value, and the tracking effects of the three methods are
comparative. Fig. 12 shows the trajectories of LOS rate.
We can observe that all of the three methods can make
the LOS rate converge to zero, which is essential to lead
a successful interception. Fig. 13 and Fig. 14 depict the
trajectories of control input and control cost, respectively.

FIGURE 10. Flight trajectories.

FIGURE 11. Trajectory of LOS angle.

FIGURE 12. Trajectory of LOS angle rate.

The pictures indicate that the presented method still demands
smaller cost of control effort. Fig. 15 depicts the trajectories
of the norms of θ̂1 and θ̂2, and Fig. 16 depicts the trajectory
of Ŵ . As we see in Fig. 16, the estimated weights converge
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FIGURE 13. Trajectory of control input.

FIGURE 14. Trajectory of control cost.

FIGURE 15. Norms of θ̂1 and θ̂2.

very quickly. Therefore, we can conclude that the proposed
optimal tracking control scheme can obtain a comparative or
even better performance at a smaller cost of control effort.

FIGURE 16. Trajectory of Ŵ .

VII. CONCLUSION
In this paper, the observer-based FLS and DSC tracking
control scheme for a class of strict-feedback nonlinear system
is proposed in the existence of input saturation. To solve
the difficulty of unmeasurable states and unknown internal
dynamics, the original system is transformed into an output
feedback system using FLS. Then, an observer is constructed.
The estimated states is utilized in DSC design and ADP
scheme. System stability is analyzed using Lyapunov theory,
and all closed-loop signals are proven to be UUB. In our
future work, we will focus on developing an adaptive finite-
time optimal tracking control strategy based on the work
in [43].
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