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ABSTRACT Prostate Cancer is a cancer that occurs in the prostate- a small walnut shaped gland in men.
This gland helps in the production of seminal fluid which is used to nourish and transport the sperm. One of
the most common types of cancer in men is prostate cancer. A microarray dataset contains the microarray
gene expression information. On a genome wide scale, gene expression profiles make it easy to analyze
the patterns between genes and cancers, however the analysis of gene expression data is very difficult
as it has a high dimensionality and low Signal to Noise Ratio (SNR). In this paper, a transformation-
based Tri-level feature selection using wavelets for prostate cancer classification has been proposed. For
the input microarray data, initially wavelets are applied and then the essential features are selected. Then
the standardized gene selection techniques are implemented such as Relief-F, Fishers Score, Information
Gain and SNR for a second level feature selection stage. Finally, before proceeding to classification, a third
level feature selection by means of optimization techniques are implemented. The optimization techniques
incorporated in this work are Marriage in Honey Bee Optimization Algorithm (MHBOA), Migrating Birds
Optimization Algorithm (MBOA), Salp Swarm Optimization Algorithm (SSOA) and Whale Optimization
Algorithm (WOA). This kind of an approach is totally new, and the best results show when SNR with WOA
is classified with Artificial Neural Network (ANN) giving a classification accuracy of 99.48%. The second
highest classification accuracy of 99.22% is obtained when Relief-F test withMBOA is classified with Naïve
Bayesian Classifier (NBC).

INDEX TERMS Prostate cancer, feature selection, optimization, classification.

I. INTRODUCTION
The prostate is a very small walnut shaped gland present
in the pelvis of men [1]. By getting a digital rectal exam,
the prostate can be examined as it is located next to the
bladder. A form of cancer that develops in the prostate gland
is called prostate cancer [2]. Initially prostate cancer grows
slowly and is confined to the prostate gland alone. Some kinds
of prostate cancer can require a minimal treatment while oth-
ers can spread very quickly and aggressively. While confined
to the prostate gland and if it detected earlier, then the chances
are better for a successful treatment [3]. The common risk
factors of this disease include age, ethnicity, family history,
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smoking, diet etc. A few decades back, the cancer classifi-
cation was based on clinical and morphological features and
it had a very limited diagnostic ability [4]. Today with the
advent of DNA microarray technology, a great progress in
cancer classification has been stimulated as it is capable of
monitoring thousands of gene expressions concurrently [5].
Therefore, to assess the expression patterns of thousands of
genes, microarrays offer a very efficient technique of gather-
ing the data. In a matrix format, the representation of the gene
expression data is done where the genes are represented in the
rows and the observation or the samples are represented by
the columns [6]. In many classification problems, a big chal-
lenge is the high dimensionality of gene expression data [7].
The redundancy in the expressed data along with the very
large number of features against a small sample size is one
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of the main problem which leads to a huge computational
complexity and also a less classification accuracy.

Prior to classification, feature selection is very important,
and a comprehensive review of feature selection techniques
discussed in literature is given in [8]. Only to avoid the curse
of dimensionality problem, the feature selection techniques
are needed and the mostly used strategies are filtering, wrap-
per, and embedded methods [9]. In the filtering methods,
they do not incorporate learning as the subset features are
selected in an independent manner from the learning clas-
sifiers. The main limitation of filtering techniques is that it
assesses the individual features in isolation only and there
are high chances to avoid the possible interaction among
them. Sometimes, as a consequence of filtering technique,
the procedure ends with highly correlated features and these
features will definitely spoil the classification accuracy [10].
Later wrapper methods were developed that intended to wrap
around a specific learning technique so that the final classifier
is built based on the assessment of the selected feature subset
in terms of the classification error estimation. The number
of features can be reduced significantly, and the classifica-
tion accuracy can be increased by wrapper methods however
they too suffer from a high computational complexity and
load [11]. Later to overcome the wrapper related problem,
embedded techniques were developed so that the simultane-
ous feature selection along with a good learning classifier
can be selected and it may suffer from computational load as
well. However, the method approached in this work provides
a better feature construction and ranking, enhances the search
techniques, managing the versatility of the feature validity
and a good clarity in the analysis of objective function aiding
in the multivariate feature selection process.

Some important works discussed in literature about
the prostate cancer classification is given below. The
prostate cancer classification from the gene expres-
sion profiles by discriminant kernel-PLS was done by
Tang et al. [12]. The molecular classification of prostate can-
cer by utilizing curated expression signatures was done by
Markert et al. [13]. The diagnosis of prostate cancer using
differentially expressed genes in stroma was performed
by Jia et al. [14]. Machine learning techniques were imple-
mented for classification and biomarker gene selection for
prostate gene expression data by Ram et al. [15]. Spectral
methods for prostate cancer classification using microarray
data was analyzed by Kim [16]. From the clinical inte-
gration of inter-study microarray data, a robust prostate
cancer marker gene was found by Xu et al. [17]. A case
study on the recurrence of prostate cancer by utilizing
machine learning techniques was done by Zupan et al. [18].
A combinatorial feature selection approach with ensem-
ble neural network method for prostate classification of
gene expression data was done by Liu et al. [19]. The
delineation of prognostic biomarker in prostate cancer was
done by Dhanasekaran et al. [20]. The selection of signif-
icant genes by using randomization test for prostate can-
cer classification using gene expression data was done by

Mao et al. [21]. An optimization based prostate cancer clas-
sification from microarray gene expression data was done
by Dangliyan et al. [22]. Prostate cancer diagnosis based
on micro gene expression profiles with Linear Discrim-
inant Analysis (LDA) was done by Bouazza et al. [23].
In this work, with the three-level feature selection utilization,
wavelets with statistical tests and optimization techniques,
the features were classified with five different classifiers.
The organization of the work is as follows: The materials
and methods are discussed in section 2 stating the application
and importance of wavelet method and the standardized gene
selection methods in our work. Section 3 engages about
the four optimization techniques utilized to select the most
important genes/features and section 4 explains the classifi-
cation process followed by results and discussion in section 5
and conclusion in section 6.

II. MATERIALS AND METHODS
For the Prostate Cancer classification, a dataset was used
which is publicly available online [24]. There are about
12600 genes here. There are 102 samples totally where
Class 1 represents the tumor class with 52 samples and
Class 2 represents the healthy class with 50 samples. The
details of the dataset are tabulated in Table 1. The illustration
of the work is found in Fig. 1.

TABLE 1. Dataset details.

A. APPLICATION OF WAVELETS
To explain a large set of data in an accurate manner, feature
extraction is used as it is used to simplify the total amount of
resources. For the analysis of high dimensional data, Discrete
Wavelet Transform (DWT) is used widely [25]. In DWT,
the approximation coefficients with some useful data from
the high frequency coefficients jointly provides some useful
information selected by the maximum modulus techniques.
Assuming microarray data as a signal set, where the total
number of genes is considered as the length of the signals
and therefore signal processing techniques such as DWT are
used here. Therefore, this work deals with the classification
of specific microarray data into normal or abnormal based on
DWT. In the fields of signal processing and image processing,
DWT serves as a great multiresolution analysis tool. When
using the wavelets here, the data is rearranged and gives a
threshold to the wavelet coefficient. Then the approximate
value of the raw data is calculated by means of implemen-
tation of an inverse function to the transformed data. The
ranking of the wavelet coefficient is done, and the dominant
feature is nothing but the top ranked wavelet coefficient. The
top ranked wavelet coefficients are then sent to the other gene
selection techniques for a secondary level feature selection
process. The wavelet procedure is given in Algorithm 1.
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FIGURE 1. Illustration of the work.

As a result, from the 12,600 genes, the dominant
4000 genes were shortlisted after wavelet analysis and from
this further important genes will be shortlisted through the
standard gene selection techniques.

B. GENE SELECTION TECHNIQUES
The ranking criterion of this trilevel approach is considered
here. The identification of a few top ranked features is done
initially. The main intention of this particular aspect is to
shortlist and extract the best 1000 Genes from 4000 Genes.
Then the best genes from it will be selected once again
from optimization techniques. The following gene ranking
methods are explained here.

1) RELIEF F
A famous supervised feature weight approach or a feature
rank approach, it primarily utilizes filter model and is used
predominantly in most of the research works for both binary
and multi class problems [9]. Here the worth of a feature
is evaluated by means of repeatedly sampling a particular
instance s. Then for the nearest instance of the same and dif-
ferent class, the value of the given feature is considered. For
a binary class problem, the weight of a feature is considered
as

R (gx)=2
s∑

t=1

d
(
gt,x−gPQ(yt ),x

)
−d

(
gt,x−gPJ(yt ),x

)
(1)

where gt,x , represents the value of yt on gene gx . gPQ(yt ),x
represent the values on x th gene to the closest point to yt with
a same class label. gPJ (yt ),x represent the values on x

th gene
to the closest point to yt with a different class label.

Algorithm 1 Wavelet Procedure
Input: dataset
Output: A subset comprising of dominant features of that
dataset.
Method:
(1) Decomposition Step (S : array [1, . . . , n] of reals)
(2) for j← 1 to n/2
(3) S ′[j] = (S [2j− 1]+ C [2j])/sqrt(2); // scaling

coefficient
(4) S ′ [n/2+ j] ← (S [2j− 1]− S [2j])/sqrt(2); //

detail coefficient
(5) End for
(6) S → S ′

(7) Application of Threshold
(8) If S [j] <= 0.5 then S [j] = 0;//threshold value =

0.5
(9) Else S [j] = S [j]
(10) Inverse function implementation to approximate

value is performed.
(11) Production of a newwavelet (with scaling and detail

coefficients) is done here.
(12) Dominant features are selected and stored to be

further reduced to a second level

2) FISHERS SCORE
A famous univariate supervised and feature weighting tech-
nique, this is used by many researchers [26]. Here, a rank to
each feature is assigned in a manner that different values are
assigned to samples for the different class and same values
are assigned to samples from same class. The calculation of
score or rank for each feature is done as follows:

Score(gx) =
c∑
l=1

nl
(
µx,l − µx

)2
/

c∑
l=1

nlσ 2
x,l (2)

where for the gene gx , the mean is represented asµx ;µx,l and
σx,l indicate the mean and variance of gene gx in class l. The
number of class levels is expressed by l. In class l, the number
of samples is represented by nl .

3) INFORMATION GAIN
Based on a given attribute, due to the portioning of the
examples there is an expected reduction in entropy, and it is
called as Information Gain [27]. Here the information content
of an attribute is represented by Awhich helps in representing
a label. Therefore, to formulate the reduced data, depending
on the selection criteria, very few top ranked features are
obtained.

A = Info (Y )− Infoy (3)

Info(Y ) = −
l∑

x=1

P (cx ,Y ) ∗ log (P (cx ,Y )) (4)

Infoy(Y ) = −
w∑
x=1

|Wx |

|Y |
∗ Info (Wx) (5)
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where the number of classes is represented by l, for a gene y,
the number of individual values is represented byw, the set of
instances is represented as wx whose values in gene y is equal
to yx .

4) SNR
Here the level of signal is evaluated with the level of noise
and then the determination of the rank of each gene is done
in this method [28]. A higher priority gene is represented by
a higher SNR value, the selection of some of these genes
are done as per this technique. The definition of SNR is as
follows:

SNR(x) =
meanx1 − meanx2
stdx1 + stdx2

(6)

where the mean value of sample of class1 and class 2 is
expressed as meanx1 and meanx2, the standard deviation of
the samples in class 1 and class 2 is expressed by stdx1 and
stdx2. x represents the current genes under consideration.

III. OPTIMIZATION TECHNIQUES
The 1000 features selected through the standard genes selec-
tion techniques are further optimized with a third level feature
selection by means of utilizing optimization techniques to
select the top 50 – 150 genes. The application of the following
optimization algorithms has been first of its kind to be utilized
for prostate cancer classification.

A. MARRIAGE IN HONEY BEES OPTIMIZATION
ALGORITHM
1) HONEY BEE COLONY
Among the insects, bees take the initial place that can be
well modelled as swarm as it has the properties of swarm
intelligence [29]. Three kinds of bees are present in a typical
bee colony such as queen, male bee known as drone and
female bee known as worker. The queen is the mother of the
colony and is a couple of years old and she is only capable
of laying eggs. From unfertilized eggs, drones are produced
and are known as the father of the colony. Their number
ranges are around a couples of hundreds. From the fertilized
eggs, the worker bees are produced and every procedure such
as feeding the queen and colony, management of broods,
maintenance of combs, seeking and aggregation of food are
done by these bees. Their number ranges from a few hun-
dreds to many thousands. During the life of the queen bee,
mating happens only once. The initiation of the mating flight
begins with the dance of the queen. During the mating flight,
the drones follow and mate with the queen. Depending on the
speed and fitness of queen, the mating of a drone is done with
the queen. The spermatheca of the queen is used to store the
sperms of the drone and the gene pool of future generation
is started here. Around two thousand fertilized eggs a day
are laid by the queen and so it comes to around two hundred
thousand a year. Once the discharge of the spermatheca is
done, then she lays unfertilized eggs.

2) HONEY BEES OPTIMIZATION ALGORITHM
The explanation of the mating flight in the solution space can
be done as the queen’s acceptance of some drones she meets.
At the start of the flight, the queen has a certain amount of
energy and when her spermatheca is full or when her drops
to a minimum level, then it turns back to the nest. The broods
are generated after going back to the nest and with the help
of worker bees crossover and mutation process, it is improved
later. With the following probability of annealing functions,
the mating of the drone with the queen bee happens and is
represented as

prob fn (Queen,Dance) = e−difference/speed (7)

where (queen, drone) denotes the probability of the drone to
be mingled to the spermatheca of the queen. 1(fn) denotes
the absolute difference between drone fitness and queen
fitness. The speed of a queen at time t is represented as
Sp(t). This part represents the annealing function. The mat-
ing probability is high in cases where at first, the speed of
queen is very high, or the drone fitness is equivalent to the
queen fitness. Within the search space, the formulation of the
time-dependent speed Sp(t) and energy En(t) of the queen in
every pass is represented as:

Sp(t + 1) = α × Sp(t)

En(t + 1) = En(t)− γ (8)

Here, α is a factor and it belongs to [0,1]. In every pass,
the amount of energy reduction is represented as γ . The orig-
inal MHBO algorithm is shown as follows in Algorithm 2.

B. MIGRATING BIRDS OPTIMIZATION ALGORITHM
It is a very famous nature-inspired metaheuristic algorithm
based on V-formation flight of the migration birds [30]. A set
of individuals is present in this algorithm where every set
is related to a solution and named as birds in MBO. In a V
shaped formation, the individuals are aligned, where the first
individual is corresponding to the leader bird in the flock.
By generating a number of neighbour solutions, the leader
attempts to improve itself in MBO. Then the number of its
own neighbours are evaluated by the individual during V
formation. From the previous individual, a total number of
best discarded neighbour solutions are also evaluated. When
a solution leads to an improvement, then it is replaced to the
older solution so that maximum improvement is yielded. The
process is repeated for itermax once all the individuals have
been analyzed. The lead individual is progressed to the end
of one of the lines of the V formation once these sufficient
iterations are reached. Then one of its direct follower individ-
ual becomes the new leader of the flock. For another itermax
iterations, the process is restored so that a new formation is
obtained. With a given stopping criteria is fulfilled, till then
the complete MBO is carried out. The generation order is
an important factor for assessing the initial positions of the
individuals along the V formation. The generation of the first
individual will be the leader bird of the flock. The direct
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Algorithm 2 MHBOA
Initialization of workers
Random generation of queens
Implement local search to obtain a good queen
For a specific and predefined number of mating-flights

For every queen in the queen list
Initialize parameters such as Energy (En),

Position and Speed
(
Sp
)

Movement of queen between states
Choose drone probabilistically

prob fn (Queen,Drone) = e−(d/s)

If selection of drone is done, then
Addition of sperms to the sper-

matheca of queen

Sp(t + 1) = α × Sp(t)

En(t + 1) = E(t)− γ

End if
Updation of the speed and internal energy

of queen
End for each
Produce broods by crossover and mutation
Utilize works to brood improvement
Updation of fitness of workers
While the best brood is better than the worst queen

Replacement of the least fit queen by best
brood

Elimination of the worst brood
End While

End for

followers will be the second and third individuals generated.
Once when the initial population is generated, the organiza-
tion of the individuals into a V shaped formation is done. For
the MBO algorithm, the input parameters defined by the user
are as follows:
tbirds : number of individuals named as birds
K : maximum number of neighbour solutions merged by

individuals
itermax : before changing the leader individuals, the num-

ber of iteration count
λ : random number count generated by each individual
δ : number of discarded solutions to be shared among the

individuals.
Initially, the tbirds are generated individually. The num-

ber of generated solutions gs by the population P is set
to 0. The MBO search process starts once the generation of
population is done. The generation of λ random neighbours
solutions are done by the leader individual during the search
process by means of utilizing a neighbourhood structure.
When the best solution is generated and when it leads to
a higher improvement in the objective function value, then
the neighbour solution is used to replace the solution related
to the neighbour. By means of utilizing a neighbourhood

structure, the generation of λ − δ neighbour solutions are
done by each direct follower individuals. The best δ discarded
solutions are also received from every individual in front of it.
If the generated or received solutions leads to an improvement
of the solution, then it replaces the individual set. Unless a
prefixed number of iterations are reached, the V-formation is
maintained. Once it is achieved, the last solution is replaced
by the leader individual and the new leader is chosen to
form one of its direct follower individually. For other itermax
iterations, the search process is restarted. Unless a number of
neighbour solutions M have been generated with the help of
search process, the execution of the MBO search process is
done. The procedure is explained in Algorithm 3 as follows:

Algorithm 3 MBOA
Generate tbirds initial solution randomly and it is arranged on
a V formation arbitrarily.

gs = 0

While gs < M do
for (q = 0, q < itermax; q++) do

Leading solution improvement by
evaluating λ neighbours

gs = gs + λ

For all (solutions s in the flock except
lead) do

Leading solution improved by
generating and evaluation λ− δ

gs = gs + (λ− δ)

end for
end for

Movement of the leading solution to end
Follow one of the solutions to the leader position
End while
Return best solution in the flock

C. SALP SWARM OPTIMIZATION ALGORITHM
Salps belong to the salpidae family and their body is designed
in a limpid cylindrical manner [31]. When their movement
and texture is considered, they look similar to jellyfishes.
The bodies of salps move forward due to the movement
push of water. Maintaining salps in laboratory environment
is externally hard and because of its hardly accessible living
environment, the biological research about them is still in
early stages. To build the salp swarm algorithm, the main
inspiration is the salps swarming attitude. A salp chain is
nothing but a composition of salp swarm found in pro-
found oceans. During the foraging methodology, a better
locomotion is achieved using this chain. For the formulation
of mathematical model for the scalp chains, the entire salp
population is divided into two groups such as heads and
followers. At the beginning of the chain is present head
position while the rest of the chain is considered as followers.
Like other swarm-based methods, the determination of salp
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location is done by means if considering of an n-dimensional
search area. The n represents a presented problem where a
number of variables are considered inside. To reserve the
position of all salps, a two-dimensional matrix indicated as
y is considered. The food source F is assumed as the target
of the swarm in the search space. To upgrade the location of
leader, the suggestion of the following equation is done as;

y1k =

{
Fk + r1 ((uk − lk) r2 + lk) , r3 ≥ 0
Fk − r1 ((uk − lk) r2 + lk) , r3 < 0

(9)

where in the k th dimension y1k gives the position of the first
salp (leader).

In the k th dimension, the food source position is repre-
sented asFk , the upper bound of the k th dimension is specified
as Uk and the lower bound of the k th dimension is expressed
as lk , r1, r2 and r3 are the random numbers. The position is
only updated by the leader with respect to the food source as
shown in (9). The behaviour of exploration and exploitation
is done by the coefficient r1 as it is most significant in SSOA
and represented as

r1 = 2e−(4m/M)
2

(10)

where the current iteration is expressed as m and the maxi-
mum number of iterations is expressed by M . In the interval
of [0,1] the parameters r2 and r3 are uniformly generated in
a random manner. They take complete control in determining
the upcoming position in k th dimension and decides whether
it should progress towards the positive infinity or negative
infinity. The following equation is utilized in order to update
the position of followers as:

yjk =
1
2
st2 + w0t (11)

where j ≥ 2, yjk gives the position of j
th followers scalp in k th

dimension, the time is expressed as ′t ′, w0 is the initial speed,
s = wfinal/w0 where w = y− y0/t
The time process considered in this optimization is an

iteration and the discrepancy between iteration is equal to 1,
and when assuming w0 = 0, the equation is expressed as
follows

yjk =
1
2

(
yjk + y

j−1
k

)
(12)

where j ≥ 2 and the position of jth follow salp in k th

dimension is expressed by yjk . Further details can be found
in Pseudocode 1.

D. WHALE OPTIMIZATION ALGORITHM
One of the biggest mammals on planet is whales. Vital clas-
sification of this animal includes killer, blue, humpback and
finback [32]. From the seas and oceans, they need to breathe
and therefore they do not sleep. Also, in a whale, only half
of the brain can work. The living of the whale can be done
either alone or in social groups, for instance killer whales
usually thrive as a family. The food habits of whale include

Pseudocode 1: Pseudocode of the SSOA algorithm
Initialize the salp population yj (j = 1, 2, . . . , n) considering
ub and lb
While (end condition is not satisfied)
Compute the fitness for every search agent
F is the best search agent
Update r1 by means of using velocity and position updation

For each salp
(
yj
)

If (j == 1)
Update the position of the leading

salp using velocity updation equation
Else

Update the position of the fellow
salp by global search equation

End
End
Modify the salps based on bounds (both upper and

lower)
End
Return F

fishes and krill species mainly for most of their diet. There are
significant cells in the most important regions of their brain.
For controlling the feelings, emotion, for judgments and inter-
action, these cells are of much use. Similar to humans, whales
have a lot of brain cells accounting for their smartness levels.
Thewhales can think, learn, communicate, interact emote just
like a human does. Even a kind of dialect can be developed
by the whales. The hunting aspect of humpback whale is
considered special as they use a technique called bubble-net
feeding method. The following 3 phases are included in the
WOA.

(i) Encircling the prey phase
(ii) Bubble net attacking phase
(iii) Searching for prey phase

(i) ENCIRCLING THE PREY PHASE
The objective prey is considered as the optimal candidate
solution in theWOA. The encircling of the prey by the whales
is expressed as follows:

P =
∣∣∣M EY ∗(t)− Y (t)∣∣∣ (13)

Y (t + 1) = EY ∗(t)− EB.EP (14)

where the current position iterations is referred by t , the
coefficient vectors are EB and EM . The position vectors of
the present optimal solution is done by EY ∗. The position
vector is expressed as EY , || indicates the absolute value and
(•) represents the element by element multiplication. Using
the following mathematical form, the vectors EB and EM are
evaluated as

EB = 2.Eb.Er − Eb
EM = 2.Er (15)
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where Er is nothing but the random number in the interval of
[0, 1]. At this stage, it implies that the whale is going to attack
the prey by means of using bubble net.

(ii) BUBBLE NET ATTACKING PHASE
To assess the mathematical model of the bubble net phase of
the whales, two techniques are proposed as follows:
(i) Shrinking encircling technique: In this technique,

the value of Eb is reduced and EB is assumed as a randomly
selected value in the interval [-b, b] such that there is a
reduction in the value of b from 2 to 0. EB is considered
to have random values in the interval [−1,1].

(ii) Spiral updating position technique: For assessing the
position of both whale and prey, this spiral equation can
be used as

EY (t + 1) = EP′.ec cos (2πn)+ EY ∗(t) (16)

where EP′ =
∣∣∣EY ∗(t)− EY (t)∣∣∣ explains the distance of the jth

whale to the prey.
The constant is denoted by c and the random number

by n expressed in the interval of [−1, 1]. (•) is indicated
by the element-by-element multiplication. Around the prey,
the whales start surrounding in a shrinking circle with 0.75%
probability to choose between spiral model or shrinking
model to that the whale position can be updated. For this
behaviour, the mathematical model is as follows:

EY (t + 1) =

{
EY ∗(t)− EB.EP if r < 0.5
EP′.ec. cos (2πn)+ EY ∗(t) if r ≥ 0.5

(17)

where r is expressed as a random value in the range of [0,1].

(iii) PREY PHASE SEARCHING
Here, EB is defined as the random value between 1 and −1.
To perform the global search and to enable this algorithm∣∣∣EB∣∣∣ > 1 is considered. By using the following mathematical
equation, this equation can be represented as

EP =
∣∣∣ EM · Yrand − EY ∣∣∣

EY (t + 1)EYrand − EB.EP (18)

where the random position vectors is represented as EYrand .
Utilizing the solutions that have been randomly selected, the
searching process is initiated by this algorithm. By choosing
the search agents, their appropriate positions are chosen ran-
domly with each iteration. The selection of the random search
agent is done when

∣∣∣EB∣∣∣ > 1 and the range of parameters
should be 2 to 0.

IV. CLASSIFICATION PROCEDURES
The following classifiers are utilized here for classification
of the optimized genes or features. The classifiers used here
are Artificial Neural Network (ANN), Linear Discriminant
Analysis (LDA), Naïve Bayesian Classifier (NBC) and Sup-
port Vector Machine (SVM).

A. ARTIFICIAL NEURAL NETWORK
One of the important tools utilized in Machine Learning is
ANN [33]. To replicate the ways similar to human learning,
this brain inspired system was developed. ANN consists of
input, hidden and output layers, where the use of hidden layer
is to transform the input into something productive and useful
that the output layer can use. Here the number of hidden
layers is varied from 1 to 100 to get the better classification
accuracy with minimum Mean Square Error (MSE).

B. LDA
One of the most famous supervised learning technique is
LDA and is used in Machine Learning paradigm to seek a
linear combination of features that can classify into 2 or more
classes [34]. In LDA every class or collection has an equal
covariancematrix. The classification in LDA is done in such a
way that the separation between the classes is maximized and
the separation with the classes is minimized. The formulation
of the LDA is expressed as:

ZT6−1
(
Z̄2−Z̄1

)
−
1
2

(
Z̄2+Z̄1

)T
6−1

(
Z̄2 − Z̄1

)
> t (19)

where the data matrix is represented as Z , Z̄1 and Z̄2 are the
mean vectors for the two groups, 6 represents the sample
covariance matrix, ZT represents the transpose of the data
matrix Z , t represents the threshold of the decision boundary.
The value of t may be greater than, less than or equivalent to
zero. The classes are similar if the values of t is equal to 0 and
it is classified into the cancer group of the value of t > 0.

C. NBC
They belong to group of simple probabilistic classifiers.
Based on Baye’s theorem, the collection of classification
algorithms was performed [35]. A common principle is
shared here such that every feature has equal contribution
to the net outcome and for the classification the pair of
features being used is independent of each other. Generally
the feature matrix (zi) containing the explanatory variables
and the response vector (x) having the outcomes are the two
important parts in this classifier. Bayes theorem is as follows:

P (x| z1, . . . , zn) =
P(x)

∏n
i=1 P (Zi| x)∏n
i=1 P (Zi)

(20)

where the conditional probability of x given z1, z2, . . . , zn is
expressed as P (x| z1, . . . , zn)
The probability of x is P(x), and the conditional probability

of zi (i = 1, 2, 3, . . . , n) given x is represented as P ( zi| x),
P(z) represents the probability of zi, Product symbol is repre-
sented as π . The output with maximum probability is selected
by analyzing the probability of the specific set of inputs for all
the possible values of class variable x. Mathematically, it is
represented as;

x = argmax
x
P(x)

∏n

i=1
P ( zi| n) (21)

4.4 SVM: It is also a famous supervised learning technique
that is used inMachine Learning [36]. A datasetD consists of
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TABLE 2. Performance analysis of classifiers in terms of classification accuracies with MHBOA for different gene selection techniques
using 50 – 100-150 selected genes.

a series of variables v1, v2, . . . , vn ∈ V is highly associated
with the observation. The learning of a function f : Z →
v from D is done by this separating hyper plane classifier
method so that prediction of the label of a new observation
z ∈ Z by f (Z ) is done and therefore it is finally classified
into 2 respective classes as v ∈ {−1,+1}. A separating
hyperplane has the property that

W TZ + b > 0 if vi = 1 (22)

W TZ + b < 0 if vi = −1 (23)

A factor called margin is used here to assess the minimal dis-
tance from the observation to the hyperplane. The margin is
usually large for the maximal margin hyperplane and is called
as separating hyperplane also. SVM utilizes kernel trick if the
data cannot be separated in a linear manner. For the projection
of low dimensional input space to a high dimensional space,
kernels are utilized. In other words, a non-separable problem
is converted to a separable problem.

V. RESULTS AND DISCUSSION
It is classified with a 10-fold cross validation method and the
performance of it is shown in tables below. The mathematical
formulae for computing the Performance Index (PI), Sensitiv-
ity, Specificity and Accuracy is mentioned in literature and
using the same, the values are computed and exhibited [37].
PC is Perfect Classification; MC is Missed Classification and
FA is False Alarm in the expressions below.

The sensitivity is computed as

Sensitivity =
PC

PC + FA
× 100 (24)

Specificity is computed as

Specificity =
PC

PC +MC
× 100 (25)

Accuracy is expressed as

Accuracy =
Sensitivity+ Specificity

2
(26)

Performance Index (PI) is expressed as

PI =
(
PC −MC − FA

PC

)
× 100 (27)

Table 2 shows the Performance Analysis of Classifiers in
terms of Classification Accuracies with MHBOA for dif-
ferent gene selection techniques using 50-100-150 selected
genes. As indicated in the Table 2 that ANN with 100 genes
selected for Relief –F gene selection Method achieved high
accuracy of 98.96%. Low accuracy value of 79.17% is
reached at Fishers scores gene selection in SVM Classifier
with RBF Kernel for 150 selected genes. SNR gene selection
technique attained at high average accuracy of 92.34% across
the classifiers.

Table 3 indicates the Performance Analysis of Classifiers
in terms of Classification Accuracies with MBOA for dif-
ferent gene selection techniques using 50-100-150 selected
genes. As reported in the Table 3 that NBC classifier with
100 genes selected for Relief –F gene selection Method
achieved high accuracy of 99.22%. Whereas Low accuracy
value of 75.5% is reported for information gain gene selec-
tion in ANN Classifier 100 selected genes. Fishers score
gene selection technique attained at high average accuracy
of 91.36% across the classifiers.
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TABLE 3. Performance analysis of classifiers in terms of classification accuracies with MBOA for different gene selection techniques
using 50 – 100-150 selected genes.

TABLE 4. Performance analysis of classifiers in terms of classification accuracies with SSOA for different gene selection techniques
using 50 – 100-150 selected genes.

Table 4 denotes the Performance Analysis of Classifiers
in terms of Classification Accuracies with SSOA for dif-
ferent gene selection techniques using 50-100-150 selected
genes. As observed in the Table 4 that ANN classifier with
150 genes selected for Fishers score gene selection Method,
SVM Classifier with 100 genes selected by Information gain

techniques and LDAClassifier with 150 gene selected at SNR
gene selection method achieved high accuracy of 98.96%.
Low accuracy value of 75.5% is achieved for SNR gene
selection in SVM Classifier 50 selected genes. Fishers score
gene selection technique peaked at high average accuracy of
92.449% across the classifiers.
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TABLE 5. Performance analysis of classifiers in terms of classification accuracies with WOA for different gene selection techniques
using 50 – 100-150 selected genes.

TABLE 6. Performance analysis of classifiers in terms of classification performance index with MHBOA for different gene selection techniques
using 50 – 100-150 selected genes.

Table 5 reveals the Performance Analysis of Classi-
fiers in terms of Classification Accuracies with WOA for
different gene selection techniques using 50-100-150 selected
genes. As mentioned in the Table 5 that ANN classifier
with 100 genes selected for SNR gene selection Method
achieved high accuracy of 99.48%. Low accuracy value
of 76.112% is ebbed for information gain gene selection in

LDA Classifier with 50 selected genes. SNR gene selection
technique attained at high average accuracy of 93.35% across
the classifiers.

Table 6 indicates the Performance Analysis of Classi-
fiers in terms of Performance Index with MHBOA for dif-
ferent gene selection techniques using 50-100-150 selected
genes. As shown in the Table 6 that ANN Classifier with
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TABLE 7. Performance analysis of classifiers in terms of classification performance index with MBOA for different gene selection techniques
using 50 – 100-150 selected genes.

TABLE 8. Performance analysis of classifiers in terms of classification performance index with SSOA for different gene selection techniques
using 50 – 100-150 selected genes.

100 genes selected for Relief –F gene selection Method
achieved high Performance Index of 97.87%. Low Perfor-
mance Index of 28.59% is arrived at Fisher s scores gene
selection in SVMClassifier with RBFKernel for 150 selected
genes. SNR gene selection technique attained at high average
Performance Index of 80.14% across the classifiers.

Table 7 shows the Performance Analysis of Classifiers
in terms of Performance Index with MBOA for different
gene selection techniques using 50-100-150 selected genes.
As identified in the Table 7 that NBC classifier with 100 genes
selected for Relief –F gene selection Method achieved high
Performance Index of 98.402%. Whereas Low Performance
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TABLE 9. Performance analysis of classifiers in terms of classification performance index with WOA for different gene selection techniques
using 50 – 100-150 selected genes.

TABLE 10. Consolidated average performance analysis of classifiers in terms of classification accuracy performance index with four optimization
techniques for average of gene selection techniques using 50-100-150 selected genes for Prostate cancer.

Index value of 3.92% is demonstrated for information gain
gene selection in ANN Classifier 100 selected genes. Fishers
score gene selection technique attained at high average Per-
formance Index of 76.79% across the classifiers.

Table 8 depicts the Performance Analysis of Classifiers
in terms of Performance Index with SSOA for different
gene selection techniques using 50-100-150 selected genes.
As indicated in the Table 8 that ANN classifier with 150 genes
selected for Fishers score gene selection Method gives the
lowest PI. SVM Classifier with 100 gene selected by Infor-
mation gain techniques and LDA Classifier with 150 gene
selected at SNR gene selection method achieved high Per-
formance Index of 97.87%. Low Performance Index value of
3.92% is ebbed for SNR gene selection in SVM Classifier
with 50 selected genes. Fishers score gene selection technique

peaked at high average Performance Index of 80.95% across
the classifiers.

Table 9 displays the Performance Analysis of Classi-
fiers in terms of performance Index with WOA for dif-
ferent gene selection techniques using 50-100-150 selected
genes. As Shown in the Table 9 that ANN classifier with
100 genes selected for SNR gene selection Method achieved
high Performance Index of 98.935%. LowPerformance Index
of 8.255% is achieved for information gain gene selection in
LDA Classifier with 50 selected genes. SNR gene selection
technique attained at high average Performance Index of
84.54% across the classifiers.

Table 10 shows the Consolidated Average Performance
Analysis of Classifiers in terms of Classification Accu-
racy, Performance Index with four optimization techniques
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FIGURE 2. Performance analyses of various classifiers accuracy and performance index under different optimization techniques averaged to
gene selection methods.

for Average of gene selection techniques using 50-100-150
selected genes for Prostate Cancer. As depicted in the
Table 10 that the highest average accuracy 96.22% is attained
at ANN classifier with 100 genes selected for MHBOA
optimization method. 91.95% of Performance Index is also
reported for the same classifier. Once again ANN classifier
with 150 selected genes for MBOA optimization method
reaches low accuracy of 83.88% and its corresponding
Performance Index of 45.51%. MHBOA optimization tech-
niques outperformed all other optimization methods in terms
of high average accuracy and Performance Index across the
classifiers.

Fig. 2. displays the Consolidated Average Performance
Analysis of Classifiers in terms of Classification Accuracy,
Performance Index with four optimization techniques for
Average of gene selection techniques using 50 – 100-150
selected genes for Prostate Cancer. As demonstrated in the
Fig. 2. that the highest average accuracy 96.22% is attained
at ANN classifier with 100 genes selected for MHBOA
optimization method. 91.95% of Performance Index is also
reported for the same classifier. Once again ANN classifier
with 150 selected genes for MBOA optimization method
reaches low accuracy of 83.88% and its corresponding Perfor-
mance Index of 45.51%. MHBOA optimization techniques
outperformed all other optimization methods in terms of
high average accuracy and Performance Index across the
classifiers.

The best results are projectedwhen SNRwithWOA is clas-
sified with ANN giving a classification accuracy of 99.48%.
The main reason for such a performance would be due to
the intrinsic property of the WOA algorithm where it has the

vital capability of exploring the mechanism of position upda-
tion easily, thereby the exploitation ability is enhanced and
the local minima could be eliminated quickly. When such a
combination is utilized to classify with ANN, a classification
accuracy of 99.48% is obtained. A second highest classifica-
tion accuracy of 99.22% is obtained when MBOA algorithm
is classified by NBC and it is due to the production of broods
by crossover and mutation state in MBOA algorithm, and so
the fitness of every worker can be improved easily in the best
possible manner and the worst brood is eliminated thereby
giving the best possible genes and therefore when classi-
fied with NBC which specializes in Bayesian characteristics,
this classification accuracy is achieved. The computation
complexity for all the classifiers among four gene selection
techniques along with four optimization methods for prostate
cancer classification is shown in Table 11.

A. COMPUTATIONAL COMPLEXITY OF THE METHODS
The performance of classifiers may also be analyzed through
calculating the computational complexity of the algorithms.
Based on the size of input (n), the computational complex-
ity is calculated. The computational complexity reaches its
least value when it is equivalent to O(1). The computational
complexity will be increased surely as the number of input
increases.

However, in this scenario, there is no dependence between
complexity and input size, and this is one of the most desired
entity for any kind of algorithm. If the computational com-
plexity increases log(n) times with respect to increase in
‘n’, then it is denoted as O(logn). In this paper all the clas-
sifiers are hybrid in nature which classifies the optimized
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TABLE 11. Computation complexity for all classifiers among four gene selection techniques along with four optimization methods for Prostate cancer.

gene selected features. Table 11 shows the Computation
Complexity for all the classifiers among four gene selec-
tion methods with four different optimization methods. From
Table 11, the SVM (with RBF kernel) Classifier attained
the computational complexity of O(2n2logn) for three gene
selection methods like Relief – F, Fishers Score, and Infor-
mation Gain along with three optimization methods such as
MHBOA, MBOA and SSOA. O(2n2log2n) computational
complexity is reached in the SVM (with RBF kernel) Clas-
sifier with three gene selection methods like Relief – F,
Fishers Score, and Information Gain for WOA Optimiza-
tion method. This is the lowest computational complexity
attained in this paper. The SVM (with RBF kernel) Classi-
fier with SNR gene selection for three optimization meth-
ods like MHBOA, MBOA and SSOA reached next level of
computational complexity of O(4n2 logn). NBC and LDA
classifiers are at the mean computational complexity of
O(n3logn), O(n3log2n), O(2n3 logn)and O(2n3log2n). ANN
Classifier retained its the Highest computational Complexity
of O(n6 logn), O(n6log2n), O(2n6logn) and O(2n6log2n) for
four gene selection techniques as well as four optimization
methods. Since ANN is a supervised classifier and this leads
to higher computational complexity which includes the train-
ing of various layers of the Classifier.

VI. CONCLUSION AND FUTURE WORK
Cancer has a high association with genes which is responsible
for carrying the information of human heritage. An under-
standing to the mechanism of cancers have been provided
by the completion of human genome sequencing. To monitor
hundreds of thousands of gene expression levels, biologi-
cal technology is utilized. It is very important to develop
efficient and precise classification models to differentiate
between tumor and normal samples. But classification of the
gene expression data has a lot of hassles due to the curse
of dimensionality problem and small sample size. In this
work, a tri-level feature selection methodology was adopted
and then classified with suitable classifiers. The third best
classification accuracy of 98.96% is obtained when Relief- F

test with MHBOA is classified with ANN, Fishers Score
with SSOA when classified with ANN, SNR with SSOA
when classified with LDA and IG with SSOA when classi-
fied with SVM-RBF. The second-best classification accuracy
of 99.22% is obtained when Relief-F test with MBOA is
classified with Naïve Bayesian Classifier (NBC). The best
classification results showwhen SNRwithWOA is classified
with Artificial Neural Network (ANN) giving a classification
accuracy of 99.48%. Future works is to work with plenty of
optimization techniques combined with advanced machine
learning techniques for the efficient classification of prostate
cancer.
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