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ABSTRACT Recent object detection studies have been focused on video sequences, mostly due to the
increasing demand of industrial applications. Although single-image architectures achieve remarkable
results in terms of accuracy, they do not take advantage of particular properties of the video sequences
and usually require high parallel computational resources, such as desktop GPUs. In this work, an inat-
tentional framework is proposed, where the object context in video frames is dynamically reused in order
to reduce the computation overhead. The context features corresponding to keyframes are fused into a
synthetic feature map, which is further refined using temporal aggregation with ConvLSTMs. Furthermore,
an inattentional policy has been learned to adaptively balance the accuracy and the amount of context
reused. The inattentional policy has been learned under the reinforcement learning paradigm, and using
our novel reward-conditional training scheme, which allows for policy training over a whole distribution of
reward functions and enables the selection of a unique reward function at inference time. Our framework
shows outstanding results on platforms with reduced parallelization capabilities, such as CPUs, achieving
an average latency reduction up to 2.09 x, and obtaining FPS rates similar to their equivalent GPU platform,
at the cost of a 1.11 x mAP reduction.

INDEX TERMS Inattention, YOTO, reward-conditional training, deep learning, video object detection,
reinforcement learning, CNN, LSTM, loss-conditional training.

I. INTRODUCTION

Recent advances in image object detection have mainly
focused on the development of Convolutional Neural Net-
work (CNN) architectures [1]-[4] to progressively increase
accuracy or decrease processing times. In this regard, accu-
racy has been the primary concern in the majority of studies
[31, [5]-[7], mostly due to the initial lack of techniques
which precisely capture the variability found in the object
detection task (number of classes, illumination and environ-
mental ambiences, corner cases, etc.). Nevertheless, detec-
tion speed and power consumption are recently becoming
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key differentiator metrics [1], [8]-[13] as deep learning is
being increasingly deployed in practical applications, where
computing and power resources can be limited. In the context
of systems with reduced computational capabilities, such as
embedded platforms, substantial effort has been carried out
to generate efficient architectures, such as the ones based
on SqueezeNet [14], Mobilenet [15]-[18], or ShuffleNet
[19], [20]. Also, other studies target efficient representa-
tions, such as Binarized Neural Networks (BNNs) [21] or
Quantized Neural Networks (QNNs) [22], and low-power
hardware implementations [23]-[25]. Despite significant
advances in the field, the final objective of processing
high-resolution images in real-time, on embedded systems
and without notable accuracy loss, is still an open problem.
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However, human vision system provides intuition on how
such solution can be achievable. On this basis, human
vision has been found as foveal and active [26], [27]. Envi-
ronment observation at high-resolution is achieved by the
fovea, and only corresponds to 5 degrees of the total visual
field [28]. Our complementary peripheral vision, which pro-
cesses observations at a lower resolution, has a field of
view of 110 degrees [29]. To track objects, our eyes per-
form quick saccadic movements, followed by smooth pursuit
movements [30], [31]. In this context, when the focus is on
an object, its peripheral surroundings can be simply ignored,
a phenomenon known as inattentional blindness [32]. Hence,
detecting and tracking objects is an active process, and the
amount of information processed depends on the complexity
and the dynamism of the scene, as well as on the attention
of the observer. Besides, a fundamental advantage of human
vision is that it relies on a stream of images, rather than on
single images. Humans can rely on contextual cues and mem-
ory to supplement their understanding of the image. On this
subject, some of the stated properties of human vision have
led to novel neuromorphic sensor designs, such as Dynamic
Vision Sensors (DVS), which react to events and decrease
the amount of information processed. Although DVS-related
research studies are still in early stages, they have provided
promising results in the context of asynchronous object detec-
tion and tracking at high-speeds and low-power consumption
[33], [34]. Conversely, this work, where a standard RGB cam-
era sensor has been utilized, follows the idea of decreasing the
amount of data to be processed, and examines the question
of whether neural networks are similarly able to dynamically
neglect image information when assisted by a memory and
previous image context, providing a lower computation over-
head.

An important property of video is that adjacent video
frames are highly correlated, which opens up the possibility
of decreasing the computation latency. During the process
of object detection in a sequence, surrounding context of
previous frame detection is prone to hold redundant con-
tent, which can be exploited in the current detection stage.
Therefore, a simple idea is to keep a memory of previous
extracted features and recompute only the ones corresponding
to the region where the object was found in previous frame.
To follow this idea, features from previous and current frame
have to be fused in a synthetic feature map, which is used
to compute the final detection. In this trend, based on the
intuition that human peripheral vision may not add value
while pursuing an object, our approach dynamically reuses
feature context from previously detected frames to increase
efficiency.

From these observations, we propose a simple but effec-
tive pipeline for efficient video object detection, illustrated
in Fig. 1. Concretely, we introduce a novel inattentional
framework, where peripheral detection context is dynami-
cally reused to speed up inference latency while maintaining
accuracy. The context features corresponding to keyframes
are fused into a synthetic feature map, which is further refined
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FIGURE 1. A schematic diagram of the proposed inattentional framework.
The keyframe context is dynamically reused to reduce computation
overhead, and temporal information is propagated by the temporal
aggregator. Grey region in an image frame denotes pixels which are not
being processed for the given frame.

based on its temporal structure. The temporal aggregation
is carried out by a Convolutional Long-Short Term Mem-
ory (ConvLSTM) layer, and detections are generated by fus-
ing context from previous frames with the new information of
the current frame. Additionally, we show that the aggregation
of our synthetic feature maps by the ConvLSTM contains
within itself the information necessary to decide when the
peripheral context has to be ignored. We learn an inattentional
policy of when to use the full or synthetic feature map by
formulating the task as a reinforcement learning problem.

In addition, the amount of attention a human observer gives
to an object in a video sequence can be dynamic, modulat-
ing the inattentional blindness based on the one individual
intentions. On the side of deep learning, neural networks are
static structures which response commonly remains invariant
during inference. This is due to the fact that during com-
mon network training stages, the parameters of a given loss
function are not normally altered, narrowing the behavior of
the network to a unique state of the potential distribution of
loss functions. In this regard, recent advances reveal that a
neural network can be trained not only over a unique loss
function but over a distribution of them, as in You Only
Train Once (YOTO) [35], [36]. Following this direction, the
present work explores the possibility of extending this idea
to the reinforcement learning paradigm, where the standard
policy training involves defining a unique performance metric
[37]-[39]. Under the context of the proposed application,
the behavior of the inattentional policy network has been
extended to dynamically provide different attention ratios,
based on an inattentional parameter, which modulates the
target performance metric on inference time.

While prior works, mostly flow [40]-[47] and recurrent
[43], [48]-[52] methods, also provide approaches for fast
video object detection with fast and slow detection stages,
these approaches are based on processing the full image
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for every frame, incurring in a redundancy of computation
and not exploiting the performance increase when the object
appears reduced in the image. Conversely, our method takes
advantage of the redundancy of context in video frames,
increasing the performance when objects appear small in the
image. Furthermore, approaches based on the reinforcement
learning framework [49], provide policies trained over a
unique performance metric i.e. reward function. Our policy
network has been trained over a distribution of reward func-
tions, providing not only a unique behavior but a distribution
of them on inference time. Our method has been validated
on the Imagenet VID 2015 [53] dataset and on our custom
dataset, which has been made publicly available.

In summary, the contributions of the present work are as
follows:

o We present a human-inspired inattentional framework
for video object detection, where context features are
dynamically reused in a synthetic feature map in order
to reduce redundant computation, and their outputs are
fused using a recurrent memory module.

o We introduce an adaptive inattentional policy where
the decision over the context features computation is
learned with deep reinforcement learning, which leads
to a higher speed-accuracy trade-off.

o We demonstrate a successful application of YOTO [35]
to the reinforcement learning paradigm, where a policy
has been trained over a distribution of reward func-
tions. To the authors knowledge, this is the first time
this technique is applied to the reinforcement learning
framework.

o The custom dataset used for validation of the framework
has been made publicly available.

The remainder of the paper is organized as follows:
Section III describes our approach and provides a detailed
explanation about the inattentional fundamentals and the
reward-conditional training, explaining the problem formu-
lation and the system architecture. Section IV-B outlines
the carried-out experiments and their corresponding results
and Section V remarks on and discusses the most relevant
experimentation outcomes. Finally, Section VI concludes the
paper and indicates future lines of research.

Il. RELATED WORK

This work proposes a video object detection framework and,
to this aim, is aided by techniques of diverse nature, such as
temporal aggregation or keyframe selection methods. As a
consequence, there are several related works that are adjacent
to the case under study.

A. VIDEO POST-PROCESSING METHODS

Early research for extending single-image object detection to
the video domain was commonly focused on the generation
of frame detection tracks, where current detection is linked to
the previous ones in the track. Through these tracks, previous
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information is aggregated to improve the current frame object
detection accuracy.

The Seq-nms algorithm proposed in [54] applies dynamic
programming to find tracks and improve the confidence
of weaker detections. Tubelets with Convolutional Neural
Netowrks (TCNN) [55], [56] proposes a pipeline for detec-
tion propagation across frames via optical flow, and a tracking
algorithm to refine scoring by finding tubelets. These initial
strategies yielded accountable improvements in performance,
but did not fundamentally change the basic per-frame detec-
tion techniques. In our work, we take advantage of the key
idea of aiding current detection with previous detection con-
text to decrease the computation time, while maintaining the
accuracy.

B. FEATURE AGGREGATION OVER TIME

One key aspect which differentiates video from single-image
detection, is the existence of encoded information that
remains low-variant across several video frames. Conse-
quently, there exist inter-frame features which can be aggre-
gated and exploited to improve performance. In this regard,
multiple techniques for stated feature aggregation have been
explored in the literature.

In [40], intermmediate feature maps in a CNN were able to
be temporally propagated across frames by means of optical
flow. The Deep Feature Flow (DFF) framework [40] allows
for feature propagation across multiple frames in order to
compute detections on sparse keyframes, which alleviates
the computational cost. Flow-Guided Feature Aggregation
(FGFA) [41] further explored this idea by warping and aver-
aging features from adjacent frames, which lead to acurracy
improvements. Impression networks [42] provided a compu-
tation reduction by combining sparse ‘‘impression features”,
which stores low-variant and long-term information, with
optical flow and warping aggregation. In [43] an efficient
feature flow aggregation for different keyframe selection
schemes is introduced. The Flow-Track framework [44] com-
bines historical feature flows, warping, consine similarity and
temporal attention for efficient feature aggregation achiev-
ing an increased performance. Some techniques, primarily
meant for semantic object segmentation [45]-[47], also uti-
lized warped feature flow maps to aid the final stages of the
segmentation pipeline.

Recurrent architectures, such as Gated Recurrent Units
(GRUs) or LSTM cells, have been integrated to enable the
process of feature aggregation. In [43], a flow-guided GRU
is proposed to effectively aggregate features on keyframes.
Spatial-Temporal Memory Modules (STMMs) [48] were pro-
posed to make better use of single-image detector weights
pre-trained on large scale image datasets. ConvLSTMs vari-
ants have been more widely utilized for feature aggrega-
tion across frames [49]-[52]. Although ConvLSTM can
fundamentally serve as a memory which is able to store
mid-term information across frames [50], [51], it can be
further extended to aggregate features from different extrac-
tors [49] or from an encoding of multiple frames [52].
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Our ConvLSTM memory module is similar to [51], but serves
an additional purpose of fusing features from real and syn-
thetic feature maps, posing an additional challenge.

Furthermore, external memories can benefit the long-term
information storage, which can be useful for feature aggrega-
tion in the video domain [57], [58]. Besides, some techniques
integrate detection trackers to exploit temporal information
between keyframe processing [59]-[61]. Other strategies
rely on Locally-Weighted Deformable Neighbors (LWDNs)
[62], Spatio-Temporal Sampling Networks (STSNs) [63],
Motion History Image (MHI) [64], spatially variant
convolutions [65] or cross-correlations [66] for feature
propagation.

C. ADAPTIVE KEYFRAME SELECTION

Multiple approaches interleave processing pipelines with dif-
ferent computational budgets during the execution of the
video object detection, in order to provide both fast and accu-
rate solutions. This procedure commonly involves keyframe
selection, where stated keyframe is processed by a more
expensive but accurate pipeline. Despite keyframe selection
can be carried out naively (i.e. fix rate), providing proper
solutions [40], [43], [66], a more adaptive method for the
case under study is potentially able to improve performance.
For instance, to adapt to video input sources of variable
complexity.

In [61], the optimal combination of detection and tracking
stages is found in an offline trend for a specific video. In [43],
a feature consistency indicator was used in a heuristic rule
to select keyframes. A keyframe selection policy has been
also incorporated to standard supervised learning schemes,
such as the usage of low-level features for predicting rapid
changes in the input [65], increase of complexity [45] or
features quality [42].

Other techniques take advantage of the reinforce-
ment learning framework for adaptive keyframe selection
[47], [49], [60]. A policy-gradient reinforcement-learning
approach [47] makes budget-aware processing by approx-
imating the gradient of a non-decomposable and non-
differentiable objective. In [67], a learned policy is able
to select when to update or to initiate a tracker. In [60],
the reinforcement learning policy is guided to achieve a
proper balance between detection and tracking. In [49] a
light policy is used for balancing the execution pipeline
between an expensive and a cheap feature extractor, achiev-
ing better results as compared to a random baseline. Our
keyframe selection strategy has been inspired by the adaptive
keyframe selection method found in [49]. In this direc-
tion, an adaptive selection policy has been learned within
the reinforcement learning framework in order to select
between real and synthetic feature maps (expensive and
cheap pipeline, respectively) for detection. Furthermore, our
complete policy has been trained over a distribution of reward
functions, instead of a unique and constrained reward func-
tion, achieving proper performance throughout the whole
domain.
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D. SINGLE-IMAGE Rol SELECTION METHODS

A feed of video images opens the possibility of a potential
increment of efficiency due to information redundancy across
frames. Nevertheless, within the single-image context, there
also exist regions which do not contain useful information
to be exploited during the object detection task. In this
regard, a notable amount of techniques have been explored
in the literature. Stated strategies primarily aim at reducing
the amount of information processed in an single image by
selecting Regions of Interest (Rols).

The generation of saliency maps can help during the Rol
selection procedure. In the context of classical computer
vision, log-spectrum [68], as well as a combination of image
filters [69] (color, intensity, and orientation filters, among
others) have been utilized for saliency computation. Addi-
tionally, Rol selection can be automated with standard super-
vised learning techniques. AutoFocus [70] forwards the full
image through a cheap network to generate “‘chips” which
are further processed in higher resolutions. In [71], a cropped
image and its context is used in order to improve small object
detection. AZ-Net [72] method zooms recursively into Rols,
which are likely to contain objects. In [73], Rols are generated
throughout an iterative process by the network, and a voting
process is carried out to select the final regression. In [74],
semantic and context information is used to find Rols.

On the other hand, reinforcement learning has been notably
applied to the problem of Rol selection. Dynamic zoom-in
network [9] inputs a full low-resolution image and uses a
reinforcement learning policy to select Rol to be further fine
processed. In [75], an LSTM-based model is trained with
reinforcement learning to give attention to certain Rol of the
image in order to find small objects. In [76], [77], a reinforce-
ment learning based sliding window approach finds an object
in a few steps. Reinforcement learning based Region Proposal
Network (RPN) [10] has also been explored to increase its
efficiency of computation. In [78], [79], an agent selects the
regions of the image which need to be processed at higher res-
olution or by a finer detector to reduce computation. In [80]
Rols are effectively selected based on the interdependence of
objects with tree-structured reinforcement learning. In this
work, Rols are strongly related to the previous keyframe
detection at a certain instant of time. Also, Rol size decision
is based on the state of our ConvLSTM, being potentially
assisted by the context of previous detected object in the
sequence.

lIl. THE INATTENTIONAL FRAMEWORK

In this section, the proposed framework is described. First,
the inattentional fundamentals are explained. Then, the adap-
tive inattentional policy as well as the reward-conditional
training procedure are described in detail. The nomenclature
and abbreviations used in the description of the inattentional
framework are summarized in Table 1.

A. INATTENTIONAL FUNDAMENTALS
Following the intuition provided by the inattentional blind-
ness phenomenon [32], our solution is approached as a
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FIGURE 2. Structure of the extended data augmentation technique. The architecture shown corresponds to MobileNetV1 feature extractor. The
receptive field in a deep layer of a standard CNN is usually a notable region of the input image. In order to further reduce the computation overhead,
image crops I}’ have not been selected to match the required receptive field. To tackle this issue, the resulting feature maps Cy have been included in

the augmented training data for generality of the temporal aggregator.

TABLE 1. Table of abbreviations and nomenclature in the context of the
proposed inattentional framework.

Symbol Definition

f Feature extractor

c Context aggregator
a Temporal aggregator
d Detector

% Video sequence

Iy, k-th image frame

Iy k-th inattentional image frame (image
crop)

Fy Feature map context (output from f)

Fy Feature map of inattentional frame (out-
put from f)

Ck Synthetic feature map (output from c¢)

Ay Temporally aggregated feature map
(output from a)

Dy, Detections (output from d)

Ao Reward-conditional parameter

dynamic context reuse across an image sequence )
{lo, 11, >, ..., I,}. Indeed, the phenomenon of momentarily
ignoring context, while detecting an object, can be effectively
reformulated as a context reuse, since reusing previous con-
text is equivalent to avoiding current context computation.
Besides, our framework is restricted to the online setting
where only {ly, I1, ..., I} are available during the compu-
tation of the k-th detection.

In order to materialize this concept into the deep learning
paradigm, four main components have been defined in the
present framework: a feature extractor £, a context aggregator
¢, a temporal aggregator a and a detector d. The context
is defined as a subset of the feature maps generated by the
feature extractor f on a keyframe k. In this direction, our
approach interleaves full keyframe computation and partial
frame (inattentional frame) computation with context aggre-
gation (see Fig. 2 and Fig. 3) to provide an intermmediate
representation. The frame-level features are then temporally
aggregated and refined using a recurrent architecture. Finally,
an SSD-style [17] detection pipeline is applied on the refined
feature map to obtain bounding box results.
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FIGURE 3. A block diagram of our adaptive keyframe selection technique
with all the components of the inattentional framework included, where f
stands for feature extractor, c is the context aggregator, a depicts the
temporal aggregator and d represents the detector. For clarity, coloured
blocks correspond to tensors and grey blocks correspond to components
of the system. The length of the tensor denotes time consumption but it
is not to scale. The context of a keyframe F{ is not being modified
throughout the pipeline of context aggregators.

Each step of the processing pipeline can be defined as a
function mapping. The feature extractor f: R’ — RF, maps
the image space into an encoded feature space R The con-
text aggregator ¢: R xRF — R optionally composes a syn-
thetic feature map Cy, based on previous keyframe context F
and current reduced feature map F;". The temporal aggregator
aRF xRS — RAX RS or RE x RS — RA x RS, refines the
generated feature map (either full RF or synthetic R®) based
on previous temporal information cues, compute its state RS
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and outputs an updated feature space R?. The SSD detector
d: R* — RP, maps the aggregated feature space into final
detection predictions. In order to obtain detections Dy, one
may compute A; by a(f(ly), sk—1) or a(c(f(I}"), FY), sk—1),
where s;_1 is the previous frame state and, I; and ;| are the
full image or cropped image for the k-th frame, respectively.
The final detections Dy are obtained as Dy = d(Ay).

The context aggregator ¢ is a key component in the inatten-
tional framework, as it is in charge of reusing context from
previous keyframes, in order to provide a more efficient per-
formance while reducing computation overhead. Specifically,
reusing context requires fusing the current feature map F}'
with the context feature map F. Since the context is related
to the object in the image space, one simple approach for
fusing feature maps is to calculate the precise position of
a feature map corresponding to an image crop /;’ inside a
context feature map Fy corresponding to a full keyframe Iy ;.
Furthermore, in order to precisely select the context crop in
the image space (image crop [;), previous detection Dy
and the particular receptive field of F have to be taken into
consideration. However, the receptive field of a given layer
unit is crucial to generate a feature map F;* which can be
directly placed (without distortion) in the context feature map
F}. In this respect, it is important to highlight that the recep-
tive field size of a deep layer in a neural network normally
covers a notable percentage of the input image (the receptive
field size of the final layer increases with the depth and the
striding of the network). At this point, a trade-off, between the
image crop I/ size and the computation overhead stands out,
since in order to account the full size of the receptive field, the
image crop can be increased for a certain object, incurring in
more computation overhead, and vice versa.

As the present framework targets computation efficiency,
the amount of aggregated context has to be maximized in
order to reduce the computation overhead. This fact leads
to the generation of image crops I}’ with a small size which
may not be matching the required receptive field for the
feature map Fy (see Fig. 2). In this scenario, the aggregated
feature map Cy can exhibit artifacts around the area where
F}f was placed, resulting in a lower accuracy of the complete
approach. To tackle this issue, the temporal aggregator a has
been also trained to adapt R© — R domains via extended
feature map augmentation during training. Thus, the temporal
aggregator has been trained with augmented data which aids
the detection with synthetic feature maps (refer to Training
Methodology in Section IV-A). In this context, the temporal
aggregator not only aggregates temporal video information,
but also refines feature maps from different nature (full and
synthetic).

B. ADAPTIVE INATTENTIONAL POLICY

Although context aggregation at random intervals is able
to provide competitive results in terms of latency reduction
while maintaining accuracy (refer to Section IV-B), a nat-
ural question is whether an adaptive policy can improve
these results by using the state of the system as well as the
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complexity of the input as information sources. In this regard,
a variable amount of inattention can be provided to the con-
text, based on the uncertainty of past detections and the object
dynamism in a given sequence. Accordingly, a novel adaptive
inattentional policy has been proposed, using formulation of
the reinforcement learning paradigm.

In reinforcement learning, an agent interacts with an envi-
ronment, seeking to find the maximum accumulated reward
over time. To formulate the reinforcement learning problem,
it is necessary to define an action space A, a state space S,
and a reward function r. In the proposed inattentional frame-
work, the inattentional policy has the ability of executing two
actions: it can decide whether to execute the full expensive
pipeline or, on the contrary, to select the faster context
aggregation pipeline (with the potential loss on accuracy).
In this regard, the discrete action space A is defined as A = a
witha € {0, 1}.

Additionally, our proposed policy is meant to examine the
temporal aggregator state in order to find insights about the
uncertainty of the detection, as well as about abrupt context
changes in order to perform the best possible action, leading
to an optimum policy 7 *(s;|6). Following this idea, the state
space S is defined as

S = (ck, b, ek — ck—1, hge — hi—1, i, br—1,¥) (1)

where ¢ and ci_1 are the current and previous ConvLSTM
cell states, respectively; h; and hi_; are the current and
previous ConvLSTM hidden states, respectively; px is an
action history vector and has been empirically found to work
properly with size 20, b1 is the normalized previous /;° Rol
(it is the normalized full image Rol if previous frame was
a keyframe), and ¢ is the inattentional factor. The inclusion
of (cx — cx—1) and (hxy — hx—1) helps detecting changes in
the temporal aggregator state. Also, pr and by_; make the
agent aware of its previous actions and context size, in order
to avoid excessively running the context aggregation pipeline.
The size of the state with the current architecture is 102,425
continuous variables.

The reward function r is a crucial component in the rein-
forcement learning framework. Indeed, it can either speed up
training or, conversely, a naive design can completely prevent
the agent from learning. Our reward must reflect the intention
of finding balance between running the context aggregation
pipeline as much as possible while maintaining accuracy.
In this work, the reward function has been adapted from [49]
as

min (L(D')) — L(D) a=0

F= . . )
¥ + min(L(D)) —L(D") a=1

where DY and D! are the detection results through the
expensive pipeline (full image) and cheap pipeline (context
aggregation), respectively; L(-) is the Multibox loss [81]
computation and ¥ corresponds to the inattentional factor.
The inattentional factor ¥ is an important component of the
reward function. It is a scalar value which can potentially
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encourage the agent taking the cheap pipeline, even when its
cost remains higher. The definition of the ¥ value is decisive
for the final behavior of the agent.

C. REWARD-CONDITIONAL TRAINING

Conventional methods for training machine learning algo-
rithms define one or more differentiable cost functions to
perform the gradient propagation to the input(s). Typically,
cost functions include static parameters which are able to
modulate training and/or inference performance, leading to
a static behavior of the network at inference time. Stated cost
function parameters can be tuned based on experience, trial-
and-error, grid search or more advanced methods. However,
recent techniques have revealed a convolutional network can
be trained over the whole distribution of parameterized cost
functions, as shown in (3), enabling the possibility of con-
ditioning the network on a subset of parameters at inference
time (YOTO [35]).

n
0* = argmin ZL(y,-, F(xi, 0, X)), Ai), Ai~P, (3)

o =
where L represent one of the n cost functions, A; are the cost
function(s) parameters and 6 the model parameters. Also,
in [35], Feature-wise Linear Modulation (FiLM) [36] is used
to condition the network on the loss parameters. This tech-
nique has been applied in [35] to fully convolutional models
in a supervised and semi-supervised trend, e.g. S-variational

autoencoder, image compression and style transfer.

In this work, we extend the loss-conditional training frame-
work [35] by proposing a novel reward-conditional train-
ing, under the reinforcement learning formulation. As in
the supervised or semi-supervised case, a common agent
in reinforcement learning is trained over a parameterized
performance function, in this case a reward function, which
has to be properly adjusted to encourage the desired behavior.
Once the reward function and its parameters are defined, the
agent behavior converges to a subset of possible behaviors
within the distribution of the reward function parameters.
Instead of defining a unique parameterized reward function,
we propose to condition the network policy 7*(s;|6, A;) on
the whole distribution of parameterized reward functions,
as in (4) and (5).

(8,16, ;) = argmax Q(sy, ar|0, 7)),  Ai~ Py (4)
a;€A
OGss, ar |0, Aj) = Er[R,(X)]
o0
=Er[Y_ v rOidesiril )
k=0

where 6 corresponds to the model function parameters, A; are
the reward-conditional parameters, y; is the discount factor
and r(A;) denotes the distribution of conditioned reward func-
tions.

For the case under study, our reward function is composed
of one important parameter ¥ = X, which balances the
amount of accuracy an agent is able to sacrifice when running

VOLUME 8, 2020

3x3
convolution
max pool

S
J!inear
&

’ FCM, | | Fem | FcMm,

@ i i i f

FIGURE 4. The architecture of the inattentional policy network. The state
tensors have been depicted in dark blue, as well as the 1o
reward-conditional parameter. Part of the state (o and b) is being
appended in the last fully connected layer of the network. The
reward-conditional parameter has been integrated by applying FiLM
technique to the tensors represented in dark green.

both expensive and cheap pipelines. 1y has been selected as
the reward-conditional parameter. Analogously to the reward
expression shown in (2), the formulation of the final condi-
tioned reward function is illustrated in (6) for clarity.

min (L(D")) — L(D°) a=0

rh0) =0 min (L(DY)) — L(DY) a=1

(6)

where Ao ~ P, and P, denotes a log uniform distribution of
probability with 1 € [0, 2].

In our experiments, the policy 7 (s;|6, A¢) is built on a light
convolutional backbone and two Fully Connected Models
(FCMs), which output both the action and the value (see
Fig. 4). To condition the network on the reward parameters,
we use FILM. We have selected the convolutional layers and
one fully-connected layer to be conditioned by Ag. Assume
a given feature map f of dimensions W x H x C, with W
and H corresponding to the spatial dimensions and C to the
channels. The scalar value A is fed to two FCMs, M, and
M, to generate two vectors, o and u of dimensionality C
each. We then multiply the feature map channel-wise by o
and add u to get the transformed feature map f, as in (7).

fijk = oy o fijk + Ik @)

where 0 = M, (Ao) and u = M, (A), and ijk correspond to
the feature location within the W x H x C scope. Following
this technique, the policy can be fully learned and conditioned
with A at inference time, providing different attention ratios
while maintaining accuracy. The reward-conditional training
framework has been validated for the challenging application
under study. However, a complete analysis and validation of
the reward-conditional framework is out of the scope of this
work and have been proposed for future work.

D. SYSTEM ARCHITECTURE

The architecture of the system is designed with the aim
of maximizing the computation efficiency. MobileNetV1
[16] and MobileNetV2 [17] architectures have been uti-
lized as feature extractors f or backbones. MobileNetV 1
and MobileNetV2 backbones have been slightly modified,
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to standardize their output size, with respect to the feature
aggregator input size. The conv14 layer in MobileNetV1 has
been removed. In MobileNetV?2, the stride has been setto 1 in
the 6-th bottleneck layer, and the number of channels has
been reduced to 512 in the last conv layer (prior to the clas-
sification stage in the original model). For both backbones,
a depth-multiplier « = 1.0 has been selected for experi-
mentation, which allows for a baseline model capacity to
extract representative features in the context of the presented
datasets. With proper model capacity, the models are less
biased, and the performance of our additional adaptive policy,
whose primary inputs are the stated extracted features, can be
adequately validated. Nevertheless, our framework provides
sufficient generality to use arbitrary feature extractor designs
(¢ > 0, ResNet variants [82], etc.). The receptive field size
of MobileNetV1 and MobileNetV2 for the last layer in each
feature extractor is 219 px x 219 px and 395 px x 395 px,
respectively.

The feature aggregator a is composed of a ConvLSTM
cell, which is in charge of aggregating both time and spa-
tial features. The ConvLSTM cell has been implemented as
in [50]. The bottleneck design of the ConvLSTM and its
depth-wise separable convolutions reduce the computational
costs. This fact is crucial, since the temporal aggregator has
to be executed for every frame of the sequence. The size
of the hidden and cell states of the ConvLSTM have been
adapted based on the input image size. For the detector d,
an SSDLite architecture [17] has been adopted, with sepa-
rable convolutions and depth-wise channel size in all layers.
Finally, the policy network m (s;|6, Xo) has been trained with
Proximal Policy Optimization (PPO) [37] algorithm, which
is an actor-critic algorithm. The architecture has been shown
in Table 2, without accounting the extra FCMs required for
the reward-conditional training for clarity. The FCMs cor-
responding to the reward-conditional training are shallow
fully-connected models with one hidden layer each (vary-
ing from 128 to 512 units) and one output layer (varying
from 64 to 512 units). The layers corresponding to the value
network, which shares weights with the policy network, have
been also represented in Table 2.

IV. EXPERIMENTS AND RESULTS

In the following section, the proposed inattentional frame-
work has been thoroughly tested and validated. The training
methodology section describes the staged training procedure
for the presented system. The results section shows the exper-
imentation outcome corresponding to every component of our
system in a wide variety of scenarios. Finally, the discussion
section interrelates the results to extract insights on our frame-
work design.

A. TRAINING METHODOLOGY

As explained in previous sections, the proposed system is
composed of several components. In this context, the training
is divided into three phases: feature extractor (and detector),
temporal aggregator (and detector) and adaptive inattentional
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TABLE 2. The proposed policy network architecture. For clarity, the layers
corresponding to the reward-conditional training FCMs have not been
included. The layers from conv1 to fc1 are shared layers between the
policy and the value models. The fully connected layers are relative to a
320 x 320 input image resolution.

Layer | Size | Stride
convl 3x3x1024x 128 1
conv2 3x3x128x 128 1
pooll 2x2x 128 2
fcl (3200 +20 +4) x 512 -
pi_fcl 512 x 128 -
pi_fc2 128 x 128 -
pi_fc3 128 x 128 -
pi_fc4 128 x 1 -
v_fcl 512 x 128 -
v_fc2 128 x 128 -
v_fc3 128 x 128 -
v_fcd 128 x 1 -

policy training. Although the complete system can poten-
tially be trained end-to-end, we approached a staged training
pipeline in order to avoid convergence issues. The feature
extractor, the temporal aggregator and detector have been
trained in PyTorch [83], while the adaptive inattentional pol-
icy has been trained in Tensorflow [84]. The GPU used for
training has been an Nvidia GeForce RTX 2080 Ti. All the
models have been trained on a subset of 260,844 images from
Imagenet VID 2015 dataset [53] and on 29,500 images from a
custom Multirotor Aerial Vehicles VID! (MAV-VID) dataset,
which has been made publicly available (validation sets are
composed of 3,139 and 10,732 images, respectively). The
Imagenet VID 2015 dataset has been reduced by selecting the
7-th smallest classes in terms of bounding boxes area (varying
from 18% to 30% of the full-size image). The resulting exper-
iments provide the generality of the public Imagenet dataset,
and additionally represent the ultimate goal of the proposed
framework, which is reusing context features when images
context is notable across frames. Furthermore, our custom
MAV-VID dataset constitutes the target application domain
for the case under study, where the object to be detected
appears normally small-sized in the image plane, such as the
case of flying multirotor vehicles.

1) FEATURE EXTRACTOR

In the first stage, the feature extractor has been trained in
conjunction with the SSD detector header, in order to extract
robust features to be used by the following stages. Ran-
dom single images from the video sequences and a batch
of 16 images have been used. Adam has been selected as
the optimizer, with a learning rate of 10™*. We use an input
resolution of 320 x 320 and reduce on plateau learning rate
scheduler. We include hard negative mining and data augmen-
tation as described in [81]. The original hard negative mining
approach has been adjusted by allowing a ratio of 10 negative
examples for each positive while scaling each negative loss by

1 https://www.kaggle.com/alejodosr/multirotor-aerial-vehicle-vid-
mavvid-dataset
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0.3. The validation phase is carried out through the whole set
of validation sequences of the datasets.

2) TEMPORAL AGGREGATOR

In the second stage, the feature extractor weights have been
frozen during training. For MobileNetV1, the conv14 layer
has been removed in order to inject the ConvLSTM layer.
Again, the temporal aggregator is trained along with the
SSD detection headers. We sample random sequences (of 10
frames each) from the training set for training. We unroll
the LSTM to 10 frames in which we apply the same data
augmentation techniques as in previous stage. The same
data augmentation transformation is applied to every frame
of each sequence in order to avoid missing the correlation
between consecutive frames. We use a batch of 50 sequences
and an image input size of 320 x 320.

Additionally, an extended data augmentation technique has
been included to account for the structure of the synthetic
feature maps. As explained in Section III-A, due to the proce-
dure of context reuse, where a reduced feature map is placed
in a context feature map, artifacts can appear close to the
placement volume. In order to tackle this effect, during train-
ing, the feature map which results from the feature extraction
stage is randomly modified with the ground-truth context of
previous frame. We set a 0.01 probability for a feature map
to be modified by this technique. Adam optimizer has been
utilized with a learning rate of 10™* and reduce on plateau
learning rate scheduler. The validation is carried out through
the validation sequences in each dataset.

3) ADAPTIVE INATTENTIONAL POLICY

The adaptive inattetional policy has been trained using PPO
algorithm. PPO is a sample-efficient and actor-critic deep
reinforcement learning algorithm. A clip range of 0.1, tra-
jectories of 128 steps and minibatches of 4 elements have
been utilized. The policy network has been trained with Adam
and a learning rate of 2.5 - 10~ (refer to the code repository
Supplementary Material section for remaining hyperparam-
eters definition). The observation state has been normalized
in the environment based on its mean and variance through
time (at a certain number of steps, normalization parameters
calculation is stopped). The reward has not been normalized,
since its original design is meant for relative performance
signaling. Ao parameter has been sampled from a log-uniform
distribution every 10 sequences. Training has been carried out
with the validation set of each dataset. In order to provide
enough variability and avoid overfitting, a random transform
as in [81] has been applied to every sequence. During testing,
the random transform is not applied to allow for comparison.

B. RESULTS

For all results, the standard Imagenet VID accuracy metric
is reported, mean Average Precision mAP@0.5 IOU. The
latency of the networks in milliseconds (ms) and the average
Frames per Second (FPS) of the complete approach is pro-
vided. The number of parameters is reported as benchmarks
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for efficiency. Also, the power consumption in Watts (W)
and the energy efficiency in FPS/W are included for every
experiment, as reported in [11]-[13].

The validation tests have been performed in two differ-
ent GPUs, an Nvidia GeForce RTX 2080 Ti desktop GPU
and an Nvidia Volta embedded GPU inside an Nvidia Jet-
son AGX Xavier platform. Also, since the latency reduc-
tion greatly stands out when the parallelization capacity is
decreased, such as the case of desktop and embedded CPUs,
the proposed system has been further tested and validated
in an Intel Core i7-9700K@3.60GHz desktop CPU and a
ARMvV8.2@1.377GHz embedded CPU. All the tests have
been performed in Python 3.6 and Ubuntu 18.04 operating
system. The code has been made publicly available (see
Supplementary Material).

In Table 3 and Table 4, the results corresponding
to MobileNetV1 feature extractor for both Imagenet
VID 2015 and MAV-VID dataset are shown. In addi-
tion, in Table 5 and Table 6, the results correspond-
ing to MobileNetV2 feature extractor for both Imagenet
VID 2015 and MAV-VID dataset are also depicted.

In order to further validate the performance of the pro-
posed inattentional policy, a comparison with a random base-
line for a wide variety of scenarios has been carried out.
In Fig. 5 the trade-off between the number of inattentional
frames executed and the resulting mAP is illustrated for
both datasets and feature extractors. For every value of the
reward-conditional parameter A, there is an overall percent-
age of inattentional frames executed. In order to be able to
compare it to a random baseline, a random policy has been
executed the same exact amount of inattentional frames. Also,
the original mAP (with no inattentional frames involved) is
included. Every test has been performed 5 times each, for both
policies, and the average results have been plotted.

Finally, four application cases have been illustrated in
Fig. 6. Two complex scenarios, due to object high-motion
speed within the image plane or environmental complexity
(camera pointing to the sun); and two simple (or static) sce-
narios, where the object stays almost static within the image
plane, have been additionally depicted.

V. DISCUSSION

The thorough testing and validation of the proposed inat-
tentional system describes a proper framework to adaptively
reduce computation overhead in the context of video object
detection. A wide variety of scenarios have been tested for
two feature extractors (MobileNetV1 and MobileNetV2) and
two datasets (Imagenet VID 2015 and MAV-VID). Regarding
Table 3, 4, 5 and 6, both architectures provide state-of-the-art
mAP@0.5I0U in the Imagenet VID 2015 dataset, resulting
in 0.5236 and 0.4924 for MobileNetV1 and MobileNetV2
feature extractors, respectively. Also, the mAP results in
our custom MAV-VID dataset are notable, with 0.9398 and
0.9453 for MobileNetV1 and MobileNetV2 feature extrac-
tors, respectively. MobileNetV1 provided higher mAP in
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TABLE 3. Results using the MobileNetV1 feature extractor on the ImageNet VID 2015 dataset. The mean Average Precision (mAP), KeyFrame (KF) and
Inattentional Frame (IF) latency, as well as the average runtime FPS are provided. Also, the number of parameters of the models has been included. The
FPS ratio with respect to the base FPS value (without the inattentional policy) has been also included for clarity. Additionally, power consumption and

energy efficiency have been provided for every experiment.

KF IF FPS Params | Power | Efficiency

Model Platform mAP (ms) (ms) FPS Ratio ™M) W) (FPS/W)
GPU (Desktop) 20.67 - 48.37 - 128.3 0.377
. . GPU (Xavier) 84.53 - 11.83 - 4.19 2.82
MobileNetV1-SSDLite CPU (Desktop) 0.4824 15973 ) 2626 ) 4.48 991 0.264
CPU (Xavier) 7018.31 - 0.142 - 291 0.048
GPU (Desktop) 19.33 - 51.73 - 126.8 0.407
. . GPU (Xavier) 83.73 - 11.94 - 3.82 3.12
MobileNetV1-ConvLSTM-SSDLite CPU (Desktop) 0.5236 39.53 ) 2529 ) 33 98.9 0.255
CPU (Xavier) 6378.85 - 0.156 - 2.87 0.054
GPU (Desktop) 19.59 18.78 51.91 1.0 141.5 0.366
. . _ GPU (Xavier) 83.33 76.63 12.4 1.03 4.25 291
MobileNetV1-ConvLSTM-SSDLite [A\g=0.01] CPU (Deskiop) 0.5235 30.62 2501 29.65 117 55 103.1 0987
CPU (Xavier) 6512.13 | 4132.13 | 0.1801 1.15 3.03 0.059
GPU (Desktop) 19.78 18.64 52.67 1.0 141.5 0.372
. . _ GPU (Xavier) 82.73 77.36 12.66 1.06 4.25 297
MobileNetV 1-ConvLSTM-SSDLite [Ap=0.5] CPU (Desktop) 0.4964 3912 2513 3406 134 5.5 103.1 033
CPU (Xavier) 653276 | 4189.74 | 0.2041 1.3 3.03 0.067
GPU (Desktop) 19.99 18.68 52.85 1.0 141.5 0.373
. . _ GPU (Xavier) 83.1 75.15 13.01 1.08 4.25 3.06
MobileNetV1-ConvLSTM-SSDLite [A\g=1.2] CPU (Desktop) 0.4781 3933 2507 3611 142 5.5 103.1 035
CPU (Xavier) 6580.88 | 4063.28 | 0.2209 1.41 3.03 0.072
GPU (Desktop) 19.91 18.23 54.48 1.05 141.5 0.385
. . _ GPU (Xavier) 83.46 76.36 13.15 1.1 425 3.09
MobileNetV1-ConvLSTM-SSDLite [A0=2.0] CPU (Desktop) 0.4373 39.89 2545 3773 1.49 55 103.1 0.365
CPU (Xavier) 6593.12 | 40282 | 0.2372 | 1.52 3.03 0.078

TABLE 4. Results using the MobileNetV1 feature extractor on the MAV-VID dataset. The mean Average Precision (mAP), KeyFrame (KF) and Inattentional
Frame (IF) latency, as well as the average runtime FPS are provided. The FPS ratio with respect to the base FPS value (without the inattentional policy) has
been also included for clarity. Additionally, power consumption and energy efficiency have been provided for every experiment.

. KF IF FPS Power | Efficiency

Model Platform mAP (ms) (ms) FPS Ratio W) (FPS/W)
GPU (Desktop) 18.85 } 5305 | - | 1282 | 0413
. . GPU (Xavier) 90.66 } 1103 | - | 416 2.65
MobileNetV1-SSDLite CPU (Deskiop) | 2183 | 12258 ; 8.15 - 990 | 0082
CPU (Xavier) 6406.07 - 0156 | - | 293 | 0053
GPU (Desktop) 17.84 - 5605 | - [ 1267 | 044
, . GPU (Xavier) 85.54 ] 1160 | - | 379 3.08
MobileNetV1-ConvLSTM-SSDLite CPU (Doska | 09398 | 533 : A I el
CPU (Xavier) 5375.18 - 0186 | - | 291 0.063
GPU (Deskiop) 1780 | 1612 | 5501 | 099 | 1414 | 039
. o GPU (Xavier) 8558 | 7078 | 1169 | 1.0 | 4.19 2.83
MobileNetV 1-ConvLSTM-SSDLte [Mo=0.011 | (pr? encer | 09382 | ¢330 | 200 | 1168 | 10 | 1030 | odis
CPU (Xavier) 535433 | 3967.07 | 0.1869 | 10 | 3.5 | 0061
GPU (Desktop) 1795 | 1638 | 5593 | 099 | 1414 | 0395
. o GPU (Xavier) 8477 | 712 | 1188 | 101 | 4.19 278
MobileNetV1-ConvLSTM-SSDLite [Ao=0:31 | cpyy (peskiop) | ©P377 | 8573 | 2694 | 1203 | 1.03 | 1030 | 0.116
CPU (Xavier) 525623 | 3845.12 | 0.1925 | 1.03 | 3.5 | 0061
GPU (Desktop) 796 | 1639 | 5841 | 104 | 1414 | 0413
. o GPU (Xavier) 8521 | 7104 | 1288 | L1 | 419 3.07
MobileNetV1-ConvLSTM-SSDLite [Ao=1-21 | cpyy (peskiop) | 0884 | 850 | 2791 | 1825 | 1.56 | 1030 | 0.177
CPU (Xavier) 531247 | 383412 | 02212 | 118 | 3.15 0.07
GPU (Desktop) 1796 | 1668 | 5886 | 105 | 1414 | 0416
. o GPU (Xavier) 8658 | 7099 | 1337 | 114 | 4.19 3.19
MobileNetV1-ConvLSTM-SSDLite [Ao=2.01 | cpyy peskiop) | 08403 | 858 | 2674 | 2439 | 2.00 | 1030 | 0.236
CPU (Xavier) 521432 | 395601 | 0234 | 125 | 3.15 | 0.074

Imagenet VID 2015 dataset, whereas MobileNetV2 yielded
higher mAP in the MAV-VID dataset.

The mAP gets reduced when the reward-conditional
parameter A increases, since the policy is encouraged to
execute more inattentional frames at the cost of accuracy.
Nevertheless, it maintains competitive values throughout the
whole range, with a minimum accuracy of 0.4373 and 0.8403
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for Imagenet VID 2015 and MAV-VID dataset, respectively.
As shown in Table 5 and 6, MobileNetV2-ConvLSTM-
SSDLite has remained as the model with lower mAP
degradation.

The proposed inattentional framework has achieved a
considerable latency reduction, increasing the runtime FPS
in every platform tested, with minimal accuracy drop.
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TABLE 5. Results using the MobileNetV2 feature extractor on the ImageNet VID 2015 dataset. The mean Average Precision (mAP), KeyFrame (KF) and
Inattentional Frame (IF) latency, as well as the average runtime FPS are provided. Also, the number of parameters of the models has been included. The
FPS ratio with respect to the base FPS value (without the inattentional policy) has been also included for clarity. Additionally, power consumption and

energy efficiency have been provided for every experiment.

KF IF FPS Params | Power | Efficiency
Model Platform mAP (ms) (ms) FPS Ratio M) W) (FPS/W)

GPU (Desktop) 35.79 - 27.94 - 127.3 0.219

. . GPU (Xavier) 117.34 - 8.52 - 431 1.97
MobileNetV2-SSDLite CPU (Desktop) 0.4775 297 88 ) 335 ) 4.84 982 0.034
CPU (Xavier) 9001.32 - 0.1111 - 3.01 0.036

GPU (Desktop) 36.91 - 27.09 - 128.4 0.21

. . GPU (Xavier) 126.82 - 7.7 - 5.03 1.53
MobileNetV2-ConvLSTM-SSDLite CPU (Desktop) 0.4924 261.62 ) 382 ) 3.3 99 1 0.038
CPU (Xavier) 8822.3 - 0.1133 - 3.12 0.036
GPU (Desktop) 35.64 34.81 28.14 1.03 142.5 0.197

. . _ GPU (Xavier) 126.66 118.53 7.96 1.03 5.17 1.53
MobileNetV2-ConvL.STM-SSDLite [X0=0.011 | cpyy (pegkiop) | 0491 | 263.126 | 19095 | 394 | 103 | > | 1029 | 0038
CPU (Xavier) 8852.42 | 6267.98 | 0.1176 1.03 3.23 0.036
GPU (Desktop) 36.83 34.39 28.03 1.03 142.5 0.196

. . _ GPU (Xavier) 126.32 118.79 8.14 1.05 5.17 1.57
MobileNetV2-ConvLSTM-SSDLite [Ap=0.5] CPU (Desktop) 0.4818 264.02 163.84 462 12 5.5 102.9 0.044
CPU (Xavier) 8752.36 | 6189.12 | 0.1312 1.15 3.23 0.04
GPU (Desktop) 36.67 34.71 28.24 1.04 142.5 0.198

. . _ GPU (Xavier) 126.08 119.1 8.22 1.06 5.17 1.58
MobileNetV2-ConvLSTM-SSDLite [A\g=1.2] CPU (Desktop) 0.4704 264 14 152.34 59 136 5.5 102.9 0.05
CPU (Xavier) 8952.78 | 6104.78 | 0.1406 1.24 3.23 0.043
GPU (Desktop) 36.08 34.19 28.89 1.06 142.5 0.202

. . _ GPU (Xavier) 126.25 118.68 8.3 1.07 5.17 1.6
MobileNetV2-ConvLSTM-SSDLite [Ag=2.0] CPU (Desktop) 0.4622 264.22 144.99 5.83 152 55 102.9 0.056
CPU (Xavier) 8876.23 | 6123.43 | 0.1485 1.31 3.23 0.045

TABLE 6. Results using the MobileNetV2 feature extractor on the MAV-VID dataset. The mean Average Precision (mAP), KeyFrame (KF) and Inattentional
Frame (IF) latency, as well as the average runtime FPS are provided. The FPS ratio with respect to the base FPS value (without the inattentional policy) has
been also included for clarity. Additionally, power consumption and energy efficiency have been provided for every experiment.

KF IF FPS Power | Efficiency

Model Platform mAP (ms) (ms) FPS Ratio W) (FPS/W)
GPU (Desktop) 25.819 - 3873 | - | 1274 | 0304
. . GPU (Xavier) 120.82 ; 8.27 - 432 191
MobileNetV2-SSDLite CPU (Deskiop) | 918 | 22002 ; 448 ! 0.045
CPU (Xavier) 7645.68 ] 0.1308 | - 3.16 0.041
GPU (Deskiop) 2978 - 3357 | - | 1285 | 0261
. ‘ GPU (Xavier) 123.15 ; 8.12 - 5.14 1.57
MobileNetV2-ConvLSTM-SSDLite CPU (Desktop) 0.9453 2307 ] 433 ] 999 0.043
CPU (Xavier) 8002.68 ] 0125 | - 3.13 0.039
GPU (Deskiop) 292 - 3424 | 102 | 1426 | 024
‘ o GPU (Xavier) 123.02 ; 812 | 10 | 511 1.58
MobileNetV2-ComLSTM-SSDLite [\0=0.011 | (hi7 beakony | 09453 | 23128 - Sl B e
CPU (Xavier) 7903.04 ; 01265 | 10 | 3.13 0.04
GPU (Deskiop) 2913 | 2814 | 3433 | 102 | 1426 | 024
. o GPU (Xavier) 12247 | 11523 | 816 | 10 | 511 1.59
MobileNetV2-ConvLSTM-SSDLite [Ag=0.5] CPU (Desktop) 0.9452 230.91 50.75 433 10 102.8 0.042
CPU (Xavier) 787787 | 331954 | 0.127 | 101 | 3.13 0.04
GPU (Deskiop) 2908 | 2847 | 3478 | 1.03 | 1426 | 0243
. o GPU (Xavier) 12301 | 151 | 841 | 1.03 | 511 1.64
MobileNetV2-ConvLSTM-SSDLite [Ao=1.21 | cpyy (peskiop) | O3¢ | 23200 | 5177 | 743 | 171 | 1028 0.07
CPU (Xavier) 8009.22 | 324322 | 0.1842 | 147 | 3.13 0.058
GPU (Deskiop) 7888 | 2849 | 3493 | 1.04 | 1426 | 0244
. o GPU (Xavier) 123.15 | 11465 | 851 | 1.04 | 5.11 1.66
MobileNetV2-ConvLSTM-SSDLite [A0=2.01 | cpyy peskiop) | O83* | 23204 | 5122 | 892 | 206 | 1028 | 0.086
CPU (Xavier) 7865.12 | 350033 | 0.2013 | 1.61 | 3.13 0.064

Nevertheless, the amount of computation reduction is highly
dependent on the platform where the system is executed,
as well as on the average object size within the image plane.
Considering the GPU platforms, with a higher paralleliza-
tion capacity, the average FPS increase ratio has ranged
from 1.0 to 1.14 for MobileNetV1 and from 1.0 to 1.07
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for MobileNetV2. However, regarding the CPU platforms,
where the parallelization capacity is limited, the average FPS
increase ratio has ranged from 1.0 to 2.09 for MobileNetV 1
and from 1.0 to 2.06 for MobileNetV2. These results lead
to an average FPS on the desktop CPU platform of 37.73,
which is in the order of magnitude of the base runtime
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FIGURE 5. Representation of the trade-off between the mAP and the percentage of inattentional frames executed. Four
cases with two feature extractors (MobileNetV1 and MobileNetV2) and two datasets (Imagenet VID 2015 and MAV-VID)
have been evaluated. The random baseline policy is depicted in pale blue (circles) and the proposed inattentional policy
in pale green (triangles). The original mAP (with no inattentional frames involved) is represented with a grey dashed line.
The inattentional policy predominates allover the tests, resulting in a higher mAP for every percentage of inattentional
frames. Also, the inattentional policy incurs less accuracy degradation even at extreme ratios of inattentional frames,
suggesting that our method is superior at capturing the temporal dynamics inherent to videos. Every test has been
performed 5 times each, for both policies, and the average results have been plotted.

FPS on the desktop GPU platform of 51.91, at the cost
of 0.086 mAP reduction, for MobileNetV1 in Imagenet
VID 2015 dataset. The maximum FPS increase ratio has
been 2.09 for MobileNetV1 on the desktop CPU, achieving
a runtime FPS of 24.39 at the cost of 0.09 mAP reduction,
in MAV-VID dataset (where the object size is on average
smaller in the image plane). These results suggest that the
inattentional framework is able to increase computation effi-
ciency when the effective parallelization capacity is lim-
ited. The effective parallelization capacity is influenced by
several variables and it is relative to the input images, the
model size and the platform specifications. Qualitatively,
parallelization is low in average CPUs, in applications where
the input images are at high resolution or in applications
where the models have notably more parameters than our
MobileNetV1/V2-ConvLSTM-SSDLite models. These facts
yield to an open field of research, where the proposed inatten-
tional framework can be applied. Nevertheless, such exten-
sive study is out of the scope of the present work.

Regarding power consumption and energy efficiency,
the proposed inattentional framework provides proper
results in terms of both global power consumption and
energy efficiency increase. Power consumption is notably
higher in desktop GPU/CPUs, with on average 35x more
power consumption than the embedded Xavier platform.
The lowest energy consumption has been 2.87 W for
MobileNetV1-ConvLSTM-SSDLite base model (no inatten-
tional policy) in Imagenet VID 2015 dataset. Energy eftfi-
ciency varies across platforms, being the GPUs more energy
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efficient due to their parallelization capabilities. The maxi-
mum energy efficiency has resulted in 3.19 FPS/W (1.12x)
for MobileNetV1 on the Xavier GPU, achieving a runtime
FPS of 13.37 at the cost of 4.19 W, in MAV-VID dataset. It has
to be noted that, regarding relative energy efficiency increase
with respect to the base energy efficiency (no inattentional
frames), the results follows approximately the same ratios as
in the FPS case, resulting in a maximum energy efficiency
increase of 2.09 x for MobileNetV 1 on the desktop CPU, and
achieving a runtime FPS of 24.39 at the cost of 0.09 mAP
reduction, in MAV-VID dataset.

Considering Fig. 5, in comparison to the random base-
line, our inattentional policy predominates allover the tests,
providing a higher mAP for every percentage of inatten-
tional frames executed. Furthermore, our inattentional policy
shows lower mAP degradation even at extreme percentage
of inattentional frames, suggesting that our method is supe-
rior at capturing the temporal dynamics inherent to videos.
The highest mAP distance to the random baseline has been
provided by the MobileNetV1-ConvLSTM-SSDLite in the
Imagenet VID 2015 dataset, with a distance of 0.4 in mAP
at 92% of inattentional frames executed. Another emergent
property is that, for the case of MobileNetV1 in Imagenet
VID 2015 dataset, the inattentional policy is able to match
the original mAP even when executing a 40% of inattentional
frames, which suggests there is a redundancy of information
that does not add value to the final accuracy. In addition,
thanks to our novel reward-conditional training scheme,
the policy can be conditioned at inference time, providing

VOLUME 8, 2020



A. Rodriguez-Ramos et al.: Adaptive Inattentional Framework for Video Object Detection With Reward-Conditional Training

IEEE Access

FIGURE 6. Images corresponding to four different scenarios for both datasets. Every image example has been processed by
MobileNetV1-ConvLSTM-SSDLite [Lo = 1.2] model (MobileNetV2-ConvLSTM-SSDLite provides a similar behavior). Shaded regions correspond to
non-processed pixels. (a)-(b) and (c)-(d) image examples correspond to Imagenet VID 2015 and MAV-VID dataset, respectively. (a) and (c) show
complex detection examples, corresponding to an object with high-motion speed within the image plane, and to an increased environmental
complexity (camera pointing to the sun), respectively. In this context, the inattentional policy executes a lower percentage of inattentional frames.
(b) and (d) illustrate objects which remain more static throughout the sequence. In this scenario, the number of inattentional frames is higher.

promising results in a wide variety of sequences with varying
backgrounds, changes in illumination, object size, etc. and
allowing for real-time performance modulation in the context
of the required application (see supplementary video?®).

Finally, at the cost of 2.2M parameters, a learned inatten-
tional policy can provide adaptiveness to the video dynamics,
as shown in Fig. 6. In this figure, two complex and two simple
scenarios, in terms of detection difficultness, are illustrated.
In the complex scenarios, where the object is moving fast
within the image plane, or there are ambient conditions which
difficult detection, the inattentional policy performs a higher
rate of full keyframes in order to maintain the detection
accuracy of the object through the sequence. Nevertheless,
when the scenarios are simpler, such as the case an object with
slow motion in the image plane, the inattentional policy tends
to neglect context to speedup computation, without missing
accuracy. This adaptive behavior can be very promising in a
wide variety of video object detection applications.

VI. CONCLUSION

In this work, the inattentional framework has been studied.
The presented framework aims at reducing the computation
overhead, in the frame of video object detection, by reusing
redundant context in video images. An inattentional policy
has been learned, under the reinforcement learning paradigm,
to select the amount of frames where the context is reused.

2https://Vimeo.00111/426725929
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Furthermore, a novel reward-conditional training has been
presented, where a policy can be trained on a distribution
of reward functions and conditioned on one unique function
at inference time. The inattentional framework provided an
average latency reduction in CPUs up to 2.09 times the origi-
nal latency, and obtaining FPS rates similar to their equivalent
GPU platform, at the cost of a mAP reduction of 1.11 times.

This study could be extended by evaluating the inatten-
tional framework in other scenarios of low parallelization
capacity, such as the case of high resolution input images or
mobile devices. Also, optimization techniques and shallower
architectures can be further applied, such as half-precision
inference, quantization or MobileNets with @ < 1. Regard-
ing the reward-conditional training, a complete study of this
method with a diverse set of reward functions and reinforce-
ment learning algorithms has been left as future work.

SUPPLEMENTARY MATERIAL

The code has been made publicly available at https://
github.com/alejodost/adaptive-inattention. Also, a short
video demonstration can be found at https://vimeo.com/
426725929. The MAV-VID dataset can be downloaded at
https://www.kaggle.com/alejodosr/multirotoraerial-vehicle-
vid-mavvid-dataset.
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