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ABSTRACT Reliable signal detection plays an essential role in enhancing the quality of signal transmission
in wireless communication systems. In this paper, we combine signal detection theory with a deep learning
model and propose a novel signal detection scheme based on adaptive ensemble long short term memory
(AE-LSTM) neural network to handle wireless single carrier frequency domain equalization (SC-FDE)
systems in an end-to-end manner. The feature information used for offline training of the deep learning
model is extracted from the received signal containing channel state information (CSI) after the multi-path
channel and fast Fourier transform (FFT), and the labels are assigned according to the constellation map
adopted at the transmitter. To improve the adaptability of the system, we utilize the received power under
different delays as the adaptive factor to integrate the output of each sub-network. Then the original data
generated by the channel model is recovered by using the trained model instead of channel estimation and
frequency domain equalization. Comparative experiments on SC-FDE symbol detection demonstrate that
the proposed scheme achieves better performance in terms of reliability than the traditional scheme and the
similar deep learning scheme.

INDEX TERMS Deep learning, adaptive ensemble, signal detection, SC-FDE, channel estimation, frequency
domain equalization.

I. INTRODUCTION
With the development of mobile Internet, 5G technology
has become a hot topic in the communication industry and
academia [1]. Since the 5G mobile communication network
has the characteristics of high dimensions, high capacity,
and high density, how to use massive amounts of data to
reduce the complexity of the system and improve the reli-
ability of performance has become the critical point of the
physical layer technology [2]. Single carrier frequency
domain equalization (SC-FDE) is a new broadband wire-
less communication technology developed by combining
the advantages of traditional single carrier transmission and
orthogonal frequency division multiplexing (OFDM) tech-
nology, which uses the cyclic prefix (CP) and frequency
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domain equalization to eliminate the effect of multi-path
channels on the signal [3], [4]. However, due to the
impact of inter-block interference (IBI) in channel estima-
tion and frequency domain equalization, the system’s reli-
ability fluctuates with the change of the channel impulse
response(CIR). Although the SC-FDE system’s performance
has been improved in various ways, it is far from meeting the
requirements of 5G communication [5].

Experts from all over the world have done relevant research
on signal detection in wireless communication systems. The
authors of [6] design a method to mitigate interferences for
SC-FDE with insufficient CP symbols, and uses an itera-
tive interference cancellation method to remove the resid-
ual interferences. To ensure the integrity of information,
[7] proposes a frequency-domain multipacket detection tech-
nique for SC-FDE schemes, which can achieve an efficient
packet separation in the presence of successive collisions.
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In [8], the relationship between distorted symbols and deci-
sion boundaries is explored, and a unique pilot position
selection (PPS) scheme is proposed to confine the distorted
symbols within their designated decision regions dispenses
with a priori knowledge of the channel. For arbitrary sig-
nal constellations formulated in the frequency domain with
the maximum likelihood detection problem, [9] proposes a
multiple-input multiple-output (MIMO) detection algorithm
based on the alternating direction method of the multipli-
ers (ADMM) for single-carrier transmissions in time disper-
sive channels. The authors of [10] utilize the virtual pilot to
assist channel estimation and partial minimum-mean-square
error (MMSE) equalization to improve the accuracy of the
estimation. To solve the problem of lack of information inter-
action between channel estimation and channel equalization
in doubly selection channels, the work in [11] proposes a
novel joint channel estimation and equalization (JCEE) algo-
rithm for MIMO-SCFDE systems that combines iterative
expectation maximization-based least square (LS) channel
estimation, MMSE equalization based on inter-frequency
interference (IFI), time-domain IFI cancellation, and data
detector. The traditional signal detection scheme effectively
improves the system’s bit error rate (BER) performance
through the optimization of various algorithms. However,
the traditional scheme has high computational complexity
and is easily affected by external factors, and its reliability
is still the next research focus.

Intelligent communication is considered to be an inevitable
trend in the development of wireless communications in the
future. Especially after 5G, people have higher and higher
requirements for communication quality with improved liv-
ing standards. As one of the latest trends in machine learning
and artificial intelligence, deep learning has brought profound
changes to computer vision and speech recognition [12], [13].
Deep learning has become a data analysis tool that can
be applied to various fields, including wireless communi-
cations. In [14], a deep learning scheme for channel esti-
mation and signal detection is exploited to handle wireless
OFDM channels in an end-to-end manner. For OFDM sys-
tems with noise, the authors of [15] integrate the ensemble
deep learning model with the acquired received signals from
the multi-path channel to complete channel estimation and
compensation, which can get a favorable result in BER
performance. Unlike the data-driven deep learning method,
[16] combines deep learning with the expert knowledge and
proposes a model-driven deep learning approach to replace
the existing OFDM receiver, which offers a more accu-
rate channel estimation compared with the linear minimum
mean square error method and exhibits higher data recovery
accuracy than the existing methods. Aiming at the problem
of a high peak-to-average power ratio (PAPR) in OFDM
systems, [17] introduces a PAPR reducing network (PRNet)
to determine the constellation mapping and demapping of
symbols adaptively on each subcarrier through a deep learn-
ing technique. In [18], a learning framework based on the
combination of convolutional neural network (CNN) and long

short term memory (LSTM) network is designed to achieve
CSI online prediction of historical data for 5G wireless
communication systems. Thework in [19] designs a detection
network (DetNet) by unfolding the iterations of projected
gradient descent algorithm into a network to realize state-
of-the-art performance while maintaining low computational
requirements. Based on the traditional modulation algorithm,
[20] proposes an machine learning-based adaptive modula-
tion model for a MIMO-OFDM system to adjust data rate
and reliability according to the channel condition. In [21],
a model-driven MIMO detection deep learning network is
designed by unfolding the iterative algorithm to improve
the detection performance. For large overloaded MIMO sys-
tems, [22] presents a trainable projected gradient-detector
(TPG-detector), which is a deep learning-aided iterative
detection algorithm based on the projected gradient descent
method with trainable parameters and can optimize the
trainable internal parameters with standard deep learning
techniques. Although the above research further improves the
accuracy of signal detection by introducing the deep learning
model into wireless communications systems, the detec-
tion results lack stability, and there is still much room for
improvement.

In this paper, we propose a novel scheme for signal detec-
tion based on the adaptive ensemble LSTM (AE-LSTM)
neural network, which extracts features from the received
signal of the SC-FDE system and assigns label according
to the constellation map adopted at the transmitter.
Simultaneously, the generated data set is used to train the deep
learning model and perform online testing. For the analysis
of the results of each sub-network, the received power under
different delays is selected as the adaptive factor to integrate
the results adaptively. Simulation experiments prove that the
proposed scheme is superior to the existing signal detection
schemes in BER performance.

The remainder of this paper is organized as follows.
Section II describes the structure of the SC-FDE system
and the algorithms related to signal detection. Section III
introduces the adaptive ensemble deep learning model, where
also presents the implementation of the adaptive ensemble
algorithm. The BER performance based on the proposed
scheme is simulated and discussed in Section IV. Finally,
Section V concludes the paper.

II. SC-FDE SYSTEM MODEL
The SC-FDE system model is shown in Fig.1. The data bits
are first mapped into symbols through a symbol mapping
module at the transmitter, then a CP is inserted as guard
interval between the SC-FDE symbols, and the length of the
guard interval needs to be higher than the maximum delay
spread of the wireless channel to avoid IBI [23], [24]. The
transmitted SC-FDE symbol is received through a multi-path
fading channel. The received signal can be expressed
as

y(n) = x(n) ∗ h(n)+ v(n) n ∈ [0,N − 1], (1)
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FIGURE 1. SC-FDE system model.

where x(n) denotes the transmitted SC-FDE symbol, and
h(n) denotes the CIR. Also, v(n) denotes the additive white
Gaussian noise (AWGN), and ∗ denotes the convolution oper-
ation. After removing the CP, the received signal is trans-
formed into the frequency domain by fast Fourier transform
(FFT) [25], [26], the frequency domain signal is written as

Y (k) = X (k)H (k)+ V (k) k ∈ [0,N − 1], (2)

where X (k), Y (k), H (k) and V (k) denotes the input signal,
output signal, channel frequency response (CFR) and AWGN
of the k-th sub-channel, respectively.
Channel estimation and frequency domain equalization are

the keys to the entire system. After equalization, the receiver
can obtain the time domain signal by inverse fast Fourier
transform (IFFT), and then the original signal is recovered by
symbol decision. The accuracy of channel estimation directly
affects the performance of frequency domain equalization.
Traditional pilot-based channel estimation algorithms include
LS and MMSE. LS is derived based on the least-squares
criterion, and its cost function can be written as

JLS = (Y (k)− X (k)Ĥ (k))H (Y (k)− X (k)Ĥ (k)), (3)

where Ŷ (k) denotes the signal after channel estimation.
Ĥ (k) denotes the estimated value of CFR H (k) of the k-th
sub-channel. Use Eq. (3) to take the first partial derivative
to Ĥ (k), and obtain the extreme point of JLS . Then the esti-
mated value of the frequency domain channel can be obtained
as

ĤLS = (X (k)HX (k))−1(X (k)HY (k)) = X (k)−1Y (k), (4)

The LS calculation is simple, but the performance deteri-
orates when the signal to noise ratio (SNR) is low. To avoid
the shortcomings of LS, MMSE considers the effect of noise
based on LS and reduces the channel estimation error by

smoothing the estimation results. The cost function of the
MMSE channel estimation algorithm is written as

JMMSE = E{‖H (k)− Ĥ (k)‖2}. (5)

To get the optimal value, take the first partial derivative
of JMMSE , and the minimum value ĤMMSE is obtained as

ĤMMSE = RHYRYY−1Y (k), (6)

where RHY denotes the cross-correlation matrix of the chan-
nel transmission function and the received signal, and RYY
denotes the auto-correlationmatrix of the received signal. The
estimated channel of MMSE can be obtained by combining
the above variables and formulas. The expression can be
followed as

RHY = E{H (k)Y (k)H } = RHHX (k)H , (7)

RYY = E{Y (k)Y (k)H } = X (k)RHHX (k)H + σ 2I , (8)

ĤMMSE = RHH (RHH + σ 2
w(X (k)X (k)

H )−1)−1ĤLS , (9)

where RHH denotes the autocorrelation matrix of the
channel, σ 2

w denotes the power of additive white Gaussian
noise in the channel, and I denotes the identitymatrix.MMSE
algorithm achieves better channel estimation performance
by eliminating part of the noise. However, MMSE requires
complex calculations to obtain the channel autocorrelation
characteristics in continuous time, and the power of the noise
cannot be directly obtained in the actual receiver. Besides,
the received noise amplified by the channel compensation
process also affects the performance of the system.

III. SIGNAL DETECTION SCHEME BASED ON DEEP
LEARNING ALGORITHM
A. LSTM DEEP LEARNING ALGORITHM
Figure 2 shows the signal detection scheme based on the
LSTM deep learning model. LSTM neural network is an

123516 VOLUME 8, 2020



Y. Qiao et al.: Novel Signal Detection Scheme Based on Adaptive Ensemble Deep Learning Algorithm in SC-FDE Systems

FIGURE 2. Signal detection based on LSTM deep learning model.

evolved form of the recurrent neural networks (RNN) [27].
By adding a memory cell, it solves the long-term dependence
problem in the neural network and has an excellent ability
to process time-series information [28]. Since the input is
a series of sequence data with inner-relationship of channel
information, it is better to use LSTM to learn the relation-
ship between the extracted features and the classification of
constellation points and utilize the trained model to replace a
specific module or multiple modules of the communication
system. Besides, the realization of LSTM learning ability
is to control the forgetting and remembering of information
through various types of gates. The input of the gate is a vec-
tor, and the output is a real vector between 0 and 1 obtained by
a sigmoid function and a point multiplication operation [29].
Amemory block is mainly composed of forgetting gate, input
gate, and output gate [30].

The input of the forgetting gate includes the outputHt−1 of
the previous cell and the input Xt of the current cell. Values
between 0 and 1 are generated by sigmoid function to control
the retention of information in the previous cell state. The
expression can be calculated as

ft = σ (Wf · [Ht−1,Xt ]+ bf ), (10)

where Wf and bf denotes the weight matrix and bias
term of forgetting gate, respectively. [Ht−1,Xt ] denotes the
input vector connected by vector Ht−1 and vector Xt . Also,
σ (·) denotes the sigmoid activation function.

The cooperation of the input gate layer and tanh function
determines how much new information is added to the cell

state. This process is mainly achieved in two steps. First,
the input gate layer determines how much information from
[Ht−1,Xt ] is updated, and obtain a new candidate cell infor-
mationC∗t through the tanh layer. Then, combining the output
ft of forgetting gate and the output it of input gate layer to
update the old cell state Ct−1 to Ct . The formula can be
expressed as

it = σ (Wi · [Ht−1,Xt ]+ bi), (11)

C∗t = tanh(Wc · [Ht−1,Xt ]+ bc), (12)

Ct = ft ∗ Ct−1 + it ∗ C∗t , (13)

where Wi and bi denotes the weight matrix and bias term of
the input gate, respectively. Also,Wc and bc denote the weight
matrix and bias term of cell state, respectively.

The output gate can determine the value of the next hidden
state. ot is obtained by passing the previous hidden stateHt−1
and the current input Xt to sigmoid function. Meanwhile,
Ct is passed to the tanh activation function, and that result
is multiplied with ot to determine the information that the
hidden state should carry. The formula can be expressed as

ot = σ (Wo · [Ht−1,Xt ]+ bo), (14)

Ht = ot ∗ tanh(Ct ), (15)

where Wo and bo denotes the weight matrix and bias term of
cell state, respectively. In the signal detection model, a fully
connected layer with softmax as the activation function is
connected behind the LSTM network for classification of
constellation points, the formula of the softmax activation
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function is expressed as

Softmax(zx) =
ezx∑t
c=1 e

zc
, (16)

where t denotes the number of categories, x denotes a cate-
gory in c (c = 1, 2, · · · , t), and zx denotes the output value of
the x-th category. The softmax function can convert the output
value of multiple classifications into a probability distribution
with a range of [0, 1] and a sum of 1.

Two stages of offline training and online testing are
required to build the LSTM deep learning model for chan-
nel estimation and signal detection. In the offline training
stage, the SC-FDE system generates the training set under
different SNRs, where the features are extracted from the
FFT-processed received signal, and the labels are assigned
according to the constellation map adopted at the transmitter.
The purpose of model training is to learn the channel charac-
teristic information and convert the values of neurons in the
output layer to constellation points by continually updating
the network parameters. In the experiment, adaptive moment
estimation (Adam) is selected as the optimizer to update the
weight and bias of the network. We choose the cross-entropy
function as the loss function. The loss function is calculated
as

L = −
n∑
i=1

Ci log(Ĉi), (17)

where Ci denotes the label of constellation points, and
Ĉi denotes the model’s prediction value. In the online test
stage, using the trained deep learning model instead of chan-
nel estimation and frequency domain equalization process to
achieve signal detection.

B. ADAPTIVE ENSEMBLE ALGORITHM
Figure 3 shows the signal detection scheme based on the
AE-LSTM deep learning model. The LSTM-based signal
detectionmodel takes the extracted features from the received
signal after removing the CP and FFT as the input of a
single neural network. However, the ensemble-based model
assigns the received SC-FDE symbol to the input layer of
each sub-network.Meanwhile, the number of sub-networks is
equal to the number of multi-path channels. Figure 4 shows
the receive power characteristic under different delays. For
m independent parallel channels with Gaussian additive
noise, the receive power Pm varies with different delay
(t1∼ tm).More precisely, the power value gradually decreases
with the increase of delay time. To improve the performance
of the ensemble model, we select the received power under
different delays as the adaptive factor. The adaptive coef-
ficient can be obtained according to the proportion of a
certain received power in the total power. The final result is
calculated by combining the output of the sub-network. The
specific algorithm implementation is expanded below.

The number of multi-path channels and sub-carriers in the
AE-LSTM scheme is set to m and n, respectively, so the

FIGURE 3. Signal detection based on AE-LSTM deep learning model.

FIGURE 4. Receive power characteristics under different delays.

received power of n sub-carriers of m channels can be
expressed as

P =


P11 P12 · · · P1n
P21 P22 · · · P2n
...

...
. . .

...

Pm1 Pm2 · · · Pmn

. (18)

where Pij denotes the entry of the power matrix P,
i = 1, 2, · · · ,m, j = 1, 2, · · · , n. Therefore, the adaptive
coefficient Aij of the j-th sub-carrier of the i-th channel can

123518 VOLUME 8, 2020



Y. Qiao et al.: Novel Signal Detection Scheme Based on Adaptive Ensemble Deep Learning Algorithm in SC-FDE Systems

be obtained as

Aij =
Pij
m∑
i=1

Pij

, (19)

where
m∑
i=1

Pij denotes the sum of power value for the j-th

sub-carrier of received SC-FDE symbol through each multi-
path. The detection result of the j-th sub-carrier through the
i-th sub-network is represented by a matrix with NP rows
and 1 column, which consists of 0 and 1. NP represents the
maximum value of the constellation point. If the detected
constellation point is Cx , the value of the x-th element in
the matrix is 1, and the other elements are 0. The detec-
tion results Cx of each sub-network corresponding to the
sub-carrier is combined by matrix D, and Aij is used as
the coefficient of Dij. After adding the adaptative factor,
the detected constellation points of the j-th sub-carrier can
be expressed as

Wx = argmax
x

(
m∑
i=1

Aij
⊙

Dij), (20)

where argmax() denotes the operation of searching the
maximum value in (),

⊙
represents point multiplication.

Therefore, the estimation symbols of the j-th sub-carrier
based on the ensemble model are shown as

Ŷj = CWx , (21)

In the adaptive ensemble model, the network continuously
adjusts the value of adaptive coefficient according to the
amount of the received power in different multi-paths and
realizes the adaptive ensemble of detection results of sub-
networks through comprehensive analysis, which not only
enhances the reliability of signal detection effectively but also
the adaptability of SC-FDE system. Although the complexity
of the network increases with the number of sub-carriers and
the constellation size, this conclusion is only valid in the
offline training stage, such as the extension of training time,
which has little impact on the online testing stage.

IV. EXPERIMENT AND ANALYSIS
In this section, we verify the performance of signal detection
based on deep learning scheme through several different sets
of comparative experiments. Experimental data is generated
by MATLAB2019a simulation based on the WINNER II
channel model, which uses a carrier frequency of 2.6 GHz and
the number of paths of 7 is considered. The SC-FDE system
contains 64 sub-carriers, and the length of the inserted CP
is 16. The channel autocorrelation matrix used in the simula-
tion is represented by a matrix of 64 rows and 64 columns,
which is calculated in advance according to the selected
channel model. Meanwhile, the input dimension and output
dimension of the LSTM deep learning model are equal to the
number of sub-carriers and constellation points, respectively.
The number of samples of the training set, verification set,

and test set used in the offline training process is 10000, 2000,
and 1000, respectively. The detailed simulation parameters of
the LSTM deep learning model are shown in Table 1.

TABLE 1. Simulation parameters of LSTM deep learning model.

A. PERFORMANCE COMPARISON ANALYSIS OF LSTM
DEEP LEARNING SCHEME
The performance of signal detection is affected by different
modulation methods selected at the transmitter. Generally
speaking, the BER performance of signal detection decline
with the increase of constellation points. Conventional
modulation methods include orthogonal phase-shift keying
(QPSK), 8PSK, 16 quadrature amplitude modulation
(16QAM), and 64QAM. Also, each modulation method has
a corresponding constellation map. Since the BER perfor-
mance comparison of different modulation methods needs
to be in the same power state, the constellation maps are
normalized. The comparison of BER performance under
different modulation methods is shown in Fig. 5. It can be
seen from Fig. 5 that the SNR of MMSE scheme based on
QPSK, 8PSK, 16QAM, and 64QAM is more than 35dB at a
BER of 10−4, while that of LSTM scheme is about 23.0dB,
28.3dB, 34.1dB, and 35dB+, respectively. Besides, the fewer
the constellation points, the higher the detection accuracy.

FIGURE 5. BER performance under different modulation methods.

VOLUME 8, 2020 123519



Y. Qiao et al.: Novel Signal Detection Scheme Based on Adaptive Ensemble Deep Learning Algorithm in SC-FDE Systems

To study the impact of the pilot number on signal detec-
tion, QPSK is selected as the modulation mode of the signal
to be sent, and the signal detection performance when the
number of pilots is 8 and 64 is detected under the same
conditions. As shown in Fig. 6, when inserting 64 pilots
into SC-FDE symbols, the MMSE scheme has better signal
detection performance than the LS-based method, because
it utilizes the known channel statistical characteristics. Still,
the LSTM based deep learning scheme has almost the same
performance as an MMSE scheme with lower computational
complexity. When the pilot number is 8, the signal detection
performance of LS and MMSE is obviously affected by the
decrease in channel information. As shown in Table 2, except
for the LSTM-based scheme, which has an SNR of 23.3dB at
a BER of 10−4, the SNR of the other two traditional methods
exceeds 35dB under the same situation, indicating that the
deep learning scheme is less affected by the number of pilots
and has stronger robustness.

FIGURE 6. BER performance under different pilot number.

TABLE 2. BER performance under different pilot number.

CP can eliminate IBI, but the addition of CP also leads to a
decrease in spectrum utilization. Figure. 7 shows the impact
of CP on BER performance. It can be seen from Fig. 7 that
in the case of CP removal, the SNR of the traditional channel
estimation method is more than 35dB when satisfies the BER
of 10−4, while that of the LSTM deep learning scheme is
about 25.8dB under the same conditions. After adding CP,
the LSTM scheme has better performance, which is about
2.5dB lower than the model without CP. It is indicated that the
deep learning scheme can reduce IBI by analyzing channel
characteristics.

FIGURE 7. Impact of CP on BER performance.

Due to the interference of various environmental factors in
the real signal transmission, the number of paths in the offline
training stage and online testing stage may be different. For
this reason, the number of paths used in the offline training
stage is 7, and that used to detect signals in the online testing
stage is 4, 7, 10, respectively. As shown in Fig. 8, the BER
performance under the different number of paths is approx-
imately the same, indicating that the change of path number
has no noticeable impact on the performance of SC-FDE
symbol detection. Therefore, the different number of paths
only lead to a change in computational complexity and has no
significant effect on system performance. The same applies to
the setting of the number of sub-carriers.

FIGURE 8. BER performance under number of paths.

B. PERFORMANCE COMPARISON ANALYSIS OF ADAPTIVE
ENSEMBLE SCHEME
The AE-LSTM deep learning scheme improves the adapt-
ability of signal detection by adding the received power with
different delays as the adaptive factor to each LSTM sub-
network. As shown in Fig. 9, the BER performance of signal
detection based on the LSTM model is better than that of
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FIGURE 9. BER performance of AE-LSTM scheme.

the AE-LSTM model when SNR is less than 15dB. But the
performance at this time is more than 10−2, which is far from
meeting the requirements of 5G communication since 5G
communication needs to achieve high rates and lowBER. The
reason for the poor performance of the AE-LSTM scheme at
low SNR is that the proposed scheme can work effectively
only when each sub-network meets a certain performance
level. Table 3 shows the BER performance comparison under
different modulation methods. When BER is 10−4, the SNR
of the AE-LSTM scheme is about 1.7dB, 4.1dB, 3.8dB and
2.0dB+ lower than that of the scheme based on LSTM for
QPSK, 8PSK, 16QAM, and 64QAM, respectively, and with
the increase of SNR, the BER curve still has a significant
downward trend.

TABLE 3. BER performance under different modulation methods.

Figure 10 compares the BER performance of the proposed
scheme with the deep learning scheme based on the full
connection deep neural network (FC-DNN) in [14] and the
ComNet-FC in [16]. The comparison experiment is carried
out under 64QAM modulation, so we modify the number of
output neurons of FC-DNN in [14] to 48 to make it suitable
for the data transmission rate of 64QAM. From Fig. 10,
it can be found that the performance curves of the four signal
detection schemes are very close when the SNR is less than
20dB. As the SNR increases, the curve decline trend of the
proposed scheme is higher than that of the compared scheme.

FIGURE 10. BER performance of different deep learning scheme.

When the BER is 10−3, the SNR of the LSTM-based method
is 1.5dB and 0.5dB lower than FC-DNN and ComNet-FC,
respectively, but there is still a 1dB gap with the AE-LSTM
scheme. In the same situation, the SNR of the AE-LSTM
is 35.5dB, which is 2.5dB and 1.5dB lower than FC-DNN
and ComNet-FC, respectively. Meanwhile, the experimental
results show that the higher the SNR, the advantages of the
AE-LSTM-based scheme more evident than the other two
schemes.

As analyzed by PartA, CP affects the performance of
signal detection scheme based on deep learning technology.
Figure 11 compares the BER performance of the proposed
scheme and the competing scheme with CP removed. From
the figure, the BER curve of the LSTM scheme and the
ComNet-FC scheme almost overlap, while the LSTM scheme
is slightly lower and the BER when the curve tends to be
stable is about 0.01 lower than that of the FC-DNN. Although
the BER performance of all signal detection schemes is worse
than the case with CP, the AE-LSTM scheme is still the most
advantageous. When the SNR exceeds 30dB, AE-LSTM has

FIGURE 11. BER performance of different deep learning schemes
without CP.

VOLUME 8, 2020 123521



Y. Qiao et al.: Novel Signal Detection Scheme Based on Adaptive Ensemble Deep Learning Algorithm in SC-FDE Systems

about 0.35 BER and 0.5 BER of FC-DNN and ComNet-FC,
respectively, indicating that AE-LSTM has better ability to
resist IBI than the competition scheme when CP is removed.

V. CONCLUSION
To reduce the complexity and obtain a more reliable signal
detection performance, we propose a novel signal detection
scheme based on AE-LSTM deep learning model in the
SC-FDE system. This scheme combines wireless communi-
cation theory with a deep learning model and generates data
through simulation of a channel model for neural network
training. In the offline training stage, different sub-carriers
of SC-FDE symbols are introduced into multiple LSTM
sub-networks for self-learning, and the output of each sub-
network is adaptively ensemble by using the received power
as the adaptive factor. In the online test stage, the trained deep
learning model is adopted instead of channel estimation and
frequency domain equalization to achieve signal detection.
The simulation results show that the AE-LSTM model has
better ability of long-term memory and analysis for the
characteristics of the channel with a small number of pilots
and CP removal. Compared with traditional schemes and
similar deep learning schemes, the proposed signal detection
scheme has strong adaptability and reliability. However,
since the deep learning model used in the proposed signal
detection scheme takes a long time to train, a novel feature
information processing method or an improved deep learning
algorithm is required on the premise of ensuring the detection
performance.
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