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FIGURE 1. Joint angles of the Industrial robot under operation.

In the above article [1], unfortunately, errors were created
whenwe plotted the graphs in Figure 7. The corrected graph is
shown in the Figure 1 and had no influence on the discussion
and conclusions in the article.

In addition, a sentence contained an error in Row 17
of Page 47074. It currently reads as ‘‘density-based methods

like K-Nearest Neighbors (KNN) [21] and distance-based
methods [20] may work well yet face the constraints of
time and computational loadwhen handling high dimensional
data.’’ The correct sentence is ‘‘Euclidean distance-based
methods like K-Nearest Neighbors (KNN) [21] and Maha-
lanobis distance-based methods [20].’’

There was an error in the first sentence of the last paragraph
in the above article [1], which currently reads as ‘‘Although
CNN is mostly applied for analyzing images, it is also suc-
cessfully explored in multivariate time series data [22].’’
Unfortunately, it is incorrectly quoted. The correct reference
should be [2].

In Row 17 of Page 47075, the sentence is ‘‘The approx-
imation posterior distribution qφ(z|x) and the decoding dis-
tribution pθ (x|z) are designed to be multivariate Normal
with diagonal co-variance matrix N(µz, σ

2
zI).’’ The cor-

rect sentence is ‘‘The approximation posterior distribution
qφ(z|x) and the decoding distribution pθ (x|z) are designed
to be multivariate Normal with diagonal co-variance matrix
N(µz, σ

2
zI) and N(µx, σ

2
xI).’’
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