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ABSTRACT Let p be an odd prime, and Fpm is the finite field of pm elements. In this paper, all maximum
distance separable (briefly, MDS) cyclic and negacyclic codes of length 2ps over Fpm are established. As an
application, all quantum MDS (briefly, qMDS) codes are constructed from cyclic and negacyclic codes of
length 2ps over finite fields using the Calderbank- Shor-Steane (briefly, CSS) and Hermitian constructions.
These codes are new in the sense that their parameters are different from all the previous constructions.
Furthermore, quantum synchronizable codes (briefly, QSCs) are obtained from cyclic codes of length 2ps

over Fpm . To enrich the variety of available QSCs, many new QSCs are constructed to illustrate our results.
Among them, there are QSCs codes with shorter lengths and much larger minimum distances than known
primitive narrow-sense Bose–Chaudhuri–Hocquenghem (briefly, BCH) codes.

INDEX TERMS Cyclic codes, repeated-root codes, Hamming distance, MDS codes, quantum MDS codes,
quantum synchronizable codes.

I. INTRODUCTION
Let p be a prime number andFpm a finite field. An [n, k] linear
code C over Fpm is a k-dimensional subspace of Fnpm .A linear
code C of length n over Fpm is called a λ-constacyclic code if
it is an ideal of the quotient ring

Fpm [x]
〈xn−λ〉 , where the generator

polynomial g(x) is the unique monic polynomial of minimum
degree in the code, which is a divisor of xn − λ. If λ = 1,
those λ-constacyclic codes are called cyclic codes, and when
λ = −1, such λ-constacyclic codes are called negacyclic
codes. Cyclic and negacyclic codes are interesting from both
theoretical and practical perspectives which have been well
studied since the late 1960’s.

Cyclic codes are the most studied of all codes. Many
well-known codes, such as BCH, Kerdock, Golay, Reed-
Muller, Preparata, Justesen, and binary Hamming codes, are
either cyclic codes or constructed from cyclic codes.

A linear code C is a cyclic code if τ (C) = C , where
τ is a cyclic shift defined as τ (x0, x1, . . . , xn−1) = (xn−1,
x0, x1, · · · , xn−2) for all x = (x0, x1, . . . , xn−1) ∈ C .
Cyclic codes are attractive because they are easy to encode
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and decode. They are especially fast when implemented in
hardware. Therefore, cyclic codes are a good option for many
networks.

Cyclic codes over finite fields were first studied in the
late 1950s by Prange [69]. However, most of the research
is concentrated on the situation when the code length is
relatively prime to the characteristic of the field F. The
case when the code length n is divisible by the charac-
teristic p of the field yields the so-called repeated-root
codes, which were first studied since 1967 by Berman [3].
Recently, Dinh, in a series of papers ( [17], [18]), deter-
mined the generator polynomials of all constacyclic codes of
lengths 2ps, 3ps and 6ps over Fpm . Dual constacyclic codes
of these lengths were also discussed. In [10], Dinh et al.
studied repeated-root constacyclic codes of length lps

over Fpm .
Given a code with the parameters [n, k, dH]q, then n, k, dH

must satisfy the Singleton bound [61], i.e., k ≤ n − dH+1.
If k = n− dH+1, then the code is called anMDS code. If we
fix n and k , then an MDS code has the greatest detecting and
error-correcting capabilities. Therefore, the problem of con-
structing maximum distance separable codes is an important
topic in coding theory.
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With the realization in the 1980s by Deutsch [15], comput-
ers that use the interference and superposition principles of
quantum mechanics might be able to solve certain problems,
including prime factorization, exponentially faster than clas-
sical computers. In classical information theory, information
is represented by bits which take two values 0 and 1. In quan-
tummechanics, quantum bits (briefly, qubit) are replacements
for bits. Similar to classical bits, qubits can be stated as |ϕ〉 =
α|0〉 + β|1〉, where α and β are complex numbers satisfying
the condition |α|2 + |β|2 = 1. It is well-known that a
complex square matrix U is unitary if its conjugate transpose
U? satisfies U?U = UU?

= I , where I is the identity
matrix. Quantum gates are represented by unitary matrices.
This means that a gate acts on n qubits that are represented
by a 2n × 2n unitary matrix because the number of qubits in
the input and output of the gate are equal. The quantum states
that the gates act upon are vectors in 2n complex dimensions.
A qubit can be realized in many different physical systems

such as atoms, ions, photons, etc. The most prominent phys-
ical realization of a qubit given in a quantum communication
network is with photons. Using photons, in quantum com-
munication, the two values 0 and 1 of a bit can be encoded in
many different ways. In a quantum computer, two qubits 0
and 1 can also represent four states (00, 01, 10, or 11).
However, the qubits can represent all four states 00, 01, 10, 11
at the same time while classical computers always run by one
state. This is themain difference between quantum computers
and classical computers. If we addmore qubits into a quantum
computer, its speed grows exponentially. For mathematical
computations, in general, if we have n qubits for quantum
computers, we can simultaneously represent 2n states in a
computation. For example, if we have 64 qubits, quantum
computers give us 264 = 18.446.744.073.709.551.616 states
at the same time. If we use 64 classical bits, classical com-
puters represent 264 states, but it can only represent one state
at a time. Hence, a classical computer needs to take about
300 years to complete 264 states since the speed of a modern
personal computer is around two billion states per second.
Therefore, quantum computers could solve problems which
are ‘‘practically impossible’’ for classical computers. But
to get that exponential speed-up, all the qubits are linked
together in a process called quantum entanglement.
Quantum entanglement is a physical phenomenon in

which the quantum states of multiple subsystems cannot
be described independently of each other, even though the
subsystems are spatially separated. The creation of increas-
ingly large entangled states is very important in quantum
information. Entangled states have been intensively studied
by many authors [4], [52], [63], [70], [71], [87]. Two-particle
entanglements have been demonstrated experimentally by
Kwiat et al. [52] in 1995 while Bouwmeester et al. [4] studied
three-entangled photons in 1999. The main idea in [4] was to
transform two pairs of entangled photons into three entangled
photons and a fourth independent photon. However, themaxi-
mal number of entangled photons has been limited to six until

2012 ( [63], [70], [71], [87]). In 2012, by a study of Yao et al.,
eight-photon entanglement was considered and created [93].

One of the problems against the feasibility of quantum
computation appears to be the difficulty of eliminating errors
caused by inaccuracy and decoherence. Since the classical
error-correcting techniques based on redundancy or repe-
tition codes seemed to contradict the quantum no-cloning
theorem, classical error-correcting codes can not be used in
quantum computation. Therefore, quantum error-correcting
codes (briefly, QEC codes) are proposed to protect quan-
tum information from errors due to the decoherence and
other quantum noise. QEC codes were first introduced by
Shor in 1995 [83]. Many good QEC codes were constructed
from Hamming codes, BCH codes and Reed-Solomon codes.
Although the theory of QEC codes is quite different from the
theory of classical error-correcting codes, Calderbank et al.
transformed the problem of finding QEC codes from classical
error-correcting codes over GF(4) [9]. Calderbank et al. also
introduced a method to construct QEC codes from classical
error-correcting codes [9]. After that, some researchers con-
structed QEC codes from classical codes such as Hamming,
BCH and Reed-Solomon codes [8], [32], [33].

The study of QEC codes has developed rapidly in
recent years. After the publications of several founda-
tion papers [2], [8], [53], [83], [85], which were the key
theoretical development, in rapid succession, QEC codes
have been studied extensively. There have been many
results on the structure, properties and operation of QEC
codes [2], [9], [13], [35], [50]. In the last several years, CSS,
Hermitian constructions are used to construct some classes of
QEC codes.

Recently, entanglement-assisted quantum error-correcting
(briefly, EAQEC) codes are considered as a new research
direction of quantum coding theory. EAQEC codes which
are QEC codes with the pre-shared entanglement between
the sender and the receiver, were introduced by Brun et al.
in 2006 [6]. Let Q be an [[n, k, d; c]]q EAQEC code. Then Q
encodes k logical qubits into n physical qubits with the help
of c pairs of maximally entangled Bell states (c is called an
entanglement bit (briefly, ebit)), and corrects up to at least
d
d−1
2 e-quantum errors, where d is the Hamming distance of

the code. Entanglement can provide a way for QEC codes to
achieve higher rates than the ones obtained via a traditional
way. However, the ebit c of EAQEC codes is difficult to
calculate. In recent years, a lot of research work has been
done for the construction of EAQEC codes and several new
families of EAQEC codes have been found by employing
different methods [12], [39], [56], [57], [88], [89].

The theory of QEC codes can be extended to asymmet-
ric quantum channels. Asymmetric quantum error-correcting
(briefly, AQEC) codes were first introduced by Ioffe and
Marc in 2007 [41]. They proved that in physical systems
the noise is typically asymmetric. Therefore, AQEC codes
are proposed to take advantage of the asymmetry in physical
qubits. Ioffe and Marc constructed AQEC codes from BCH
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and the low-density parity- check (LDPC) codes. They also
proved that these codes have good parameters in terms of rate
and distance. After that, in [21]–[23], [37], [38], some AQEC
codes were constructed.

Since qMDS codes have great applications in quantum
computation and quantum communication, constructing
qMDS code has become a hot topic in coding theory. In clas-
sical coding theory, there are two main methods to construct
the qMDS codes. Applying graph theory, some authors can
also construct qMDS codes [31], [40], [75], [76]. How-
ever, the construction process seems difficult. The other
method is to construct MDS codes by the known classical
codes. Using stabilizer codes, algebraic geometric codes,
classical self-orthogonal codes, Hermitian and Euclidean
self-orthogonal codes, and generalized RS codes, some QEC
codes were constructed [11], [36], [46]. By approaching
from classical self-orthogonal codes over F2 or F4, Calder-
bank and Shor [8] showed that the construction of QEC
codes can be found. After the realization in the 1990s by
Calderbank et al. [9] that QEC codes can construct from clas-
sical codes, classical codes are used to obtain some goodQEC
codes. In the paper of Guardia [36], a class of QEC codes is
constructed by cyclic codes. Kai and Zhu [46] provided two
new classes of qMDS codes from negacyclic codes. However,
the codes given by Guardia [36] and Kai and Zhu [46] have
parameters with dH ≤

q
2 + 1. In 2014, Chen et al. [11]

studied MDS constacyclic codes by using dual containing
codes which are good parameters. Recently, some new qMDS
codes are constructed in [24], [81], [82], [92], [94], and [74].

An [[n, k]] QEC code is a coding scheme that encodes k
logical qubits into n physical qubits. As in the classical case,
n and k are the length and dimension of the code, respectively.
Typically, QEC codes are designed to correct the effects of
bit errors and phase errors caused by Pauli operators X and
Z respectively under the assumption that both bit error due
to X and phase error due to Z may occur on the same qubit.
An (al, ar )−[[n, k]] QSC is an [[n, k]] QEC code that corrects
not only bit errors and phase errors but also misalignment to
the left by al qubits and to the right by ar qubits for some
non-negative integers al and ar .
In 2013, QSCs were first introduced by Fujiwara [25]

that correct both quantum noise and block synchronization
errors. Block synchronization (or frame synchronization) is
an important problem in virtually any area in classical digital
communications to ensure that the information transmitted
can be correctly decoded by the receiver. In order to do
so, existing classical synchronization techniques commonly
require that the information receiver or processing device
constantly monitors the data to exactly identify the inserted
boundary signals of an information block (see, [5], [77]).
Quantum block synchronization is also significant because
the block structure is typically used in quantum information
coding ( [54], [65]) as in classical domain and procedures
for manipulating it demands precise alignment ( [26], [68]).
Unfortunately, since measurement of qubits usually destroys
their contained quantum information, quantum analogs of

the above methods given in [5], [77] don’t apply. How-
ever, in [25], QSCs are proposed to be functioning well,
which allows for extracting the information about the mag-
nitude and direction of misalignment and simultaneously
correcting the Pauli errors on qubits, with nondisturbing
measurement involved. In the coding scheme, QSCs can
be constructed from a pair of dual-containing cyclic codes
with one contained in the other. Motivated by [5] and [77],
Luo and Ma [59] proposed a general construction of QSCs
with CSS structure from classical dual-containing cyclic
codes and obtained a distance bound using a rational function
for the proposed QSCs.

Quantum noise is described by operators that act on qubits,
with the most general model being the linear combinations
of the Pauli operators I , X ,Y , and Z acting on each qubit
individually. As ameasure of the ability to correct Pauli errors
of the QSCs, the minimum distance of a cyclic code is shown
to be confined by several bounds. So, the find for better
bounds is still one of the central problems in classical coding
theory. Repeated-root cyclic codes may greatly help solving
the above problems, and therefore, be a good ingredient for
constructing QSCs.

Motivated by these, in this research, we study MDS cyclic
and negacyclic codes of length 2ps over Fpm . We list all MDS
cyclic and negacyclic codes of length 2ps over Fpm . We also
give some examples to illustrate. As an important application,
we construct all qMDS codes from cyclic and negacyclic
codes of length 2ps over Fpm using the CSS and Hermitian
constructions.We establish all qMDS codes constructed from
dual codes of cyclic and negacyclic codes of length 2ps

over Fpm . Furthermore, we also construct QSCs from cyclic
codes of length 2ps over Fpm .

The rest of our paper is organized as follows. Section 2
gives some preliminaries and notations. Section 3 provides
all MDS cyclic and negacyclic codes length 2ps over Fpm .
Section 4 focuses on constructing qMDS codes from cyclic
and negacyclic codes of length 2ps over Fpm using the CSS
and Hermitian constructions. Section 5 constructs QSCs from
cyclic codes of length 2ps over Fpm .

II. PRELIMINARIES
Let Fpm be a finite field, p be an odd prime, and m and s be
positive integers. A code of length n over Fpm is a nonempty
subset C of Fnpm . If a nonempty subset C is a vector space
over Fpm , then C is called a linear code. For an invertible 3
of Fpm , the3-constacyclic (3-twisted) shift τ3 on Fnpm is the
shift

τ3(x0, x1, . . . , xn−1) = (3xn−1, x0, x1, · · · , xn−2).

If τ3(C) = C , then C is a 3-constacyclic code.
The following fact is well-known in [61].
Lemma 1 ( [61]): A linear code C of length n is

λ-constacyclic over Fpm if and only if C is an ideal of
Fpm [x]
〈xn−λ〉 .

Let C = (c0, c1, . . . , cn−1) be a codeword. Then we have
a bijective correspondence between C and the polynomial
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TABLE 1. The Hamming distance dH (Ci;j ).

c(x) = c0 + c1x + · · · + cn−1xn−1 ∈
Fpm [x]
〈xn−3〉 . From this,

a linear code C of length n over Fpm is a3-constacyclic code
of length n over Fpm if and only if C is an ideal of

Fpm [x]
〈xn−3〉

(cf. [67]).
Given n-tuples

e = (e0, e1, . . . , en−1), t = (t0, t1, . . . , tn−1) ∈ Fnpm ,

the inner product (dot product) of two vectors e, t is expressed
as follows:

e · t = e0t0 + e1t1 + · · · + en−1tn−1,

evaluated in Fpm . If e · t = 0, then two vectors e, t are called
orthogonal. Dual code of a linear code C over Fpm , denoted
by C⊥, is defined as follows:

C⊥ = {e ∈ Fnpm | e · t = 0, ∀t ∈ C}.

The dual of a3-constacyclic code is given in the following
result.
Proposition 2 (cf. [16]): The dual of a3-constacyclic code

is a 3−1-constacyclic code.
Cyclic codes of length 2ps over Fpm are ideals of the

principal ideal ring

R1 =
Fpm [x]
〈x2ps − 1〉

.

Cyclic codes of length 2ps over Fpm are investigated in [17,
Theorem 4.1].
Theorem 3 [17, Theorem 4.1]: Cyclic codes of length 2ps

over Fpm are 〈(x − 1)i(x + 1)j〉 ⊆ R1, where 0 ≤ i,
j ≤ ps. Each code Ci,j = 〈(x−1)i(x+1)j〉 contains pm(2p

s
−i−j)

codewords, its dual is C⊥i,j = 〈(x − 1)p
s
−i(x + 1)p

s
−j
〉.

Negacyclic codes of length 2ps over Fpm are ideals of the

finite ring R−1 =
Fpm [x]
〈x2ps + 1〉

. In [17], all negacyclic codes

of length 2ps over Fpm are completely determined.
Theorem 4 [17, Theorem 3.2]:

(a) If pm ≡ 1 (mod 4), then negacyclic codes of
length 2ps over Fpm are of the form 〈(x − γ )i(x +
γ )j〉 ⊆ R−1, where γ 2

= −1 and 0 ≤ i, j ≤
ps. Each code Ci,j = 〈(x − γ )i(x + γ )j〉 contains
pm(2p

s
−i−j) codewords, its dual is C⊥i,j = 〈(x −

γ )p
s
−i(x + γ )p

s
−j
〉.

(b) If pm ≡ 3 (mod 4), then negacyclic codes of
length 2ps over Fpm are of the form 〈(x2 + 1)i〉 ⊆
R−1, where 0 ≤ i ≤ ps. Each codeCi = 〈(x2 + 1)i〉

contains p2m(p
s
−i) codewords, its dual is C⊥i =

Cps−i = 〈(x2 + 1)p
s
−i
〉.

We made the convention that the distance of the zero
code is 0. Let e, t ∈ Fnpm be two vectors. The Hamming
distance between e and t , denoted by dH (e, t), is the number
of coordinates in which e and t differ. For a codeC containing
at least two words, the Hamming distance of the code C,
denoted by dH(C), is

dH(C) = min{d(e, t), e, t ∈ C, e 6= t}.

If pm ≡ 3 (mod 4), then the Hamming distance dH(Ci) is
determined in [58, Theorem 7.9].
Theorem 5 [58, Theorem 7.9]: If pm ≡ 3 (mod 4), then

the negacyclic codes of length 2ps over Fpm are of the form
Ci = 〈(x2 + 1)i〉 for i = 0, 1, . . . , ps. Moreover, its Ham-
ming distance dH(Ci), as shown at the bottom of the next
page.

In [66], the Hamming distances of all non-trivial cyclic
codes of length 2ps over Fpm were provided. The parameters
1 ≤ β ′ ≤ β ≤ p − 2, 1 ≤ τ (2) < τ (1) ≤ p − 1, 1 ≤
τ, τ (3), τ (4) ≤ p− 1, 1 ≤ k ≤ s− 1, 1 ≤ k ′ < k ≤ s− 1 are
integers. If i ≥ j, its Hamming distance dH(Ci,j), as shown
at the bottom of the next page, is completely determined in
[66, Theorem 2] (Table 1 in our paper). The Hamming dis-
tances of cyclic codes of length 2ps over Fpm are simplified
into a better representation in [19] as follows:

The theory of QEC codes is a key part of quantum infor-
mation theory. For a long time, the problem of how to protect
information from quantum noise is very difficult to give a
solution. However, by discovering of the first QEC codes
introduced by Calderbank and Shor [8], a series of great
progresses in QEC codes is provided.

Let q be a prime power and let Hq(C) be a q-dimensional
Hilbert vector space. We denote Hn

q (C) = Hq(C) ⊗ · · · ⊗
Hq(C) (n times). Then Hn

q (C) is a qn-dimensional Hilbert
space. We recall the definition of QEC codes.
Definition 6 [72]: A quantum code of length n and dimen-

sion k over Fq is defined to be a qk dimensional subspace of
Hn
q (C) and simply denoted by [[n, k, dH ]]q, where dH is the

Hamming distance of the quantum code.
We finish this section by the following lemma.
Lemma 7: Let 0 < n ∈ N. Then there are (n+2)(n+1)

2 pairs
of non-negative integers a, b satisfying a+ b ≤ n.

Proof: If a = 0, then we have n + 1 choices for b.
If a = 1, then we have n choices for b. In general, for any
a = i, where 0 ≤ i ≤ n, there are n − i + 1 choices for b,
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i.e., b can be any integer from 0 to n − i. Hence, there are
1+2+3+· · ·+n+(n+1) = (n+2)(n+1)

2 pairs of non-negative
integers a, b such that a+ b ≤ n. �

III. MDS CYCLIC AND NEGACYCLIC CODES OF
LENGTH 2ps OVER Fpm

The Singleton bound relates the parameters of a code as fol-
lows: |C| ≤ pm(n−dH(C)+1) [73]. The proof of the binary case
for the Singleton Bound was first introduced by Komaniya
in 1954 [51]. After that, Joshi [42] continued to consider
this problem. In [14], Denes and Keedwell showed that
the proof of Joshi is also true for the general q-ary case.
A code C satisfying |C| = pm(n−dH(C)+1) which is called
an MDS code. It implies that if we fix n and k , then
an MDS code has the greatest error-correcting and detect-
ing capabilities. Results on MDS codes were first provided
by Bush [7]. In 1960, Silverman [84] also gave several
interesting results on MDS codes. In [34], by using Latin
squares and hypercubus, Golomb and Posner constructed
many MDS codes. Motivated by Silverman’s work in 1960,
Maneri and Silverman [62] proved some results on linear and
generalMDS codes in 1966. Theweight enumerator for linear
MDS codes was also studied by many authors (for examples,
[61], [86]). In 2005, ElKhamy and McEliece [20] introduced
the weight enumerator of linear MDS codes.

We see that the dimension of a negacyclic codeCi = 〈(x2+
1)i〉 is 2ps − 2i, where pm ≡ 3 (mod 4) and 0 ≤ i ≤ ps.
Applying the Singleton Bound,Ci is anMDS negacyclic code
if and only if 2i = dH(Ci)− 1. We consider 3 cases, namely,
i = 0, ps − ps−k1 + βps−k1−1 + 1 ≤ i ≤ ps − ps−k1 + (β +
1)ps−k1−1 and i = ps.

Case 1: i = 0. Then we have dH(C0) = 1. Hence,
C0 is an MDS negacyclic code.
Case 2: ps − ps−k1 + βps−k1−1 + 1 ≤ i ≤ ps −
ps−k1 + (β + 1)ps−k1−1. In this case, we have

2i ≥ 2(ps − ps−k1 + βps−k1−1 + 1)

= 2(ps−k1 (pk1 − 1)+ βps−k1−1 + 1)

= 2p(pk1 − 1)+ 2β + 2

≥ 2(β + 2)pk1 − 2(β + 2)+ 2β + 2

= 2(β + 2)pk1

> (β + 2)pk1 − 1 = dH(Ci)− 1.

Hence, Ci = 〈(x2 + 1)i〉 is not an MDS negacyclic
code when ps − ps−k1 + βps−k1−1 + 1 ≤ i ≤ ps −
ps−k1 + (β + 1)ps−k1−1.
Case 3: i = ps. Then we see that 2i = 2ps >
dH(Cps ) − 1 = 0 − 1. Hence, Cps is not an MDS
negacyclic code. Therefore, if p is odd and pm ≡ 3
(mod 4), then Ci is not an MDS negacyclic code.

We summarize our discussion above in the following
theorem.
Theorem 8: Let p be an odd prime, and m be a positive

integer such that pm ≡ 3 (mod 4). A negacyclic code Ci is
an MDS negacyclic code if and only if i = 0.

When i ≥ j, all MDS cyclic codes of length 2ps over Fpm
are determined in the following theorem.
Theorem 9: Let Ci,j = 〈(x − 1)i(x + 1)j〉 ⊆ R1 be a cyclic

code of length 2ps over Fpm , where 0 ≤ j ≤ i ≤ ps. Then
Ci,j is an MDS cyclic code if and only if one of the following
conditions holds:

• If i = 0, j = 0, then dH(C0,0) = 1.
• If i = 1, j = 0, then dH(C1,0) = 2.
• If i = ps, j = ps − 1, then dH(Cps,ps−1) = 2ps.

Proof:We divide i, j into 11 cases as in the Table 1.

Case 1: 0 ≤ i ≤ ps, j = 0. In this case, we have
dH(Ci,j) = 2. Hence, if i = 1 and j = 0, then i+ j =
dH(C1,0)− 1, i.e., C1,0 is an MDS cyclic code.
Case 2: 0 ≤ i ≤ ps−1, 0 ≤ j ≤ ps−1. In this case,
we see that dH(Ci,j) = 2. It is easy to see that if
i = 1 and j = 0, then i + j = dH(C1,0) − 1 = 1,
i.e., C1,0 is an MDS cyclic code. If i > 1 and j > 1,
then i+ j > dH(Ci,j)− 1 = 1. Hence, Ci,j is not an
MDS cyclic code.
Case 3: ps−1 < i ≤ 2ps−1, 0 < j ≤ ps−1. Then
we have dH(Ci,j) = 3. It is easy to check that
i+ j > 2 = dH(Ci,j)− 1 for all ps−1 < i ≤ 2ps−1

and 0 < j ≤ ps−1. Hence, Ci,j is not an MDS cyclic
code for all ps−1 < i ≤ 2ps−1 and 0 < j ≤ ps−1.

dH(Ci) =


1, if i = 0
(β + 2)pk1 , if ps − ps−k1 + βps−k1−1 + 1 ≤ i ≤ ps − ps−k1 + (β + 1)ps−k1−1

where 0 ≤ β ≤ p− 2, and 0 ≤ k1 ≤ s− 1
0, if i = ps.

dH(Ci) =



1, if i = 0
2, if j = 0 and 0 < i ≤ ps

min{(β + 2)pk1 , 2(β ′ + 2)pk
′

} if ps − ps−k1 + βps−k1−1 + 1 ≤ i ≤ ps − ps−k1 + (β + 1)ps−k1−1

ps − ps−k
′

+ β ′ps−k
′
−1
+ 1 ≤ i ≤ ps − ps−k

′

+ (β ′ + 1)ps−k
′
−1

0, if i = ps.
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Case 4: 2ps−1 < i ≤ ps, 0 < j ≤ ps−1. In this
case, by Table 1, dH(Ci,j) = 4. We see that i + j >
dH(Ci,j)− 1 = 3. Hence, Ci,j is not an MDS cyclic
code for all 2ps−1 < i ≤ ps and 0 < j ≤ ps−1.
Case 5: βps−1 + 1 ≤ i ≤ (β + 1)ps−1, β ′ps−1 +
1 ≤ j ≤ (β ′ + 1)ps−1. In this case, by Table 1,
dH(Ci,j) = min{β + 2, 2(β ′ + 2)}. We have

i+ j ≥ βps−1 + 1+ β ′ps−1 + 1

≥ βp+ β ′p+ 2 > β + 1.

This implies that i + j > dH(Ci,j) − 1. Therefore,
Ci,j is not an MDS cyclic code.
Case 6: ps − ps−k + (τ − 1)ps−k−1 + 1 ≤ i ≤
ps−ps−k +τps−k−1, βps−1+1 ≤ j ≤ (β+1)ps−1.
Then we see that

i+ j ≥ ps − ps−k+(τ−1)ps−k−1+1+βps−1 + 1

= ps−k (pk − 1)+(τ−1)ps−k−1+βps−1+2

≥ p(pk − 1)+ τ − 1+ βps−1 + 2

≥ (β + 2)pk − β − 2+ τ + β + 1

≥ (β + 2)(β + 2)+ τ − 1

= β2 + 2(β + 2)+ τ + 3

> 2(β + 2)− 1 = dH(Ci,j)− 1.

This implies that i + j > dH(Ci,j) − 1. Therefore,
Ci,j is not an MDS cyclic code.
Case 7: ps − ps−k + (τ − 1)ps−k−1 + 1 ≤ i ≤
ps−ps−k+τps−k−1, ps−ps−k+(τ−1)ps−k−1+1 ≤
j ≤ ps − ps−k + τps−k−1. In this case, we have

i+ j ≥ ps − ps−k + (τ − 1)ps−k−1 + 1

+ ps − ps−k + (τ − 1)ps−k−1 + 1

≥ 2p(pk − 1)+ 2(τ − 1)+ 2

> 2(τ + 1)(pk − 1)+ 2τ

> 2(τ + 1)pk − 2.

From 1 ≤ τ < p − 1 and 1 ≤ k ≤ s − 1, we see
that (τ + 1)pk > 3. This implies that i + j > (τ +
1)pk − 1 = dH(Ci,j)− 1. Hence, Ci,j is not an MDS
cyclic code.
Case 8: ps−ps−k+(τ (1)−1)ps−k−1+1 ≤ i ≤ ps−
ps−k+τ (1)ps−k−1, ps−ps−k+(τ (2)−1)ps−k−1+1 ≤
j ≤ ps − ps−k + τps−k−1. In this case, we see that

i+ j ≥ ps − ps−k + (τ (1) − 1)ps−k−1 + 1

+ ps − ps−k + (τ (2) − 1)ps−k−1 + 1

≥ 2p(pk − 1)+ (τ (1) − 1)+ (τ (2) − 1)+ 2

≥ 2(τ (1) + 1)(pk − 1)+ (τ (1) − 1)

+ (τ (2) − 1)+ 2

≥ (τ (1) + 1)pk + (τ (1) + 1)pk

− τ (1) + τ (2) − 2

≥ (τ (1) + 1)pk + (τ (1) + 1)(τ (1) + 1)

− τ (1) + τ (2) − 2

≥ (τ (1) + 1)pk + (τ (1))2 + 2τ (1) + 1

− τ (1) + τ (2) − 2

≥ (τ (1) + 1)pk + (τ (1))2 + τ (1) + τ (2) − 1

> (τ (1) + 1)pk − 1

> min{2(τ (2) + 1)pk , (τ (1) + 1)pk} − 1.

Hence, i+j > min{2(τ (2)+1)pk , (τ (1)+1)pk}−1 =
dH(Ci,j) − 1. Therefore, Ci,j is not an MDS cyclic
code.
Case 9: ps−ps−k

′

+(τ (3)−1)ps−k
′
−1
+1 ≤ i ≤ ps−

ps−k
′

+τ (3)ps−k
′
−1, ps−ps−k

′′

+(τ (4)−1)ps−k
′′
−1
+

1 ≤ j ≤ ps − ps−k
′′

+ τ (4)ps−k
′′
−1. From this, we

have

i+ j ≥ ps − ps−k
′

+ (τ (3) − 1)ps−k
′
−1
+ 1

+ ps − ps−k
′′

+ (τ (4) − 1)ps−k
′′
−1
+ 1

= ps−k
′

(pk
′

− 1)+ τ (3) − 1+ τ (4) − 1+ 2

> 2p(pk
′′

− 1)+ τ (3) + τ (4)

≥ 2(τ (4) + 1)(pk
′′

− 1)+ τ (3) + τ (4)

> 2(τ (4) + 1)pk
′′

+ τ (3) − τ (4) − 2

≥ (τ (4) + 1)pk
′′

+ (τ (4) + 1)pk
′′

+ τ (3) − τ (4) − 2

≥ (τ (4) + 1)pk
′′

+ (τ (4) + 1)(τ (4) + 1)

+ τ (3) − τ (4) − 2

≥ (τ (4) + 1)pk
′′

+ (τ (4))2 + τ (4) + τ (3) − 1

> (τ (4) + 1)pk
′′

− 1.

This implies that i + j > (τ (4) + 1)pk
′′

− 1 =
dH(Ci,j)−1. Hence, Ci,j is not an MDS cyclic code.
Case 10: i = ps, βps−1 + 1 ≤ j ≤ (β + 1)ps−1.
If s = 1, then i = p and j ≥ β+1. This implies that
i+ j = dH(Ci,j)− 1 = 2(β + 2)− 1. Hence, Ci,j is
an MDS cyclic code if s = 1, β = p − 2. If s ≥ 2,
then βps−1 > 2β. This implies that ps + 2β + 1 >
2β+5 > 2(β+2)−1 = dH(Ci,j)−1. Hence, Ci,j is
not an MDS cyclic code.
Case 11: i = ps, ps − ps−k + (τ − 1)ps−k−1 + 1 ≤
j ≤ ps − ps−k + τps−k−1. Then we have

i+ j ≥ ps + ps − ps−k + (τ − 1)ps−k−1 + 1

= ps + ps−k (pk − 1)+ (τ − 1)ps−k−1 + 1

≥ p.pk + p(pk − 1)+ τ − 1+ 1

≥ 2(τ + 1)pk + τ − p.

This implies that i+ j = dH(Ci,j)− 1 if τ + 1 = p
and s = k + 1. Hence, if τ + 1 = p and s = k + 1,
i.e., i = ps and j = ps − 1, then Cps,ps−1 is an MDS
cyclic code.

Remark 10:We obtain all MDS cyclic codes of length 2ps

over Fpm for i ≥ j in Theorem 9. The corresponding case with
j ≥ i can be determined by symmetries. For example, in case,
i = ps, j = ps − 1, the corresponding case is j = ps and
i = ps − 1. In Theorem 9, it is shown that Ci,j = Cps,ps−1
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is an MDS cyclic code. Hence, Ci,j = Cps−1,ps is also an
MDS cyclic code. Using the structure of negacyclic codes of
length 2ps over Fpm given in Theorem 4 (part (a)), if pm ≡
1 (mod 4), then the Hamming distance of negacyclic codes
of length 2ps over Fpm coincides with the Hamming distance
of cyclic codes of length 2ps over Fpm (Table 1). Therefore,
by Theorem 9, we can determine all MDS negacyclic codes
of length 2ps over Fpm when pm ≡ 1 (mod 4). We see that
some MDS cyclic codes in Theorem 9 are different from all
the known ones. Moreover, MDS cyclic codes in our paper
have good distance. For example, if q = pm, s = m3,m > 1
and Ci,j = Cps,ps−1, then dH(Ci,j) = 2pm

3
. If p = 5,m = 2,

then we have an MDS cyclic code with dH(Ci,j) = 781250.
This shows that we can choose the parameter s to obtain some
MDS cyclic codes with good distance.

To conclude this section, we provide some examples of
MDS cyclic codes to illustrate our results.
Example 11: Consider all cyclic codes of length 6 over F3

which are the ideals Ci,j = 〈(x−1)i(x+1)j〉 of F3[x]
〈x6−1〉

,where
0 ≤ i, j ≤ 3. Here, p = 3, s = 1 and m = 1. Using
Theorem 9, all MDS cyclic codes of length 6 over F3 are
determine in the following table.

TABLE 2. MDS cyclic codes of length 6 over F3.

Example 12 Consider all cyclic codes of length 14 over F7
which are the idealsCi,j = 〈(x−1)i(x+1)j〉 of

F7[x]
〈x14−1〉

,where
0 ≤ i, j ≤ 7. Here, p = 7, s = 1 and m = 1. We determine
all MDS cyclic codes of length 14 over F7. Out of 64 cyclic
codes, there are 5 MDS cyclic codes.

TABLE 3. MDS cyclic codes of length 14 over F7.

Example 13: Consider all cyclic codes of length 18 over
F9 which are the ideals Ci,j = 〈(x − 1)i(x + 1)j〉 of F9[x]

〈x18−1〉
,

where 0 ≤ i, j ≤ 9. Here, p = 3, s = 2 and m = 2. We list
all Hamming distances of such codes. We also determine all
MDS cyclic codes of length 18 over F9. Out of 100 cyclic
codes, there are 5 MDS cyclic codes.
Example 14: Consider all cyclic codes of length 22 over

F11 which are the ideals Ci,j = 〈(x − 1)i(x + 1)j〉 of F11[x]
〈x22−1〉

,

where 0 ≤ i, j ≤ 11. Here, p = 11, s = 1 and m = 1.

TABLE 4. MDS cyclic codes of length 18 over F9.

We determine all MDS cyclic codes of length 22 over F11.
Out of 132 cyclic codes, there are 5 MDS cyclic codes.

TABLE 5. MDS cyclic codes of length 22 over F11.

IV. QUANTUM MDS CODES
In 1995, Shor first introduced QEC codes [83]. After that,
Calderbank and Shor [8] used classical codes over GF(4)
to find some QEC codes. In 1998, a new method to con-
struct QEC codes from classical error-correcting codes is
proposed by Calderbank et al. [9]. Recently, some QEC
codes over finite fields and some classes of finite rings are
constructed [2], [9], [13], [35], [50]. However, qMDS codes
constructed from cyclic and negacyclic codes of length 2ps

over Fpm using the CSS and Hermitian constructions have not
been studied in the past. In this section, we construct qMDS
codes from cyclic and negacyclic codes of length 2ps over
Fpm using the CSS and Hermitian constructions.

We recall a construction of QEC codes, the so-called CSS
construction.
Theorem 15 (CSS Construction) [8]: Let C1 and C2 be

two linear codes over Fq with parameters [n, k1, d1]q and
[n, k2, d2]q such thatC2 ⊆ C1, respectively. Then there exists
a QEC code with the parameters [[n, k1−k2,min{d1, d⊥2 }]]q,
where d⊥2 is the Hamming distance of the dual code C⊥2 .
Moreover, if C2 = C⊥1 , then there exists a QEC code having
the parameters [[n, 2k1 − n, d1]]q.
In 1997, the binary version of the quantumSingleton bound

was first given by Knill and Laflamme [49]. In 1998, Calder-
bank et al. [9] provided the quantum Singleton bound for all
codes over finite fields, as follows.
Theorem 16 (Quantum Singleton Bound) [30, Theorem 1]:

Let C = [[n, k, dH ]]q be a QEC code. Then k+2dH ≤ n+2.
If k+2dH = n+2, thenC is called a qMDS code. Since the

Hamming distance of qMDS codes is maximal, these codes
form an important class of QEC codes. Therefore, in recent
years, constructions of qMDS codes have been studied by
many authors. Several new families of qMDS codes have
been introduced (see [11], [30], [43]–[47], [55]).We list some
main results in Table 6.
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TABLE 6. Known families of qMDS codes.

We now proceed to construct qMDS codes from cyclic
codes of length 2ps overFpm . In order to do so, we need to give
all linear MDS cyclic codes of length 2ps over Fpm satisfying
C⊥ ⊆ C . Let Ci,j = 〈(x − 1)i(x + 1)j〉 ⊆ R1 be a cyclic
code of length 2ps over Fpm , where 0 ≤ i, j ≤ ps. Then the
dual of Ci,j is a cyclic code C⊥i,j = 〈(x − 1)p

s
−i(x + 1)p

s
−j
〉.

If C⊥i,j ⊆ Ci,j, then 0 ≤ i ≤ ps

2 and 0 ≤ j ≤ ps

2 . Combining
Theorems 9, 15 and 16, we have the following result.
Theorem 17: Let Ci,j = 〈(x − 1)i(x + 1)j〉 ⊆ R1 be a

cyclic code of length 2ps over Fpm , for 0 ≤ i, j ≤ ps. Then
the following statements hold:

• If i = j = 0, then there exists a qMDS code with
parameters [[2ps, 2ps, 1]]pm .
• If i = 1, j = 0, then there exists a qMDS code
with parameters [[2ps, 2ps − 2, 2]]pm .
• If i = 0, j = 1, then there exists a qMDS code
with parameters [[2ps, 2ps − 2, 2]]pm .

Proof: Let Ci,j = [2ps, ki,j, dH(Ci,j)]pm be an MDS
cyclic code satisfying C⊥i,j ⊆ Ci,j. Then we have ki,j =

2ps − dH(Ci,j) + 1 and 0 ≤ i, j ≤ ps

2 . From C⊥i,j ⊆ Ci,j,
by Theorem 15 (the CSS construction), there exists a quan-
tum code Di,j with parameters [[2ps, 2ki,j−2ps, dH(Ci,j)]]pm .
Since ki,j = 2ps − dH(Ci,j) + 1, we have 2ki,j − 2ps =
2ps − 2 dH(Ci,j) + 2. Using Theorem 16, Di,j is a qMDS
code with parameters [[2ps, 2ki,j − 2ps, dH(Ci,j)]]pm . Hence,
if Ci,j = [2ps, ki,j, dH(Ci,j)]pm is an MDS cyclic code and
C⊥i,j ⊆ Ci,j, there exists a qMDS code with parameters
[[2ps, 2ps − 2 dH(Cj) + 2, dH(Cj)]]pm . We consider 3 cases
as follows:
Case 1: i = j = 0. In this case, we have dH(C0,0) = 1.

By Theorem 9, we can see that C0,0 = [2ps, 2ps, 1]pm is an
MDS cyclic code. From i = j = 0, we have C⊥0,0 ⊆ C0,0.

As there exists a qMDS code with parameters [[2ps, 2ps −
2 dH(Ci,j) + 2, dH(Ci,j)]]pm , we have a qMDS code with
parameters [[2ps, 2ps, 1]]pm .
Case 2: i = 1, j = 0. From this, we have dH(C1,0) = 2.

Applying Theorem 9, we can see that C1,0 is an MDS cyclic
code. From i = 1, j = 0, we have C⊥1,0 ⊆ C1,0. Hence, there
exists a qMDS code with parameters [[2ps, 2ps − 2, 2]]pm .
Case 3: i = 0, j = 1. From Case 2, by symmetry, it is easy

to see that if i = 1, j = 0, then there exists a qMDS code with
parameters [[2ps, 2ps − 2, 2]]pm . �

We construct qMDS codes from negacyclic codes of length
2ps over Fpm in the following theorem.
Theorem 18:

(a) If pm ≡ 1 (mod 4), then negacyclic codes of
length 2ps over Fpm are 〈(x − γ )i(x + γ )j〉 ⊆ R−1,
where γ 2

= −1 and 0 ≤ i, j ≤ ps. Each code Ci,j =
〈(x − γ )i(x + γ )j〉 contains pm(2p

s
−i−j) codewords,

its dual is C⊥i,j = 〈(x − γ )p
s
−i(x + γ )p

s
−j
〉. Then the

following statements hold:

• If i = j = 0, then there exists a qMDS
code with parameters [[2ps, 2ps, 1]]pm .
• If i = 1, j = 0, then there exists a qMDS
code with parameters [[2ps, 2ps−2, 2]]pm .
• If i = 0, j = 1, then there exists a qMDS
code with parameters [[2ps, 2ps−2, 2]]pm .

(b) If pm ≡ 3 (mod 4), then negacyclic codes of
length 2ps over Fpm are 〈(x2 + 1)i〉 ⊆ R−1, where
0 ≤ i ≤ ps. Then there exists a qMDS code with
parameters [[2ps, 2ps, 1]]pm .

Proof:Using the proof in Theorem 17, we can prove (a).
If pm ≡ 3 (mod 4), then negacyclic codes of length 2ps over
Fpm are of the form 〈(x2 + 1)i〉 ⊆ R−1, where 0 ≤ i ≤ ps.
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Each code Ci = 〈(x2 + 1)i〉 contains p2m(p
s
−i) codewords,

its dual is C⊥i = Cps−i = 〈(x2 + 1)p
s
−i
〉. This implies that

C⊥i ⊆ Ci if i ≤
ps

2 . Let Ci = [2ps, ki, dH(Ci)]pm be an MDS
negacyclic code satisfying C⊥i ⊆ Ci. Then we have ki =
2ps − dH(Ci) + 1. From C⊥i ⊆ Ci, by Theorem 15 (the CSS
construction), there exists a quantum codeDi with parameters
[[2ps, 2ki − 2ps, dH(Ci)]]pm . Since ki = 2ps − dH(Ci) + 1,
we have 2ki−2ps = 2ps−2 dH(Ci)+2. Using Theorem 16,Di
is a qMDS code with parameters [[2ps, 2ki − ps, dH(Ci)]]pm .
Hence, if Ci = [2ps, ki,j, dH(Ci,j)]pm is an MDS negacyclic
code andC⊥i ⊆ Ci, there exists a qMDS codewith parameters
[[2ps, 2ps − 2 dH(Ci) + 2, dH(Cj)]]pm . Applying Theorem 8,
there exists a qMDS code with parameters [[2ps, 2ps, 1]]pm ,
proving (b). �
Example 19: Consider all cyclic codes of length 6 over F3

which are the ideals Ci,j = 〈(x−1)i(x+1)j〉 of F3[x]
〈x6−1〉

,where
0 ≤ i, j ≤ 3. Here, p = 3, s = 1 and m = 1. Applying
Theorem 17, all qMDS codes constructed from Ci,j using the
CSS construction are determined in the following table.

TABLE 7. qMDS codes of length 6 over F3.

Example 20: Consider all cyclic codes of length 14 over
F7 which are the ideals Ci,j = 〈(x − 1)i(x + 1)j〉 of F7[x]

〈x14−1〉
,

where 0 ≤ i, j ≤ 7. Here, p = 7, s = 1 and m = 1. Applying
Theorem 17, all qMDS codes constructed from Ci,j using the
CSS construction are determined in the following table.

TABLE 8. qMDS codes of length 14 over F7.

Example 21: Consider all cyclic codes of length 18 over
F9 which are the ideals Ci,j = 〈(x − 1)i(x + 1)j〉 of F9[x]

〈x18−1〉
,

where 0 ≤ i, j ≤ 9. Here, p = 3, s = 2 and m = 2. Applying
Theorem 17, all qMDS codes constructed from Ci,j using the
CSS construction are determined in the following table.

TABLE 9. qMDS codes of length 18 over F9.

Example 22: Consider all cyclic codes of length 22 over
F11 which are the ideals Ci,j = 〈(x − 1)i(x + 1)j〉 of F11[x]

〈x22−1〉
,

where 0 ≤ i, j ≤ 11. Here, p = 11, s = 1 and m = 1.
We determine all MDS cyclic codes of length 22 over F11.

Applying Theorem 17, all qMDS codes constructed from Ci,j
using the CSS construction are determined in the following
table.

TABLE 10. qMDS cyclic codes of length 22 over F11.

We now construct qMDS codes from cyclic and negacyclic
codes of length 2ps over Fpm using the Hermitian construc-
tion. Let q = pm and Fq2 be a finite field of q2 elements.
If e = (e0, e1, . . . , en−1), t = (t0, t1, · · · , tn−1) are two
vectors of Fq2 , then Hermitian inner product of e and t is

e ◦Fq2 t = e0 t̄0 + e1 t̄1 + · · · + en−1 t̄n−1,

where t̄i = tqi . The Hermitian dual code of C is defined as

C⊥H = {e ∈ Fnq2 |
n−1∑
i=0

ei t̄i = 0,∀t ∈ C}.

If C⊥H ⊆ C , then C is said to be Hermitian dual-containing.
Other than the CSS construction, the so-called Hermitian

construction is also an important construction, which is given
in [1].
Theorem 23 (Hermitian Construction) [1]: If C is a q2-ary

[n, k, dH ] linear code such that C⊥H ⊆ C, then there exists
a q-ary quantum code with parameters [[n, 2k − n,≥ dH ]]q.

Let Ci,j = 〈(x − 1)i(x + 1)j〉 be a cyclic code of length
2ps over Fq2 , where 0 ≤ i, j ≤ ps. This implies that C⊥Hi,j =

〈(x − 1)p
s
−i(x + 1)p

s
−j
〉. If 0 ≤ i, j ≤ ps

2 , then C
⊥H
i,j ⊆ Ci,j.

We now construct qMDS codes from Ci,j using the Hermi-
tian construction.
Theorem 24: Let Ci,j = 〈(x−1)i(x+1)j〉 be a cyclic code of

length 2ps over Fq2 , where 0 ≤ i, j ≤ ps. Then the following
statements hold:

• If i = j = 0, there exists a qMDS code with
parameters [[ps, ps, 1]]q.
• If i = 1, j = 0, there exists a qMDS code with
parameters [[ps, ps − 2, 2]]q.
• If i = 0, j = 1, there exists a qMDS code with
parameters [[ps, ps − 2, 2]]q.

Proof: Let Ci,j = [2ps, ki,j, dH(Ci,j)]q2 be an MDS
cyclic code satisfying C⊥Hi,j ⊆ Ci,j. Then we have ki,j =

ps − dH(Ci,j) + 1 and 0 ≤ i, j ≤ ps

2 . From C⊥Hi,j ⊆ Ci,j,
by Theorem 22 (the Hermitian construction), there exists a
quantum code Ei,j with parameters [[2ps, 2ki,j − 2ps, d?]]q,
where d? ≥ dH(Ci,j). Applying Theorem 16 for Ei,j, we see
that 2ki,j − 2ps + 2d? ≤ 2ps + 2. It means that d? ≤ 2ps −
ki,j+ 1 = dH(Ci,j). Hence, if Ci,j = [2ps, ki,j, dH(Ci,j)]q is an
MDS cyclic code and C⊥Hi,j ⊆ Ci,j, then there exists a qMDS
code with parameters [[2ps, 2ps− 2 dH(Ci,j)+ 2, dH(Ci,j)]]q.
We consider 2 cases as follows:
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Case 1: i = j = 0. In this case, we have dH(C0,0) = 1.
By Theorem 9,C0,0 = [2ps, 2ps, 1]q2 is anMDS constacyclic
code. From i = j = 0, we see that C⊥H0,0 ⊆ C0,0. As there
exists a qMDS code with parameters [[2ps, 2ps−2 dH(Ci,j)+
2,≥ dH(Ci,j)]]q, we have a qMDS code with parameters
[[2ps, 2ps, 1]]q.
Case 2: i = 1, j = 0. In this case, dH(C1,0) = 2.

Applying Theorem 9, we can see that C1,0 is an MDS
cyclic code. As i = 1 and j = 0, we have C⊥H1,0 ⊆

C1,0. Because there exists a qMDS code with parameters
[[2ps, 2ps−2 dH(Ci,j)+2, dH(Ci,j)]]q, we have a qMDS code
with parameters [[2ps, 2ps − 2, 2]]q.
Case 3: i = 0, j = 1. From Case 2, by symmetry, if i =

0, j = 1, then there exists a qMDS code with parameters
[[2ps, 2ps − 2, 2]]q. �
Using the proof of Theorem 24, we can construct qMDS

codes from negacyclic codes of length 2ps over Fpm using the
Hermitian construction.
Theorem 25: (a) If pm ≡ 1 (mod 4), then negacyclic codes

of length 2ps over Fpm are 〈(x − γ )i(x + γ )j〉 ⊆ R−1, where
γ 2
= −1 and 0 ≤ i, j ≤ ps. Then the following statements

hold:
• If i = j = 0, then there exists a qMDS code with
parameters [[2ps, 2ps, 1]]q.
• If i = 1, j = 0, then there exists a qMDS code
with parameters [[2ps, 2ps − 2, 2]]q.
• If i = 0, j = 1, then there exists a qMDS code
with parameters [[2ps, 2ps − 2, 2]]q.

(b) If pm ≡ 3 (mod 4), then negacyclic codes of length 2ps

over Fpm are 〈(x2 + 1)i〉 ⊆ R−1, where 0 ≤ i ≤ ps. Then
there exists a qMDS code with parameters [[2ps, 2ps, 1]]q.
We give some examples of qMDS codes constructed from

cyclic codes of length 2ps over Fpm using the Hermitian
construction.
Example 26: Consider all cyclic codes of length 6 over F9

which are the ideals Ci,j = 〈(x−1)i(x+1)j〉 of F9[x]
〈x6−1〉

,where
0 ≤ i, j ≤ 3. Here, p = 3, s = 1 and m = 2. We give
all qMDS codes constructed from Ci,j using the Hermitian
construction.

TABLE 11. qMDS codes of length 6 over F9.

Example 27: Consider all cyclic codes of length 14 over
F49 which are the ideals Ci,j = 〈(x − 1)i(x + 1)j〉 of F49[x]

〈x14−1〉
,

where 0 ≤ i, j ≤ 7. Here, p = 7, s = 1 and m = 2. We give
all qMDS codes constructed from Ci,j using the Hermitian
construction.
Example 28: Consider all cyclic codes of length 18 over

F81 which are the ideals Ci,j = 〈(x − 1)i(x + 1)j〉 of F81[x]
〈x18−1〉

,

where 0 ≤ i, j ≤ 9. Here, p = 3, q = 9, s = 2 and
m = 4. We give all qMDS codes constructed from Ci,j using
the Hermitian construction.

TABLE 12. qMDS codes of length 14 over F49.

TABLE 13. qMDS codes of length 18 over F81.

Example 29: Consider all cyclic codes of length 22 over
F11 which are the ideals Ci,j = 〈(x − 1)i(x + 1)j〉 of F11[x]

〈x22−1〉
,

where 0 ≤ i, j ≤ 11. Here, p = 11, s = 1 and m = 1.
We determine all MDS cyclic codes of length 22 over F11.
Applying Theorem 17, all qMDS codes constructed from Ci,j
using the CSS construction are determined in the following
table.

TABLE 14. qMDS cyclic codes of length 22 over F11.

The following lemma is known in [95].
Lemma 30 [95, Proposition 2.1.2]; The dual of an MDS

code C = [n, k, n − k + 1]q is still an MDS code with
parameters [n, n− k, k + 1]q.
We spend the rest of this section to construct qMDS codes

from dual codes of cyclic and negacyclic codes of length
2ps over Fpm using the Hermitian construction. Let Ci,j =
〈(x − 1)i(x + 1)j〉 be a cyclic code of length 2ps over Fq2 ,
where 0 ≤ i, j ≤ ps. Put Di,j = C⊥i,j. By Theorem 2, we have
Di,j = C⊥i,j = 〈(x − 1)p

s
−i(x + 1)p

s
−j
〉, where 0 ≤ i, j ≤ ps.

It implies that D⊥Hi,j = 〈(x − 1)i(x + 1)j〉. Hence, if i, j ≥ ps

2 ,

then D⊥Hi,j ⊆ Di,j. We have the following result.
Theorem 31: Let Ci,j = 〈(x − 1)i(x + 1)j〉 be a cyclic

code of length 2ps over Fq2 , where 0 ≤ i, j ≤ ps. Put
Di,j = C⊥i,j = 〈(x − 1)p

s
−i(x + 1)p

s
−j
〉, where 0 ≤ i, j ≤ ps.

Then the following statements hold:
• If i = ps, j = ps − 1, then there exists a qMDS
code with parameters [[2ps, 2ps − 2, 2]]q.
• If i = ps − 1, j = ps, then there exists a qMDS
code with parameters [[2ps, 2ps − 2, 2]]q.

Proof: Assume that Ci,j = [2ps, ki,j, 2ps − ki,j + 1]q2
is an MDS cyclic code and i, j ≥ ps

2 . Applying Lemma 30,
we can see that C⊥i,j = [ps, ps−ki,j, ki,j+1]q2 is also an MDS
cyclic code. Put Di,j = C⊥i,j = [ps, ps − ki,j, ki,j + 1]q2 . From

i, j ≥ ps

2 , we have D⊥Hi,j ⊆ Di,j. Using the Hermitian con-
struction, there exists a q-ary quantum code with parameters
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D′i,j = [[2ps, 2ps− 2ki,j, d ′]]q, where d ′ ≥ ki,j+ 1. Applying
Theorem 16 for D′i,j, we see that d

′
≤ ki,j + 1. This implies

that d ′ = ki,j + 1. Hence, there exists a qMDS code D′i,j with

parameters [[2ps, 2ps − 2ki,j, ki,j + 1]]q. From i = ps > ps

2
and j = ps − 1 > ps

2 , we have a qMDS code with parameters
[[2ps, 2ps − 2, 2]]q. By symmetry, it is easy to see that there
exists a qMDS code with parameters [[2ps, 2ps−2, 2]]q when
i = ps − 1, j = ps. �
Remark 32: If pm ≡ 3 (mod 4), then negacyclic codes of

length 2ps over Fpm are 〈(x2+1)i〉 ⊆ R−1, where 0 ≤ i ≤ ps.
Put Di = C⊥i = 〈(x

2
+ 1)p

s
−i
〉. If i ≥ ps

2 , then D
⊥H
i ⊆ Di.

From Theorem 8, we see that we can not construct any qMDS
codes fromDi using the Hermitian construction when pm ≡ 3
(mod 4). If pm ≡ 1 (mod 4), by using Theorem 31, then there
exists a qMDS code with parameters [[2ps, 2ps − 2, 2]]q.

Using the Hermitian construction for Dj = C⊥j , we finish
this section by giving some examples of qMDS codes.
Example 33: Consider all cyclic codes of length 6 over F9

which are the ideals Ci,j = 〈(x−1)i(x+1)j〉 of F9[x]
〈x6−1〉

,where

0 ≤ i, j ≤ 3. Put Di,j = C⊥i,j = 〈(x − 1)p
s
−i(x + 1)p

s
−j
〉,

where 0 ≤ i, j ≤ 3. Here, p = 3, s = 1 and m = 2. We give
all qMDS codes constructed from Di,j using the Hermitian
construction.

TABLE 15. qMDS codes of length 6 over F9.

Example 34: Consider all cyclic codes of length 14 over
F49 which are the ideals Ci,j = 〈(x − 1)i(x + 1)j〉 of F49[x]

〈x14−1〉
,

where 0 ≤ i, j ≤ 7. PutDi,j = C⊥i,j = 〈(x−1)
ps−i(x+1)p

s
−j
〉,

where 0 ≤ i, j ≤ 7. Here, p = 7, s = 1 and m = 2. We give
all qMDS codes constructed from Di,j using the Hermitian
construction.

TABLE 16. qMDS codes of length 14 over F49.

Example 35: Consider all cyclic codes of length 18 over
F81 which are the ideals Ci,j = 〈(x − 1)i(x + 1)j〉 of F81[x]

〈x18−1〉
,

where 0 ≤ i, j ≤ 9. PutDi,j = C⊥i,j = 〈(x−1)
ps−i(x+1)p

s
−j
〉,

where 0 ≤ i, j ≤ 18. Here, p = 3, s = 2 and m = 4. We give
all qMDS codes constructed from Di,j using the Hermitian
construction.

TABLE 17. qMDS codes of length 18 over F81.

Example 36: Consider all cyclic codes of length 22 over
F121 which are the ideals Ci,j = 〈(x − 1)i(x + 1)j〉 of F121[x]

〈x22−1〉
,

where 0 ≤ i, j ≤ 11. Here, p = 11, s = 1 and m = 1.
We determine all MDS cyclic codes of length 22 over F121.
Applying Theorem 17, all qMDS codes constructed from Ci,j
using the CSS construction are determined in the following
table.

TABLE 18. qMDS cyclic codes of length 22 over F11.

Remark 37:We can compare our qMDS codes and known
families of qMDS codes (Table 6) and [29] to see that our
qMDS codes are new in the sense that their parameters are
different from all the known ones.

V. QUANTUM SYNCHRONIZABLE CODES
An (al, ar ) − [[n, k]] QSC is an [[n, k]] QEC code that
corrects not only bit errors and phase errors but also mis-
alignment to the left by al qubits and to the right by ar
qubits for some non-negative integers al and ar . The class
of QSCs is a special class of QEC codes that is constructed
to correct quantum noise as well as block synchronization.
In QEC codes, operators act on qubits through quantum
noise. In quantum synchronizable, each qubit is acted by the
Pauli operators I , X , Y , and Z which are usually appeared
in the general model. Therefore, QSCs are proposed to cor-
rect Pauli operators. QSCs have allowed for knowing the
extract the Pauli errors on qubits. Block synchronization
is used to ensure that the information transmitted through
block boundaries to a receiver. Several techniques for block
synchronization have been constructed from classical com-
munication systems. However, since a qubit measurement
typically destroys the quantum states, these techniques for
block synchronization can not be applicable to QSCs. To give
a solution for this problem, in [25], Fujiwara provided a
framework for quantum block synchronization which allows
to prevent the destruction of qubits in the quantum states. The
approach given in [25] allowed us to eliminate the effects
caused by block misalignment and Pauli errors. In his paper,
the construction of good QSCs demands a pair of nested
dual-containing cyclic codes, both of which guarantee large
minimum distances.

After that, several QSCs constructed from classical BCH
codes and punctured RM codes are given in [27]. Later,
the authors in [28], [59], [90], [91] showed that finite geo-
metric codes, quadratic residue codes, duadic codes and
repeated-root codes can be applied in synchronization coding.
In [59], [60], Luo et al. proved that repeated-root cyclic codes
are useful in QSCs with better parameters in correcting Pauli
errors than non-primitive, narrow-sense BCH codes and other
available QSCs.

Let ` be an integer such that ` ≥ 2 and gcd(`, p) = 1.
Assume that Ct,` is the cyclotomic coset of t modulo ` over

124618 VOLUME 8, 2020



H. Q. Dinh et al.: Quantum MDS and Synchronizable Codes From Cyclic and Negacyclic Codes

Fpm and denote by T` the set of representatives of all pm-
ary cyclotomic cosets. Let Mt (x) =

∏
i∈Ct,` (x − ξ

i) be the
minimal polynomial of ξ t over Fpm , where ξ is a primitive
`-th root of unity in Fpm . Then the polynomial x`p

s
− 1 over

Fpm can be factored as

x`p
s
− 1 = (x` − 1)p

s
=

∏
t∈T`

(Mt (x))p
s
.

In [59], Luo et al. gave someQSCs constructed from the class
of cyclic codes of length `ps over Fpm .
Theorem 38 [59, Theorem 3]: Let C1 = 〈

∏
t∈T`(Mt (x))it 〉

and C2 = 〈
∏

t∈T` (Mt (x))jt 〉 be cyclic codes of length `ps over
Fpm satisfying C⊥1 ⊆ C1,C⊥2 ⊆ C2, and C1 ⊂ C2. Then the
following conditions hold:

(i) it + i−t ≤ ps.
(ii) jt + j−t ≤ ps.
(iii) 0 ≤ jt < it ≤ ps.

In such cases, if there exists an integer r ∈ T` with
gcd(r, `) = 1 satisfying either ir − jr > ps−1 or ir − jr > 0
and ir ′ − jr ′ > ps−1 for some r ′ 6= r ∈ T`, then for any pair
of non-negative integers al, ar satisfying al +ar < `ps, there
exists an (al, ar )-[[`ps + al + ar , `ps − 2

∑
t∈T` it |̇Ct,`|]]pm

QSC.
Applying Theorem 38, we can obtain QSCs from

repeated-root cyclic codes of length 2ps over Fpm as follows.
Theorem 39: Let C1 = 〈(x − 1)u0 (x + 1)u1〉 ⊆ R1 and

C2 = 〈(x − 1)j0 (x + 1)j1〉 be cyclic codes of length 2ps over
Fpm satisfying C⊥1 ⊆ C1, C⊥2 ⊆ C2 and C1 ⊆ C2, where
0 ≤ u0, u1, j0, j1 ≤ ps. Then the following conditions hold:

(i) 0 ≤ u0 ≤
ps

2 , 0 ≤ u1 ≤
ps

2 .
(ii) 0 ≤ j0 ≤

ps

2 , 0 ≤ j1 ≤
ps

2 .
(iii) 0 ≤ ji < ui ≤ ps, where i = 0, 1, 2.

In such cases, if there exists an integer r ∈ T2 satisfying either
ur − jr > ps−1 or ur − jr > 0 and ur ′ − jr ′ > ps−1 for some
r ′ 6= r ∈ T2, then for any pair of non-negative integers al, ar
satisfying al+ar < 2ps, there exists an (al, ar )−[[2ps+al+
ar , 2ps−2u0−2u1]]pm QSC. If we fix ui, ji, r, where i = 0, 1
and r ∈ T2, then there are ps · (2ps + 1) such QSCs.

Proof: Since C⊥1 = 〈(x − 1)p
s
−u0 (x + 1)p

s
−u1〉 ⊆ C1

and C⊥2 = 〈(x − 1)p
s
−j0 (x + 1)p

s
−j1〉 ⊆ C2, we have ps −

u0 ≥ u0, ps − u1 ≥ u1, ps − j0 ≥ j0 and ps − j1 ≥ j1,
i.e., 0 ≤ u0 ≤

ps

2 , 0 ≤ u1 ≤
ps

2 , 0 ≤ j0 ≤
ps

2 , and 0 ≤
j1 ≤

ps

2 , showing (i) and (ii). From C1 ⊆ C2, it implies that
0 ≤ ji < ui ≤ ps, proving (iii). Since C⊥1 ⊆ C1, C⊥2 ⊆ C2,
and C1 ⊆ C2, applying Theorem 38, if there exists an integer
r ∈ T2 satisfying either ur − jr > ps−1 or ur − jr > 0 and
ur ′ − jr ′ > ps−1 for some r ′ 6= r ∈ T2, then for any pair of
non-negative integers al, ar satisfying al + ar < 2ps, there
exists an (al, ar )− [[2ps + al + ar , 2ps − u0 − u1]]pm QSC.
Assume that ui, ji, r are fixed, where i = 0, 1 and r ∈ T2.
Applying Lemma 7 for n = 2ps − 1, we see that there are
ps · (2ps + 1) pairs of non-negative integers al, ar satisfying
al + ar < 2ps. It means that there are ps · (2ps + 1) such
QSCs. �

We finish this section by giving some examples of QSCs.

Example 40: Assume that p = 7 and s = 1,m = 1. Then
we have x14 − 1 = (x − 1)7(x + 1)7.

• LetC1 = 〈(x−1)(x+1)3〉 andC2 = 〈(x+1)〉. It is
easy to see that 0 ≤ j0 < u0 <

ps

2 , 0 ≤ j1 < u1 <
ps

2 , i.e., C
⊥

1 ⊆ C1, C⊥2 ⊆ C2 and C1 ⊆ C2. We see
that u1 − j1 = 2 > ps−1 = 1, then for any pair of
non-negative integers al, ar satisfying al+ar < 14,
there exists an (al, ar )− [[14+ al + ar , 6]]7 QSC.
In this case, there are 105 such QSCs.
• If C3 = 〈(x− 1)3(x+ 1)3〉 and C4 = 〈(x− 1)(x+
1)〉. It is easy to see that 0 ≤ j0 < u0 <

ps

2 , 0 ≤ j1 <
u1 <

ps

2 , i.e.,C
⊥

3 ⊆ C3,C⊥4 ⊆ C4 andC3 ⊆ C4.We
see that u1−j1 = 2 > ps−1 = 1, then for any pair of
non-negative integers al, ar satisfying al+ar < 14,
there exists an (al, ar )− [[14+ al + ar , 2]]7 QSC.
In this case, there are 105 such QSCs.

Example 41: Assume that p = 7 and s = 2,m = 1. Then
we have x98 − 1 = (x − 1)49(x + 1)49.

• Let C1 = 〈(x − 1)5(x + 1)20〉 and C2 = 〈(x −
1)2(x + 1)5〉. It is easy to see that 0 ≤ j0 < u0 <
ps

2 , 0 ≤ j1 < u1 <
ps

2 , i.e., C
⊥

1 ⊆ C1, C⊥2 ⊆ C2
and C1 ⊆ C2. We see that u1 − j1 = 15 > ps−1 =
7, then for any pair of non-negative integers al, ar
satisfying al + ar < 98, there exists an (al, ar ) −
[[98 + al + ar , 48]]7 QSC. In this case, there are
4851 such QSCs.
• If C3 = 〈(x − 1)4(x + 1)22〉 and C4 = 〈(x −
1)(x + 1)4〉. It is easy to see that 0 ≤ j0 < u0 <
ps

2 , 0 ≤ j1 < u1 <
ps

2 , i.e., C
⊥

3 ⊆ C3, C⊥4 ⊆ C4 and
C3 ⊆ C4. We see that u1 − j1 = 18 > ps−1 = 7,
then for any pair of non-negative integers al, ar
satisfying al + ar < 98, there exists an (al, ar ) −
[[98 + al + ar , 46]]7 QSC. In this case, there are
4851 such QSCs.

Example 42: Assume that p = 7 and s = 2,m = 2. Then
we have x98 − 1 = (x − 1)49(x + 1)49.

• Let C1 = 〈(x − 1)5(x + 1)16〉 and C2 = 〈(x −
1)4(x + 1)3〉. It is easy to see that 0 ≤ j0 < u0 <
ps

2 , 0 ≤ j1 < u1 <
ps

2 , i.e., C
⊥

1 ⊆ C1, C⊥2 ⊆ C2 and
C1 ⊆ C2. We see that u1 − j1 = 13 > ps−1 = 7,
then for any pair of non-negative integers al, ar
satisfying al + ar < 98, there exists an (al, ar ) −
[[98 + al + ar , 48]]49 QSC. In this case, there are
4851 such QSCs.
• If C3 = 〈(x − 1)4(x + 1)21〉 and C4 = 〈(x −
1)(x + 1)8〉. It is easy to see that 0 ≤ j0 < u0 <
ps

2 , 0 ≤ j1 < u1 <
ps

2 , i.e., C
⊥

3 ⊆ C3, C⊥4 ⊆ C4 and
C3 ⊆ C4. We see that u1 − j1 = 13 > ps−1 = 7,
then for any pair of non-negative integers al, ar
satisfying al + ar < 98, there exists an (al, ar ) −
[[98 + al + ar , 48]]49 QSC. In this case, there are
4851 such QSCs.

Example 43: Assume that p = 11 and s = 1,m = 1. Then
we have x22 − 1 = (x − 1)11(x + 1)11.
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•LetC1 = 〈(x−1)5(x+1)5〉 andC2 = 〈(x−1)2(x+
1)〉. It is easy to see that 0 ≤ j0 < u0 <

ps

2 , 0 ≤ j1 <
u1 <

ps

2 , i.e.,C
⊥

1 ⊆ C1,C⊥2 ⊆ C2 andC1 ⊆ C2.We
see that u1−j1 = 4 > ps−1 = 1, then for any pair of
non-negative integers al, ar satisfying al+ar < 22,
there exists an (al, ar )− [[22+ al + ar , 2]]11 QSC.
In this case, there are 253 such QSCs.
• If C3 = 〈(x − 1)4(x + 1)5〉 and C4 = 〈(x −
1)(x + 1)2〉. It is easy to see that 0 ≤ j0 < u0 <
ps

2 , 0 ≤ j1 < u1 <
ps

2 , i.e., C
⊥

3 ⊆ C3, C⊥4 ⊆ C4 and
C3 ⊆ C4. We see that u1 − j1 = 3 > ps−1 = 1,
then for any pair of non-negative integers al, ar
satisfying al + ar < 22, there exists an (al, ar ) −
[[22+al+ar , 4]]11 QSC. In this case, there are 253
such QSCs.

Example 44: Assume that p = 11 and s = 2,m = 1. Then
we have x242 − 1 = (x − 1)121(x + 1)121.

• Let C1 = 〈(x − 1)25(x + 1)35〉 and C2 = 〈(x −
1)2(x + 1)〉. It is easy to see that 0 ≤ j0 < u0 <
ps

2 , 0 ≤ j1 < u1 <
ps

2 , i.e., C
⊥

1 ⊆ C1, C⊥2 ⊆ C2
and C1 ⊆ C2. We see that u1 − j1 = 34 > ps−1 =
11, then for any pair of non-negative integers al, ar
satisfying al + ar < 242, there exists an (al, ar )−
[[242+ al + ar , 122]11 QSC. In this case, there are
29403 such QSCs.
• If C3 = 〈(x − 1)14(x + 1)25〉 and C4 = 〈(x −
1)(x + 1)5〉. It is easy to see that 0 ≤ j0 < u0 <
ps

2 , 0 ≤ j1 < u1 <
ps

2 , i.e., C
⊥

3 ⊆ C3, C⊥4 ⊆ C4
and C3 ⊆ C4. We see that u1 − j1 = 20 > ps−1 =
11, then for any pair of non-negative integers al, ar
satisfying al + ar < 242, there exists an (al, ar )−
[[242+al+ar , 164]]11 QSC. In this case, there are
29403 such QSCs.

Example 45: Assume that p = 11 and s = 2,m = 2. Then
we have x242 − 1 = (x − 1)121(x + 1)121.

• Let C1 = 〈(x − 1)25(x + 1)39〉 and C2 = 〈(x −
1)2(x + 1)7〉. It is easy to see that 0 ≤ j0 < u0 <
ps

2 , 0 ≤ j1 < u1 <
ps

2 , i.e., C
⊥

1 ⊆ C1, C⊥2 ⊆ C2 and
C1 ⊆ C2. We see that u1 − j1 = 32 > ps−1 = 11,
then for any pair of non-negative integers al, ar
satisfying al + ar < 242, there exists an (al, ar )−
[[242+al+ar , 122]121 QSC. In this case, there are
29403 such QSCs.
• IfC3 = 〈(x−1)14(x+1)25〉 andC4 = 〈(x−1)(x+
1)5〉. It is easy to see that 0 ≤ j0 < u0 <

ps

2 , 0 ≤
j1 < u1 <

ps

2 , i.e., C
⊥

3 ⊆ C3, C⊥4 ⊆ C4 and C3 ⊆

C4. We see that u1 − j1 = 20 > ps−1 = 11, then for
any pair of non-negative integers al, ar satisfying
al + ar < 242, there exists an (al, ar ) − [[242 +
al + ar , 164]]121 QSC. In this case, there are 29403
such QSCs.

Example 46: If p = 17 and s = m = 1, then we have
x34 − 1 = (x − 1)17f (x)17.

• If C1 = 〈(x − 1)(x + 1)8〉 and C2 = 〈(x + 1)2,
then C⊥1 ⊆ C1, C⊥2 ⊆ C2 and C1 ⊆ C2. Applying
Theorem 39, for any pair al, ar of non-negative
integers satisfying al + ar < 34, there exists an
(al, ar )− [[34+ al + ar , 16]]17 QSC. In this case,
there are 595 such QSCs.
• If C3 = 〈(x − 1)5(x + 1)7〉 and C4 = 〈(x −
1)(x + 1)〉, then C⊥3 ⊆ C3, C⊥4 ⊆ C4 and C3 ⊆

C4. Applying Theorem 39, for any pair al, ar of
non-negative integers satisfying al+ar < 34, there
exists an (al, ar )−[[34+al+ar , 10]]17 QSC. In this
case, there are 595 such QSCs.
• If C5 = 〈(x − 1)4(x + 1)6〉 and C6 = 〈(x −
1)(x + 1)3〉, then C⊥5 ⊆ C5, C⊥6 ⊆ C6 and C5 ⊆

C6. Applying Theorem 39, for any pair al, ar of
non-negative integers satisfying al+ar < 34, there
exists an (al, ar )−[[34+al+ar , 14]]17 QSC. In this
case, there are 595 such QSCs.

Example 47: If p = 17 and s = 2,m = 1, then we have
x578 − 1 = (x − 1)289(x + 1)289.

• If C1 = 〈(x − 1)7(x + 1)48〉 and C2 = 〈(x + 1)5,
then C⊥1 ⊆ C1, C⊥2 ⊆ C2 and C1 ⊆ C2. Applying
Theorem 39, for any pair al, ar of non-negative
integers satisfying al + ar < 578, there exists an
(al, ar )−[[578+al+ar , 523]]17 QSC. In this case,
there are 167331 such QSCs.
• If C3 = 〈(x− 1)5(x+ 1)7〉 and C4 = 〈(x− 1)(x+
1)〉, then C⊥3 ⊆ C3, C⊥4 ⊆ C4 and C3 ⊆ C4. Apply-
ing Theorem 39, for any pair al, ar of non-negative
integers satisfying al + ar < 34, there exists an
(al, ar )− [[34+ al + ar , 22]]17 QSC. In this case,
there are 167331 such QSCs.
• If C5 = 〈(x − 1)4(x + 1)6〉 and C6 = 〈(x −
1)(x + 1)〉, then C⊥5 ⊆ C5, C⊥6 ⊆ C6 and C5 ⊆

C6. Applying Theorem 39, for any pair al, ar of
non-negative integers satisfying al+ar < 34, there
exists an (al, ar )−[[34+al+ar , 24]]17 QSC. In this
case, there are 167331 such QSCs.

Example 48: If p = 17 and s = 1,m = 2, then we have
x34 − 1 = (x − 1)17(x + 1)17.

• If C1 = 〈(x − 1)(x + 1)9〉 and C2 = 〈(x + 1)2,
then C⊥1 ⊆ C1, C⊥2 ⊆ C2 and C1 ⊆ C2. Applying
Theorem 39, for any pair al, ar of non-negative
integers satisfying al + ar < 85, there exists an
(al, ar )− [[34+ al + ar , 25]]289 QSC. In this case,
there are 595 such QSCs.
• If C3 = 〈(x− 1)5(x+ 1)7〉 and C4 = 〈(x− 1)(x+
1)〉, then C⊥3 ⊆ C3, C⊥4 ⊆ C4 and C3 ⊆ C4. Apply-
ing Theorem 39, for any pair al, ar of non-negative
integers satisfying al + ar < 34, there exists an
(al, ar )− [[34+ al + ar , 22]]289 QSC. In this case,
there are 595 such QSCs.
• If C5 = 〈(x − 1)4(x + 1)6〉 and C6 = 〈(x − 1)
(x + 1)〉, then C⊥5 ⊆ C5, C⊥6 ⊆ C6 and C5 ⊆ C6.
Applying Theorem 39, for any pair al, ar of
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non-negative integers satisfying al+ar < 34, there
exists an (al, ar ) − [[34 + al + ar , 24]]289 QSC.
In this case, there are 595 such QSCs.

Example 49: If p = 17 and s = 2,m = 2, then we have
x578 − 1 = (x − 1)289(x + 1)289.

• If C1 = 〈(x − 1)7(x + 1)48〉 and C2 = 〈(x + 1)5,
then C⊥1 ⊆ C1, C⊥2 ⊆ C2 and C1 ⊆ C2. Applying
Theorem 39, for any pair al, ar of non-negative
integers satisfying al + ar < 578, there exists an
(al, ar ) − [[578 + al + ar , 468]]289 QSC. In this
case, there are 167331 such QSCs.
• If C3 = 〈(x−1)5(x+1)37〉 and C4 = 〈(x−1)(x+
1)〉, then C⊥3 ⊆ C3, C⊥4 ⊆ C4 and C3 ⊆ C4. Apply-
ing Theorem 39, for any pair al, ar of non-negative
integers satisfying al + ar < 578, there exists an
(al, ar ) − [[578 + al + ar , 494]]289 QSC. In this
case, there are 167331 such QSCs.
• If C5 = 〈(x − 1)4(x + 1)56〉 and C6 = 〈(x −
1)(x + 1)10〉, then C⊥5 ⊆ C5, C⊥6 ⊆ C6 and
C5 ⊆ C6. Applying Theorem 39, for any pair al, ar
of non-negative integers satisfying al + ar < 578,
there exists an (al, ar ) − [[578 + al + ar , 458]]289
QSC. In this case, there are 167331 such QSCs.

BCH codes are the most important class of cyclic codes.
Due to their efficient encoding and decoding algorithms,
BCH codes are widely used in error correction, communi-
cation and data storage. Let Fpm be a finite field. Let n be a
divisor of pm − 1 and β be an element of Fpm with multi-
plicative order n. A BCH code is a cyclic code with length n,
whose generator polynomial has a set of δ − 1 consecutive
roots βb, βb+1, · · · , βb+δ−2, where b is a positive integer.
By the BCH bound, the minimum distance of the BCH code
is at least δ. Thus, the BCH code has designed distance δ.
A BCH code is called primitive if the length n = pm − 1.
A BCH code is called narrow-sense if b = 1, i.e., the δ − 1
consecutive roots start from β.
Remark 50: Some parameters of primitive, narrow-sense

BCH codes C over Fq provided in [59, Table 2] are given
in Table 19. We list some parameters of repeated-root cyclic
codes of length 2ps over Fp in Table 20. The code lengths of
repeated-root cyclic codes of length 2ps over Fp are smaller
than BCH codes given in Table 2 but the Hamming distances
of repeated-root cyclic codes of length 2ps over Fp are better
than δmax , where δmax is a precise lower bound for the largest
minimum distance of a dual-containing BCH code. Hence,
QSCs constructed from repeated-root cyclic codes of length
2ps over Fp are better than QSCs constructed from primitive,
narrow-sense BCH codes.

TABLE 19. Some parameters of primitive, narrow-sense BCH codes
over Fq.

TABLE 20. Some parameters of cyclic codes of length 2ps over Fp.

VI. CONCLUSION
In this paper, using the Singleton bound, we get all MDS
cyclic and negacyclic codes of length 2ps over Fpm in The-
orems 8 and 9. Examples 11− 14 provide some MDS codes
over F3,F7,F9,F11. Theorems 17, 18, 24, 25, and 31 allow
us to detemine all qMDS codes constructed from the class
of cyclic and negacyclic codes of length 2ps over Fpm using
CSS and Hermitian constructions. Some examples of qMDS
codes are provided (Examples 19-22, 26-29 and 33-36). As in
Section 5, we construct QSCs from cyclic codes of length
2ps over Fpm (Theorem 39) and such codes are applicable
in quantum synchronization. Examples 42-49 illustrate our
work in Section 5. Remark 50 shows that QSCs constructed
from repeated-root cyclic codes of length 2ps over Fpm are
better than QSCs constructed from primitive, narrow-sense
BCH codes.

For future work, it is interesting to investigate the QSCs
constructed from repeated-root constacyclic codes of length
4ps over Fpm , or more generally 2mps, for any non-negative
integerm. We believe that these lengths can provide good and
new QSCs.

In addition, using the ideas in some papers [48], [64], [78]–
[80], our results in this paper can be extended to generate
some S-boxes for instance:

- BCH codes with computational approach and its applica-
tions in image encryption.

- Serpent algorithm: an improvement by S-box from finite
chain rings.

- A new approach for image encryption and watermarking
based on substitution box over the classes of chain rings.

-Maximal cyclic subgroups of the groups of units of Galois
rings: a computational approach.

- Design of newS-box fromfinite commutative chain rings.
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