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ABSTRACT Detecting community structures is an important research topic in social network analysis.
Unfortunately, the fundamental factors that drive the generation of social networks (i.e., the network topology
and content) and community structures have not been well investigated. In this paper, according to the
natural characteristics of social networks, we reveal that individual topics play a core role in community
generation. If two individuals are in the same community and are interested in similar topics, it is more
likely that a link will form between them. Otherwise, the probability of generating a link depends on the
relationships between their communities and the topics they talk about. Based on the above observations,
a novel generative community detection model is proposed that simulates the generation of the network
topology and network content by considering individual topics.Moreover, our model utilizes a topic model to
generate network content. The model is evaluated on two real-world datasets. The experimental results show
that the community detection results outperform all the state-of-the-art baselines. In addition to accurate
community detection results, we identify each individual topic distribution and the most popular users
corresponding to different topics in each community.

INDEX TERMS Community detection, individual topics, social networks.

I. INTRODUCTION
Studies on complex networks [1], [2] have become increas-
ingly important. In this paper, we focus on a special type of
social network. This type not only include complex topology
but also contains rich text content, e.g., Reddit, Twitter, and
co-authorship networks. Taking Reddit as an example, when
user j replies to a post of user i, a directed link is generated
from j to i, and the content that user j replies to is used as link
content. In this type of network, all links are associated with
text content.

In the research on social networks, community detection
has been a hot topic in recent years [3]–[5]. A community
is a group of individuals that are connected densely, while
individuals from different groups are connected sparsely [6].
The community structure is an innate characteristic of a social
network; therefore, it is important to detect communities for a
better understanding of the compositions of social networks.

Recently, a large number of community detection methods
have been proposed [7], [8]. Earlier studies only focused
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on network topology, and they ignored network content,
which includes node content and link content because spe-
cific networks do not supply content information, e.g., neural
networks and computer networks. However, for networks
with content, e.g., Twitter, Facebook, and Reddit, content
information is useful for community detection. Network con-
tent is generated by nodes to express ideas about various
topics. Specifically, link content reflects what users want
to communicate about. The willingness to interact drives
the generation of links between users. Therefore, the gen-
eration of a network topology that a community structure
forms is related to the link content. Moreover, network
content supplies the semantic information of communities,
i.e., topic distributions. Identifying community semantics
(e.g., community-topic distributions) is important for better
understanding communities. Many models have been pro-
posed to detect community structures and community seman-
tics at the same time [9]. How to integrate network content
and network topology seamlessly is a challenge [10].

Although many methods that utilize network topology and
network content have been proposed, they have a common
drawback. The factors that drive the generation of community
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structures have not been studied. In the generation process of
network topology and network content, a community struc-
ture forms under the influence of some key factors. Inves-
tigating these factors is important because of the following
three issues.

First, revealing the driving factors is conducive to better
understanding the innate characteristics of social networks,
which explains how the topology is generated. Second, the
underlying community generation mechanism is unknown.
Investigating the driving factors can help derive a precise
community structure and observe the mechanism that forms
the community structure, which is important for further com-
munity evolution tracking. Finally, beyond the community
structure, mining community semantics is also important for
understanding communities in networks with content. Net-
work content reflects the inner semantic profile of networks.
Therefore, observing the factors that drive the formation of
networks and community structure can help us better under-
stand the process of community generation and identify accu-
rate community structures with semantic information.

To achieve objectives in the above issues, we analyse a
large number of networks and find that individual topics
play a significant role in driving the generation of network
topologies, network content, community structures, and com-
munity semantics. As discussed above, each link includes
text content in our networks of interest, i.e., the link content.
Link content reflects what the source node wants to talk about
with the target node of a link. The link itself implies that the
tendency of interaction from the source node to the target
node is high. The significance of individual topics in social
networks is explained as follows.

First, we consider the impacts of individual topics on the
generation of network topologies. If two users in a network
share similar topic preferences, then the probability of form-
ing a link between them is large. Otherwise, the probability is
small. If all the users keep their topics of interest unchanged,
then the network topology would be stable. If a user changes
topics of interest at some time point, then he or she will
communicate with users who are also interested in these
topics. In this way, new links form between a new pair of
users. In summary, the change in individual topics affects the
network topology.

Second, network content is generated by individuals. Since
a community is a set of users, to identify community seman-
tics, the topics discussed by individuals inside a community
need to be analysed. Community semantics are the result of
the aggregation of individual topics. Therefore, focusing on
individual-level topic preferences can help us understand the
generation of community-level topic distributions.

Third, in social network analysis, there is a gap between
individual-level research and network-level research. The
study of individuals is limited to a specific node, so it can-
not reflect the characteristics of the networks. Network-level
studies ignore the individual contributions to the character-
istics of networks. The community structure is an efficient
solution to fill this gap. The community structure mainly

focuses on the characteristics of communities, i.e., com-
munity members, community semantics and the diffusion
between communities (semantics/diffusion). A community is
a group of individuals. Unfortunately, existing community
models cannot explain the procedure of generating commu-
nities from individuals. They only detect community results
but do not reveal the reasons in a more fine-grained manner.

Finally, considering the links and semantics in a network,
the definition of a community leads to a conflict between
these concepts, which means that individuals in the same
community interact with each other densely, but they also
share different topics of discussion [9]. Since a community
is a high-order structure, there might be no links between
individuals even if they are from the same community. There-
fore, in this paper, we assume that even if two users are in the
same community, the probability of generating interactions
between them is decided by their topics of interest. Unlike
previous works that assume a fixed probability of forming
a link between any two users from the same community or
from different communities, we consider the individual topic
preference both inside communities and among communities.
For those users who are in different communities, if they share
similar topics of interest, they might still interact with each
other and generate inter-community links. Moreover, our idea
reflects an important phenomenon that there are correlations
between topics. Users interested in highly correlated topics
are more likely to generate links no mater they are in the same
community or not.

Based on the above discussions, we propose a novel gen-
erative model: CDITN (Community Detection based on Indi-
vidual Topics and Network topology). It integrates individual
topics, network topology and network content seamlessly.
It is composed of two components in which the network
topology and network content originate from individual top-
ics. In the formation process, the model discriminates the
community distributions of the source node and target node
on a link. It indicates that the source node and target node
might be in different communities even if an interaction
between them occurs. The probability of forming a link
depends on the consistency in their topics of interest, which
means that the probability of interactions is large if two
nodes share the same topics of interest. Furthermore, stud-
ies have shown that there are different diffusions between
communities [11]. We summarize our contributions as
follows:
• We, for the first time, investigate a key driving factor of
community generation, i.e., individual-level topics.

• We propose a novel generative model to generate a
network topology and network contents. Moreover, the
individual topic distribution and most important users
corresponding to different topics in each community are
detected.

• We conduct experiments on two datasets. The results
show that CDITN outperforms all the baseline models.

The rest of the paper is organized as follows: Section 2
reviews related works on community detection; Section 3
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TABLE 1. Notations.

describes our model in detail; Section 4 describes the model
inference method; Section 5 shows the experiments and
results; finally, in Section 6, the paper is concluded, and future
work is presented.

II. RELATED WORK
In this section, we review related work for community detec-
tion. Specifically, we discuss similar studies that consider
network content.

In recent years, a large number of models for community
detection have been proposed [12]–[14]. From the view of
what type of data is utilized, these models can be classified
into two categories. The first category of models is based on
network topology, e.g., Louvain [15], LPA [16] algorithms.
The second category of models integrates the network topol-
ogy and network content into a unified model [17]–[19].

Earlier community detection models only use the topology
information, e.g., spectral clustering [20], hierarchical clus-
tering [6], and modularity-based methods [15]. They achieve
accurate community detection results in some networks with
clear topological structures. Unfortunately, when the network
structure is complex in the real world, their performance is
limited. Thus, topology information alone is not sufficient for
accurately detecting the community structure.

Recently, an increasing number of studies have inte-
grated network topology and network content for com-
munity detection [21]–[23]. Utilizing network content not
only improves the accuracy of community detection results
but also gives us the semantic description of communi-
ties [24]–[26]. Moreover, [11] investigated topic-diffusion
patterns across communities. Reference [27], for the first
time, proposed the concept of community profiling and con-
sidered two types of links: friendship links and diffusion
links. References [11] and [27] proposed generative models

in which the network topology and network content were
generated. Zhongying Zhao et al. proposed a novel incre-
mental method to detect communities in dynamic evolving
social networks. The method analyzes incremental dynamic
changes and updates community structure incrementally.
It explains how communities evolve. While, our method
explains the generation of communities from individual level.
In addition to detecting the community structure, the method
proposed by [28] provided two-level semantic interpreta-
tion for each community, i.e., general topics and specialized
topics. The extension of [28] proposed a model to detect
communities with multiplex semantics by distinguishing
background, general and specialized Topics. Reference [29]
explored the intrinsic correlation between communities and
topics to discover link communities. Their method extracted
community summaries in sentences instead of words for topic
labelling. Reference [30] investigated topic correlations in
social networks, which affect link generation between nodes.

However, the key factors that drive the generation of com-
munities are not well explained. The factors first affect the
generation of networks, including the topology and con-
tent. During the generation process, the community structure
forms. Revealing the key factors can help us better understand
the precise semantic information of communities.

III. NOTATION AND MODEL
In this section, we first introduce notations used in our model.
Then, we formulate the task of community detection by uti-
lizing individual topics. Thereafter, a novel generative model
is proposed, i.e., CDITN. Finally, its process of generating
network topology and network content is presented.

A. NOTATIONS
The notations used in our model are shown in Table 1. We
describe all the definitions as follows.

124416 VOLUME 8, 2020



H. Jiang et al.: CDITN in Social Networks

Definition 1. A network consists of three components:G =
(U ,E,W ).U denotes the user set.E is the link set.W denotes
the set of link content.
Definition 2. For user i, his or her community distribution is

defined by a vector π i. The dimension of user i is the number
of communities, which follows a multinomial distribution
over all the communities. The probability of user i belonging
to community c is π ic. In this paper, we set a threshold to
determine the community of each user. If π ic is larger than
the threshold, user i belongs to community c.
Definition 3. A topic k is defined by a vector φ. φ follows a

multinomial distribution, and the dimension is the number of
vocabularies. We fix the vocabulary of the corpus to a fixed
set denoted by V . The probability of a word w belonging to
topic k is denoted by φkw.
Definition 4. Individual topic interests are defined by a

vector θ i for user i. θ i follows a multinomial distribution, and
the dimension is the number of topics, i.e., |K |. A user might
be interested in various topics. The probability of user i being
interested in topic k is denoted by θ ik .
Definition 5. Interactions between communities are

defined by a vector η. η follows a multinomial distribution,
and the dimension is the number of communities. For com-
munity c, the probability of its interaction with community
c′ is ηc,c′ . Interactions between communities always exist,
but they interact with each other with different probabilities.
Take the co-authorship network as an example. There are
three communities: machine learning, image processing, and
software engineering. The interactions between the machine
learning and image processing communities are denser than
the other pairs of communities.
Definition 6. User popularity in each community corre-

sponding to topics is defined by a vector ξ that follows a
multinomial distribution, and the dimension is the number of
users. For community c and topic k , the probability of its users
being selected by others to communicate with is denoted
by ξ ck,i. The key idea is that the probability of interaction
between users is related to the two users’ communities and
the topics they are talking about.

B. MODEL FORMULIZATION
In this section, we first formulate the problem to be resolved.
Then, we describe our model in detail.

Based on the above definitions, the problem we need to
solve is described as follows. Given a network with content
as input, for each user, we need to infer his or her community
membership, topic distribution and popularity in each com-
munity corresponding to each topic. For each community, we
need to infer the probability of the user’s interaction with all
communities.

We propose a novel generative model to generate all the
observed data, i.e., the network topology and content from
the parameters and latent variables. The graphical model is
shown in Fig. 1. The observed data include all the links
and link content, i.e., the directed link eij for all users and

FIGURE 1. Graphical model.

link content Weij . These data are generated by the following
process.

For each directed link eij from source user i to target user j,
we first sample user i’s community indicator cir from his or
her community membership distribution π i. cir is a latent
variable. Second, we sample the topic indicator yir from
user i’s topic distribution. This indicator is a latent variable
and denotes the topic of link eij. Third, we need to estimate
which community user j is most likely from. Thereafter,
community indicator c′ij is sampled from ηcir , where cir is the
community of user i sampled at the previous step. Finally,
based on community indicator c′ij and topic indicator yir , we
sample user j from ξ c′ij,yir

. In this way, link eij is generated.
For link content Wir , we need to sample all the words,

which is denoted by wirq. We use a method such as Twitter-
LDA [31]. Based on the topic indicator yir of the current link
and word distribution of φyir , each word is sampled.
The key innovation of our model is the adoption of indi-

vidual topic distribution θ i, which promotes investigations
on semantics on a smaller scale, i.e., the individual level.
The generation of network topology and network content
is derived from elementary factors. Moreover, the relations
between communities and links are modelled. The generative
process of our model is summarized as follows.

1) For each topic y,
a) Sample its word distribution from a Dirichlet

prior: φk | β ∼ Dir(β);
2) For each community c,

a) Sample the community distribution from a
Dirichlet prior: ηc | ε ∼ Dir(ε);

b) For each topic k ,
i) Sample the user distribution from a Dirichlet

prior: ξ ck | ρ ∼ Dir(ρ);
3) For each user i in U ,

a) Sample the community distribution from a
Dirichlet prior: π i | α ∼ Dir(α);

b) Sample the individual topic distribution from a
Dirichlet prior: θ i | λ ∼ Dir(λ);
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4) For each user i in U ,
a) For each directed link eir in Ei,

i) Sample the community of node i from aMulti-
nomial distribution: cir | π i ∼ Mul(π i);

ii) Sample topic yir from a Multinomial distribu-
tion: yir | θ i ∼ Mul(θ i).

iii) Sample the community of node j (target node
of eir ) c′ij from aMultinomial distribution: c′ij |
ηcir ∼ Mul(ηciir );

iv) Sample node j from a Multinomial distribu-
tion: eij | ξ c′ijyir ∼ Mul(ξ c′ijyir )

v) For each word wirq in Wir ,
• Sample the word from a Multinomial dis-
tribution: wirq | φyir ∼ Mul(φyir );

IV. MODEL INFERENCE
In this section, we estimate all parameters, i.e., π , θ ,η, ξ ,
and φ.

A. APPROXIMATE INFERENCE
Based on the probabilistic graphical model, we first obtain
the posterior distribution shown by (1).

P(θ ,π , η, ξ ,φ, c, y, c′|U ,E,W , α, λ, β, ε, ρ)

∝ P(c|π )P(π |α)

·P(y|θ)P(θ |λ)

·P(c′|η, c)P(η|ε)

·P(e|ξ , c, c′, y)P(ξ |ρ)

·P(φ|β)P(w|φ, y). (1)

where the user set U , link set E , and link content set W
are observed data. The parameters π , θ ,η, ξ , and φ are to
be estimated. Because calculating the normalizing constant
is hard, we adopt collapsed Gibbs Sampling to solve the
inference problem.

Based on (1), we marginalize all parameters, i.e., π , θ ,η,
ξ , and φ. We obtain (2):

P(c, c′, y|.)

∝

∫
P(π |α)P(c|π )dπ

·

∫
P(y|θ)P(θ |λ)dθ

·

∫
P(c′|η, c)P(η|ε)dη

·

∫
P(e|ξ , c′, y)P(ξ |ρ)dξ

·

∫
P(φ|β)P(w|φ, y)dφ. (2)

The next step is to calculate all the integrals in (2). The first
integral is calculated by the following equation.

∫
P(π |α)P(c|π )dπ =

|U |
5
i

0(|C|α)

(0(αi))|C|
·

|C|
5
c
0(n(c)i + α)

0(n(·)i +|C|α)
, (3)

where n(c)i is the number of links assigned to community c
for user i. n(.)i is the total number of links that are assigned
to all communities for user i. For the rest of this paper,
dots in parentheses denote marginalizing out all the latent
variables, e.g., the community indicator c and the topic
indicator k .
The second integral in (2) is calculated by (4).

∫
P(y|θ)P(θ |λ)dθ =

0(|K |δ)

0(δ)|K |
·
|U |
5
i

|K |
5
k
0(n(k)i + δ)

0(n(·)i + |K |δ)
, (4)

where n(ik) is the number of links assigned to topic k for user i.
The third integral in (2) is calculated by (5).

∫
P(c′|η, c)P(η|ε)dη =

|C|
5
c

0(|C|ε)

(0(ε))|C|
·

|C|
5
m
0(n(m)c +ε)

0(n(·)c +|C|ε)
, (5)

where n(m)c denotes the number of links whose source node is
in community c and whose target node is in community m.

The fourth integral in (2) is calculated by (6).

∫
P(e|ξ , c′, y)P(ξ |ρ)dξ =

|U |
5
i

|Ei|
5
e

0(|U |ρ)

(0(ρ))|U |
·

|U |
5
u
0(n(u)c′y+ρ)

0(n(·)c′y+|U |ρ)
,

(6)

where n(u)c′y is the number of links with target node u in
community c′ and for topic y.
The third integral in (2) is calculated by (7).

∫
P(φ|β)P(w|φ, y)dφ =

|K |
5
k

0(|V |β)

(0(β))|V |
·

|V |
5
w
0(n(w)y + β)

0(n(·)y + |V |β)
,

(7)

where n(w)y denotes the number of times that word w is
assigned to topic y.
Aggregating all the integrals calculated above, we further

sample all the latent variables. For each link of user i, the
community indicator is sampled by (8)

P(cir = c|c¬ir , yir = k, c′ = m, .)

=
P(c, y, c′|.)
P(c¬ir , y, c′|.)

=
n(c)i,¬ir + α

n(·)i,¬ir + |C|α
·
n(j)ck,¬ir+ρ

n(·)ck,¬ir+|U |ρ
·
n(m)c,¬ir+ε

n(·)c,¬ir+ |C|ε
, (8)

where n(c)i,¬ir is the number of links assigned to community

c for user i, excluding link eij. n
(j)
ck,¬ir denotes the number

of links whose target node j is in community c and with
topic k , excluding link eij. n

(m)
c,¬ir is the number of links whose

source node is in community c and whose target node is in
community m, excluding link eij.
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For each link eij, the community indicator of the target node
is sampled by (9)

P(c′ij = c′|c′
¬ij, yir = k, c = m, .)

=
P(c, y, c′|.)
P(c′
¬ij, y, c|.)

=

n(j)c′k,¬ij + ρ

n(·)c′k,¬ij + |U |ρ
·

n(c
′)

m,¬ij + ε

n(·)m,¬ij + |C|ε
, (9)

where n(j)c′k,¬ij and n
(c′)
m,¬ij represent the same values as in (9).

The topic of each link is sampled following (10).

P(yir = k|y¬ir , cir = c, c′) = m, .)

=
P(c, y, c′|.)
P(y¬ir , c, c′|.)

=
n(k)i,¬ir + λ

n(·)i,¬ir + |K |λ
·

|V |
5
v

n(v)ir −1
5
s=0

(n(v)k,¬ir + s+ β)

n(·)ir −1
5
s=0

(n(·)k,¬ir + s+ β)

·
n(j)c′k,¬ir + ρ

n(·)c′k,¬ir + |U |ρ
, (10)

where n(v)ir is the number of times that word v appears in the
link content of eij. n

(v)
k,¬ij is the number of times that word v is

assigned to topic k , excluding eij.

B. PARAMETER ESTIMATION
Finally, we estimate all the parameters based on the samples
derived by running the Gibbs sampler until convergence.

π̂ ic =
n(c)i + α

n(·)i + |C|α
. (11)

ξ̂ ck,i =
n(i)ck + ρ

n(·)ck + |U |ρ
. (12)

ˆφkv =
n(v)k + β

n(·)k + |V |β
. (13)

η̂cg =
n(g)c + ε

n(·)c + |C|ε
. (14)

θ̂ ik =
n(k)i + λ

n(·)i + |K |λ
. (15)

C. TIME COMPLEXITY ANALYSIS
The pseudo-code of our model is illustrated in Alg. 1. Then,
we analyse the time complexity of our algorithm. In the above
algorithm, the number of topics and communities are fixed
to the true value according to the ground truth, i.e., |K | and
|C|. Steps 5-7 sample a community with two nodes and the
topic for each link. In (8) and (9), all the counters are stored
in memory; therefore, they take a constant time for a link. To
calculate (10), there are |V | words; therefore, it takes2(|W |)

Algorithm 1 Inference for Our Model
Require: user set u, link set E , link contentW ;
Ensure: user-community distribution π , user-topic distribu-

tion θ , topic-word distributionφ, community-community
distribution η, user popularity in community ξ ;

1: Initialize α, β, ε, ρ, λ;
2: for iter = 1 : T do
3: for each user i ∈ U do
4: for each link eij ∈ Ei do
5: Sample community cir by (8);
6: Sample c′ij by (9);
7: Sample topic yir by (10);
8: end for
9: end for

10: end for
11: Output π , θ , φ, η, ξ by (11) - (15);

for a topic. Therefore, steps 3-9 take 2(|U | × |E| × |C| +
|U |×|E|×|K |×|W |), where |U | and |E| are the numbers of
nodes and links, respectively. Based on the above discussions,
the complexity of our algorithm is linearly related to the data
size. As the amount of data increases, we can parallelize the
implementation of our model.

V. EXPERIMENTS
In this section, we evaluate our model on two datasets. We
first describe the datasets used for evaluation. Second, we
introduce the state-of-the-art baselines used for comparison.
Third, the comparisons for the community detection results
are stated. Finally, we show a case study to illustrate the
ability of our model to identify the individual-level topic
distribution and user popularity in communities.

A. DATASETS
To evaluate our model accurately, we use two datasets that
include network topology and content. They are the Reddit
dataset and the DBLP dataset [10]. Both of them supply
ground truth.

The Reddit dataset is crawled from three subreddits on
reddit.com: Science, Movies, and Politics, from August 25,
2012, to August 31, 2012. We set the community of each user
according to the subreddits he or she belongs to. Therefore,
the number of communities and topics are both set to 3.
Reddit users are processed as nodes. A directed link with
content is generated when user i replies to a post of user j.

The DBLP dataset is extracted from DBLP data. It
includes 11 research conferences from 2001 to 2011. The
papers belong to 3 research fields: data mining, machine
learning, and computer vision. Therefore, the number of
communities and topics are set to 3. All the authors are
extracted as nodes in the network. If two authors publish a
paper together, there are two directed links between them (one
in each direction). The titles of the paper are processed as link
content.
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TABLE 2. Summary of datasets.

The link content in the above two datasets is pre-processed,
i.e., removing stop words and stemming. The statistics are
shown in Table 2.

B. BASELINES
To validate the performance of our model for community
detection, we choose four state-of-the-art baselines for com-
parison. The first two baselines are only based on network
topology. The second two baselines use network topology and
network content for community detection. They are summa-
rized as follows.
• Louvain [15]. This is a classic community detection
model based on maximizing the modularity. It does not
require the number of communities as a prerequisite.

• Infomap [32]. This algorithm uses the probability flow
of randomwalks on a network as a proxy for information
flows. Then, it decomposes the network into modules by
compressing a description of the probability flow.

• Community Level Diffusion (COLD) [11]. This is a gen-
erative model that generates the network topology and
network content considering topic diffusion between
communities. It is able to track topic changes in com-
munities.

• Topic Correlations based Community Detection(TCCD)
[30]. This is a generative model and considers topic cor-
relations. In addition to the community structure, it can
also identify the compositions of community semantics.

Ourmodel and the baselines are all implemented on a PCwith
Intel 4.2GHz CPUs and 64 GB RAM.

C. METRICS
We adopt three metrics to evaluate the accuracy of the com-
munity detection results: the generalized normalized mutual
information (GNMI) [33], Jaccard index, and F-score. The
GNMI is widely used to evaluate the overlapping community
detection performance. The Jaccard index is used to measure
the similarity of two sets. Suppose that A and B are two sets.

The Jaccard index is calculated by J (A,B) =
|A ∩ B|
|A ∪ B|

. The

F-score is calculated by combining the precision and recall:

F1 = 2 ·
precision · recall
precision+ recall

D. COMPARISONS WITH THE BASELINES
The comparisons of community detection results between our
model and the baselines are shown in Table 3.

On the Reddit dataset, the Louvain and Infomap algorithms
only utilize the topology information. The other two baselines
and our model combine the network topology and network
content information. Overall, the methods that use both types
of information achieve better results than themethods that use

TABLE 3. Comparations with baselines on datasets.

FIGURE 2. Topic-word distribution on Reddit and DBLP. (a). Topic Movie.
(b) Topic Politics. (c) Topic Science. (d). Topic Computer Vision. (e) Topic
Data Mining. (f) Topic Machine Learning.

only one type of information. Although COLD and TCCD
consider community diffusion and topic correlations, our
model achieves a 12.24% improvement in theGNMI, a 9.00%
improvement in the Jaccard index, and a 10.14% improve-
ment in the F-score over the second-best method: TCCD.

On the DBLP dataset, we obtain similar results. Our model
is the best according to all the metrics. The second-best
method is TCCD. Our model achieves a 6.25% improvement
in the GNMI, a 3.13% improvement in the Jaccard index, and
a 5.06% improvement in the F-score over TCCD.

The comparisons show that considering individual topics
can improve the community detection results. This method
formulates the generation of the network topology and net-
work content from the underlying idea that individual topics
motivate the interactions between users and the formation of
the community structure.

E. CASE STUDY
In addition to accurate community detection results, our
model is capable of identifying the topic-word distribution,
the user popularity with respect to topics in communities, the
individual topic distribution, and the community interaction
preferences, which correspond to parameters φ,ξ ,θ , and η,
respectively.

1) TOPIC-WORD DISTRIBUTION
Each topic is represented by a word cloud consisting of
the top 10 words in the topic-word distribution. Fig. 2
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TABLE 4. Top 10 users in each community in the Reddit dataset.

shows that all topics identified are meaningful in both
datasets.

2) USER POPULARITY WITH RESPECT TO THE TOPICS IN
THE COMMUNITIES
Users in a community have different popularity levels. If a
user is authoritative, his or her in-degree is larger than that
of the other users. Moreover, users in a community talk about
various topics; therefore, they have different popularity levels
according to the different topics. Table 4 and Table 5 show
the top 10 most popular users according to each topic in each
community in the two datasets. It shows that users in the same
community have different popularity levels with respect to
different topics. In the Reddit dataset, we delete a user with
an obscene user name.

3) INDIVIDUAL TOPIC DISTRIBUTIONS
In this paper, we focus on the individual-level topic distribu-
tions. Since there are a large number of users in the network,
Fig. 3 illustrates the topic distribution of the top one user in
each community with respect to the dominant topic in the two
datasets.

4) COMMUNITY INTERACTION PREFERENCE
As discussed above, there are interactions between different
communities. Fig.4 shows the probability of communication
between any pair of communities. Since a community has
dense inner connections, each community is more likely to
interact with itself than any other community. The interac-
tions between different communities also exist with different
probabilities, which illustrates how users in different commu-
nities interact with each other.

FIGURE 3. Individual topic distribution. (a). On Reddit dataset. (b) On
DBLP dataset.

F. PARAMETER INITIATION
The parameters used in our model are set as follows. The
number of communities and topics are set to true values
according to the ground truth. All the Dirichlet hyperpa-
rameters are set to fixed values (ρ = 0.01, α = 0.001,
β = 0.1, and ε = 0.001). Our model can detect overlapping
communities of each user; therefore, we set a threshold to
calculate a user’s communities. The threshold is set to 1/|C|.
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TABLE 5. Top 10 authors in each community in the DBLP dataset.

FIGURE 4. Interactions between communities. (a). Reddit dataset. (b).
DBLP dataset.

If a user’s probability of belonging to a community is larger
than the threshold, he or she is in that community.

VI. CONCLUSION AND DISCUSSION
This paper first investigates the impact of individual-level
topics on the generation of the network topology and network
content. Second, we observe that individual-level topics play
a core role in community generation. We find that if two
individuals are in the same community and are interested in
similar topics, it is more likely that a link will form between
them. Third, a novel generative model for community detec-
tion is proposed by simulating the generation of the net-
work topology and network content by considering individual
topics. The mechanism revealed by our model drives the
formation of links and network content and further drives
the generation of communities. Finally, the experiments show
that in addition to accurate community detection results, our

model can identify each individual topic distribution and the
most important users corresponding to different topics in
each community. Investigating the evolution of communities
is an important and difficult task due to the complexity of
networks. In the future, we will investigate the evolution of
individual topics, in particular, the impact on the evolution
of communities including the community members and com-
munity semantics.
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